PHYSICAL REVIEW C

VOLUME 21,

NUMBER 1 JANUARY 1980

Determination of the optical potential for elastic proton scattering
on SLi, ’C, and N at 144 MeV

G. L. Moake*
Purdue University, West Lafayette, Indiana 47907

P. T. Debevec
Department of Physics, University of Illinois, Urbana-Champaign, Illinois 61801
(Received 16 July 1979)

Elastic scattering cross sections have been measured for '“N with 144 MeV protons at laboratory angles
between 5° and 58°. Optical model parameters for '*N were determined from these data, and parameters
for °Li and '2C were determined from previously existing data at 144 MeV.

UCLEAR REACTIONS !“N(p,p)!*N, E,=144 MeV; measured o(6); optical model
analysis for N and existing ®Li and 12C data.

I. INTRODUCTION

Optical model potentials determined from elastic
scattering are often a necessary input for the cal-
culation of inelastic scattering and transfer reac-
tions. For light nuclei, interpolation of the poten-
tial parameters from those obtained from global
fits by some empirically determined mass number
and energy dependence has an uncertain accuracy.
We required the optical potentials for proton elas-
tic scattering on °Li, '2C, and “N at 144 MeV for
theoretical calculations of the (p,n) cross sec-
tion.! Although accurate data for °Li and 2C were
available,? the N cross section needed to be mea-
sured. All three elastic cross sections were
analyzed with a relativistic optical model code us-
ing Woods-Saxon form factors. These potentials
should be of use in the calculation of other inelas-
tic transitions.

II. EXPERIMENTAL PROCEDURE

The experiment was done at the Indiana Univer-
sity Cyclotron Facility (IUCF) with the quadru-
pole-dipole-dipole-multipole (QDDM) magnetic
spectrometer.® The experimental procedures
were similar to those used in a larger pro-
gram of elastic scattering measurements.* An
array of three detectors was placed in the spectro-
meter focal plane, the first of which was a posi-
tion-sensitive helical wire ionization chamber
which was used for momentum analysis. Follow-
ing this were a 6.3 and a 12.7 mm plastic scintilla-
tor, which provided AE signals used for particle
identification. Real events in the array were de-
termined by a fast coincidence between the detec-
tors.

For angles greater than 10°, a 27 mg/cm? BN

target, milled from a larger piece, was used. At
angles less than 10°, the boron and nitrogen peaks
overlapped too much to permit a reliable deter-
mination of elastic yields. A 2.1 mg/cm® melam-
ine target (N,C,B,), evaporated onto a thin carbon
foil, and a natural carbon target, pressed to 9.9
mg/cm?, were used at these angles. The relative
amount of carbon in the two targets was deter-
mined by data taken at 20°, where all of the elastic
peaks were clearly separated. The number of ni-
trogen events was then found by subtracting the
carbon yield from that of the melamine. Only very
small beam currents were needed, and no degrada-
tion of the melamine target was observed.

The overall deadtime in the detectors and com-
puter was determined by sending pulser signals
through the electronics. The pulser was trig-
gered by a monitor detector, whose count rate was
approximately proportional to the instantaneous
beam current. The number of pulser signals sent
to the detector was scaled and compared to the
number of pulser events in the acquired spectra.
Deadtimes were typically less than 2%, although
they were as large as 12% for angles less than 10°

Peak areas were usually obtained by summing
the events in the peak channels and subtracting a
linear background, which was determined by the
number of events on either side of the peak. How-
ever, for the BN target at angles less than 16°,
two overlapping peaks on a quadratic background
were fitted to the data in order to separate the
boron and nitrogen peaks. The shape of these
peaks was chosen from that of an isolated nitrogen
peak at a slightly larger angle. In the few cases
that overlapping peaks were fitted to the data, the
statistical errors were increased in an attempt to
account for the additional error involved in the
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peak stripping. A 2% error was then added in
quadrature to all statistical errors to account for
other random errors, such as variations in target
thickness with beam wobble.

III. OPTICAL MODEL ANALYSIS

The optical model analysis was carried out with
the code SNOOPY6.5 The potential was parametrized
by the following form (#=c=1).
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The wave equation used was the relativistic ver-
sion of the Schrédinger equation introduced by
Goldberger and Watson.® The radial part for the
Ith partial wave can be case into the conventional
(nonrelativistic) form®

@ Ulp) z(z+1)] _
[dp2+1_f5—m1—mz— 7 |ue)=0.

but with a renormalized total potential U -yU,
with v being defined by the relation

Y= 2(/s —my,) ’
Vs —mytm,

s=(E\+E)? = (p,+p,)
p=kr, k=m,p,;/Vs.

The subscripts 1 and 2 represent the projectile
and target, respectively, and I represents the lab
frame. E and p are the total energy and 3-momen-
tum. Thus, s is the center of mass energy (rela-
tivistic scalar), and y is close to, but not equal to,
the usual relativistic y factor E,; /m,.

The parameters of the optical model potential
were adjusted to give the best fit to the data. All
of the optical parameters were varied except for
the Coulomb radius, which was set approximately
equal to »,. The Coulomb radius was not varied
since variations in it can be compensated for by
small changes in the other parameters, resulting
in essentially the same fit.” Different sets of
from one to six parameters were simultaneously
varied until a minimum was found. Starting pa-

TABLE I. Optical potentials for $Li, >C, and N at

144 MeV.
GLi 12C “N

v 16.96 17.24 16.77
7o 1.110 1.158 1.264
ao 0.713 0.632 0.587
W 10.78 9.55 9.38
rw 1.000 1.186 1.250
ay 0.855 0.843 0.854
Vso -3.86 4.43 2.93
Ws, -2.796 -2.838 -2.786
Yso 0.870 0.904 0.914
aso 0.862 0.548 0.477
ve 1.12 1.17 1.17
v 1.061 1.066 1.067
X¥/pt 0.25 3.3 2.1

rameters for *C were taken from the potential of
Roland et al. at 150 MeV.® The '2C results were
then used as starting parameters for ®Li and N,

IV. RESULTS AND CONCLUSIONS

The resultant optical potential parameters are
listed in Table I along with the factor y. They can
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FIG. 1. Proton elastic scattering data for N (this
experiment), !2C and ®Li (Ref. 2). The line is an optical
model fit using the parameters of Table I.
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be used in a nonrelativistic code to a good approxi-
mation if realistic kinematics is employed and if
all potentials are multiplied by the factor y.

Cross sections calculated from these potentials
are shown in Fig. 1 along with the data.

The optical model calculations appear to repro-
duce the data well. For '>C and "N the reduced y?
are similar to those obtained in the analysis of
proton elastic scattering on heavier nuclei from
a much larger data set.* For °Li the reduced X
is so small that it is quite probable that the pa-
rameters are poorly determined. In this regard,
the negative value for the real part of the spin-or-
bit force must be interpreted as due to the small

angular range of the data. Calculations for which
the spin-orbit potential is critical (for example,
polarization studies) will be in error. No renor-
malization of the *N data would reduce the XZ of
the final parameter set. The volume integrals of
the real and imaginary central potentials are with-
in the scatter suggested by studies on heavier nu-
clei* for this bombarding energy, namely, yV,/A
=200 MeVfm® and yV,/A=145 MeV fm®, although
the volume integral of the imaginary potentials is
somewhat larger. These potentials are then a rea-
sonable input for calculations requiring distorted
waves.

*Present address: Indiana University Cyclotron Facili-
ty, Bloomington, Indiana 47405.
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