PHYSICAL REVIEW C

VOLUME 21, NUMBER 5

MAY 1980

Mass parameters in the adiabatic time-dependent Hartree-Fock approximation.
I. Theoretical aspects; the case of a single collective variable
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A self-consistent method for evaluation of mass parameters is presented in the framework of the adiabatic
limit of the time-dependent Hartree-Fock approximation, reduced to a single collective variable. The
corresponding collective path is assumed to be given either by solving a constrained Hartree-Fock problem
with a given time-even constraining operator Q, or by scaling a static Hartree-Fock equilibrium solution. In
the former case, once the path is given, a method for solving the equation of motion (of the Hamilton type)
is provided, which reduces to a double-constrained Hartree-Fock problem with the time-even constraint Q
and with a time-odd constraining operator P. In the case of the scaling path, an analytical solution of the
Hamilton equation is discussed and the adiabatic mass for the particular case of an isoscalar quadrupole
Q0 mode is given. The operator P, which is uniquely determined from the knowledge of Q, has the
physical meaning of a momentum operator; it satisfies, together with Q, a weak quantal conjugation
relation. Finally, the connection between the two paths is discussed in terms of generalized random-phase

approximation sum rules.

NUCLEAR STRUCTURE Evaluation of mass parameters within time-dependent

Hartree-Fock approximation in adiabatic limit for single collective variable mo-

tion. Discussion and comparison of constrained Hartree-Fock and scaling paths.

Expression as a doubly constrained Hartree-Fock problem with momentum oper-

ator uniquely defined from coordinate operator. Connection with sum rule and
Inglis cranking approaches.

I. INTRODUCTION

During the last few years, significant progress
has been made in the theoretical description of col-
lective phenomena in nuclei. Most of the work in
this direction had the same purpose: to find a co-
herent microscopic foundation for the Copenhagen
phenomenological collective model,! and at the
same time to get free of several too restrictive
hypotheses underlying the existing microscopic
theories [random phase approximation (RPA),
cranking model,...]. Reaching this goal would
also considerably increase the predictive character
of the collective model by allowing one to calculate,
from the nucleon-nucleon interaction, the values
of its adjustable parameters. The Inglis cranking
model® was a first attempt in this respect; how-
ever, it suffers from a lack of self-consistency.
Thouless and Valatin® gave a self-consistent ver-
sion of the cranking formula in the particular case
of a slowly rotating nucleus. For a long time, one
has had at one’s disposal another microscopic for-
malism, the RPA; this approximation can be very
efficient for the description of several collective
properties (especially of giant resonances), but it
is clearly not adequate for large amplitude mo-
tions, such as fusion, fission, and other nonhar-
monic nuclear phenomena such as those encoun-
tered, for instance, in soft nuclei.

The time-dependent Hartree-Fock approximation,
with the additional hypothesis of small collective
velocities (compared to some characteristic single-
particle velocities), has been the foundation of re-
cent theoretical formulation. The main interest
of the adiabatic approximation, besides its physi-
cal content, is to allow a connection with the phe-
nomenological collective model. The Villars ap-
proach* deals with a single collective variable; the
collective path is formally defined by an iterative
procedure, with some “reasonable ” guess for the
starting point. Baranger and Vénéroni® have ob-
tained two sets of coupled equations of motion
which, in the adiabatic limit, are equivalent to the
time-dependent Hartree-Fock (TDHF) equation. As
shown in Ref. 6, these equations are equivalent to
Hamilton-like equations derived from a variation-
al principle similar to a classical least action
condition. The solution of these equations would
in principle provide both the mass parameters and
the collective paths for the collective degrees of
freedom. It is clear, however, that the practical
implementation of this problem would require a
considerable amount of numerical effort.

To bypass some of these difficulties, one may
decide in a first step to make an ansatz for the col-
lective trajectories. It then becomes possible to
solve the first set of Hamilton equations of motion
providing the mass parameters. This is the ap-
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proach adopted in the present paper, the formal
framework being the adiabatic time-dependent
Hartree-Fock (ATDHF) formalism as presented

in Refs. 5 and 6, reduced to a single collective
variable. This approach lies between the exact
ATDHF solution and phenomenological calculations
such as those using Nilsson single-particle wave
functions to compute inertial parameters by the
Inglis cranking formula. In other words, we shall
compute in a consistent way the inertial parame-
ters. We shall not study the dynamical validity of
the path, which will be chosen a priori. We

shall, however, compare the properties of two dif-
ferent choices for this path. Moreover, we shall
present a method for the computation of the masses
which we believe to be particularly convenient and
accurate.

All the matter is presented at a very general
level. In an accompanying paper’ (hereafter re-
ferred as II), we specialize to the isoscalar @,,
quadrupole mode, and give results obtained for
large and small amplitude motions for the corre-
sponding mass parameters, calculated with several
Skyrme interactions. We would like to emphasize
that the present work has been carried out entirely
in the line of Refs. 5 and 6, and that the quotations
of other work which will be found here constitutes
a step towards a better understanding of the con-
nections between different formulations of collec-
tive theories*®™° and towards their unification.

II. THE ADIABATIC TIME-DEPENDENT HARTREE-FOCK
APPROXIMATION

In the independent particle approximation, one
describes the physical system only in terms of
its one-body reduced density operator p. For a
pure A-body state, the operator p writes

A

p=2 |iXi|, @2.1)
i=1
where {I iy;i=1,...,A}is an orthonormal set of
single-particle (SP) states. The projector charac-
ter of p,

p’=p, 2.2)

clearly follows from Eq. (2.1). In other words,

the corresponding wave function ¥ is a Slater de-

tlermina.nt built with the A single-particle states
i).

Given a Hamiltonian H composed of a kinetic
energy operator T and a two-body interaction V,*
the dynamical evolution of p is governed, in terms
of W(p), the so-called Hartree-Fock Hamiltonian
(which is the one-body reduction of H with respect
to ¥)

W(p)=T+Tr,V({1,2)p@), ' (2.3)

by the TDHF equation'®:
inp=[W(p), p], (2.4)

which is the one-body reduction of the Liouville-
Von Neumann equation.

The total TDHF energy, easily shown to be a
constant of the motion, is given by

(V|H|¥)=E[p]=Tr(Tp)+3TrTrpVp. (2.5)

The notation of Egqs. (2.3) and (2.5) is standard
(see, e.g., Ref. 5). _

The TDHF equation (2.4) can be derived in var-
ious ways, and, in particular, from the station-
arity principle:

to P
5 f <‘I/|zfi —-H
t ot
where ¥ and ¥*, restricted to be Slater determin-
ants, should be varied independently, with fixed
end points for ¥,

The adiabaticity assumptions. To give a simple
formulation of the ATDHF formalism, Baranger
and Vénéroni have introduced the following decom-
position of the density operator p:

p=e'*pett. 2.7

(2.6)

\If>dt=0,

The justification for such a decomposition is given
by the following theorem, studied in Ref, 5, and
further investigated in Refs. 13-15.

Decomposition theorem.'® Given a Hermitian
projection operator p and its time-reversal con-
jugate pr,

(i) There exists a projection operator p, and an
operator ¥, both Hermitian and time-even:

Po=pg= (po)r=po°, (2.8)
x=x"=xr (2.9)

such as Eq. (2.7) is fulfilled, provided p and pr
do not have any common eigenvector corresponding
to different eigenvalues of p and p,.

(ii) In addition to the requirements (2.8) and
(2.9), the supplementary conditions

PoX T XPo=X, (2.10)

T T
MNE ]—Z , 4—[ s .
where A; is any eigenvalue of x, ensure the unique-
ness of the decomposition (2. 7). :

One can easily show that there cannot exist any
decomposition (2.7) satisfying (2. 8) and (2.9) for
the one-body reduced density operator of an odd
system of fermions; consequently, the ATDHF for-
malism as presented in Refs. 5 and 6 is restricted
to even-even nuclei. When dealing with a sp
density operator built from states |i> [see Eq.

2.11)
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(2.1)] which are eigenstates of the spin projec-
tion s,, the (sufficient) condition for the exis-
tence of the decomposition to be satisfied by p
and its time-reversed p, requires the same num-
ber of spin-up and spin-down occupied states
{l3); i=1,...,A}.*»* This sufficient condition
formulated in the decomposition theorem will be
satisfied in all physical situations considered in
this work (see also II); this allows us to make use
of the decomposition (2.7) without any further jus-
tification.

Following Baranger and Vénéroni, we call “na-
tural” the particular decomposition unequivocally
defined by Egs. (2.7), (2.8), (2.9), and by the ad-
ditional conditions (2.10) and (2.11). Notice that
the condition (2. 10) can be written equivalently
(see Appendix A) as '

PoX Po=0,X =0, (2.12)

where 0,=1 ~p,. Defining the hole (or particle)
states as eigenvectors of p, (or 0,) associated with
the eigenvalue 1, it'appears from Eq. (2.12) that
the operator x of the “natural” decomposition has
only particle-hole and hole-particle matrix ele-
ments, :

In the summary of the ATDHF formalism which
follows we will make use of the natural decomposi-
tion of p. The apparent lack of generality due to
this peculiar choice of the decomposition (2.7) will
be discussed below.

The hypothesis of slow motion is introduced by the
assumption that x and its time derivative x are
small.' Leaving for a moment the physical con-
tent of such conditions, we expand the exponential
operators in Eq. (2.7) and truncate the resulting
expression of p at second order in x:

p#)=po@) + p, (&) + p,(2) , (2.13)
with

pr=i[ X, pol, (2.14)

pe==z[x,[x,p0]]. (2.15)

It is worth recalling here that the zero-order
term p, depends on time, and may deviate con-
siderably from a static Hartree-Fock solution,
allowing thus the description of large amplitude
motions. In this respect, the ATDHF expansion
(2. 13) differs basically from the one usually made
in the derivation of RPA equations around the
static Hartree-Fock (HF) equilibrium (see, e.g.,
Ref. 18).

Classical Hamiltonian formulation

By inserting the expansion (2, 13) into the ex-
pression (2.5) for the TDHF energy, Baranger
and Vénéroni have obtained a division of the adia-
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batic energy into a potential and a kinetic part.
The corresponding Lagrange equations have then
been shown to be equivalent to the equations ob-
tained directly by inserting the expansion (2.13)
into the time-even and time-odd parts of the TDHF
equation (2.4). Adopting the alternative point of
view of a Hamiltonian formulation, Brink, Gian-
noni, and Vénéroni® have directly introduced the
expansion (2. 13) into the variational principle (2. 6)
source of the TDHF equation. As a result, they
have found '

t

o f “{rrexpy ~Ellogxat=0,  (@.16)

1
where E,[p,, x|, which is a functional of p, and ¥,
is the total energy of the system in the adiabatic
approximation, i.e., is obtained by replacing p in
(2.5) by its adiabatic expansion (2.13). This al-
lows us to write the adiabatic energy E, as

E,=E,+E,, 2.17)

where the term E, is quadratic in X, and where the
zero-order part E is the energy for the time-de-

pendent determinant ¢, associated with the density
operator p,:

Eo=<¢o|Hl¢o>=E[Po]- (2.18)

The integrand in Eq. (2.16) has therefore the same
structure as the Lagrangian of a classical system,
with a kinetic energy quadratic in the momenta

and a coordinate-dependent metric tensor:

L= z‘: by ‘.Il —%Z [fm-l(qn)]upgpj - V(qh) .

[ 9% )
(2.19)

In this analogy, the matrix elements of p, and 7Z
in a time-independent basis play respectively the
roles of the coordinate and their conjugate momen-
ta. As is well known, the condition of stationarity
for the classical action [ ,1‘2 £,,dt with respect to
independent variations of the p’s and ¢’s leads to
Hamilton’s equations. ® Therefore, Hamilton-
like equations should emerge from the stationarity
equation (2. 16) if the coordinates and the conjugate
momenta are taken as independent variables. The
situation is, however, complicated by the existence
of two constraints to be taken into account during
the variation. The first is the holonomic con-
straint expressing the projector character of p,.
The second is the algebraic relation (2. 12) between
coordinates and momenta. A complete discussion
of these constraints would exceed the scope of this
paper, and can be found in Ref. 20. It should be
noted, however, that these constraints can be sat-
isfied implicitly, i.e., without the introduction of
Lagrange multipliers. The two sets of Hamilton
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equations read
704 P0Po=01IW3, 0]+ [ Wi, poltpo,  (2.202)
04X Po=Ogi—=Wo —iW,00 X + 35X poWy1 =Wy} o,
(2.20p)

where W,, W,, and W, are the three first terms
of the expansion of the Hartree-Fock Hamiltonian
in powers of x: ‘

Wo=T+TrVp, (2.21)

[its diagonal part W¢ is defined in Eq. (2.30)],
W1=Tr‘7p1, (2-22)
W2=Tr17p2. 2.23)

Notice!! that W, and W,, like p, and p,, are time-
even, whereas W,, like p,, is time-odd.

One sees that the two Hamilton equations (2.20a)
and (2.20b) have only particle-hole matrix ele-
ments. This reduction of the number .of dynamical
equations results from the constraint p3=p,. The
advantage of the choice of the natural decomposi-
tion is now understandable, since its operator ¥,
whose matrix elements are the momenta, contains
the right number of degrees of freedom.

One can also write the first Hamilton equation as

ih—bo:[PoWopo'*'ooWooo:PJ.]"'[Wn Pol (2.24)

Equation (2.24) [or (2.20a)], which provides a
linear relation between the velocities and the mo-
menta similar to the corresponding classical equa-
tion,

q;= ; [m-l(qk)]upj ’ (2.25)
can be rewritten in form
P L X
m| D =t 2 (2.26)
o3 x*

where éo and x stand for vectors whose components
are the particle-hole matrix elements of p, and X
in the time-dependent basis defined by the eigen-
vectors of p,. The inertia matrix is defined by

o= Al po]l -B[ pol |  @.2m)
-~ {=B*p,] A¥p) | |
with
o%E
Appprne = (€ = €)8yp Oppe +'5?% s (2.28)
o Op' 1
_ 0%E[ p,]
By = TN (2.29)

(where there is no possible confusion between the
Kronecker and functional derivative symbols).

The energy functional E[p,] in (2.28) and (2.29) is
given by Eq. (2.5); the single-particle states,
labeled by p, p’ (particle) and &, 2’ (hole), are de-
fined as the common eigenvectors of p, and of the
diagonal part of W, (see below the discussion of
Inglis cranking):

W o = poWopo+ ToWo0o (2.30)

and the single-particle energies ¢,, €, are the eigen-
values of W2. One can notice that the submatrices
A and B have the same formal definition as in the
RPA theory, but they are represented in a time-
dependent particle-hole basis defined by p, instead
of the static equilibrium operator p,,. Moreover,
one should not confuse the matrix ™, which is Her-
mitian, with the matrix giving the RPA eigensolu-
tions [see Eq. (6.3)].

For the purpose of the present paper we need not
discuss in great details the second Hamiltonian
equation (2.20b), although its role is crucial since,
when solved together with the first Hamilton equa-
tion, it determines the collective path p,(¢). It
allows also to give a different formulation of the
second adiabaticity condition (Z% small). Indeed,
Eq. (2.20b) shows that if the motion if adiabatic,
the commutator [W,, p,] (or equivalently the anti-
diagonal part of W,: see Appendix A) should be
small, at least of first order in x. This condition
means that at all times the system is in a “quasi-
static” equilibrium since the static Hartree-Fock
equation

[Wst, pst]: 0

is nearly satisfied. The meaning of the assump-
tions on x and ¥ can now be formulated as follows:
Since x is the “conjugate momentum?” of the “co-
ordinate” p,, the first hypothesis (smallness of )
expresses simply a condition of small velocities;
the second assumption (smallness of Z¥) prevents
the system from getting large accelerations, and
therefore preserves the slow character of the mo-
tion along the whole path.

At this point one should distinguish between two
limiting cases according to whether [W,, p,] is of
first or second order in x. The first case corre-
sponds to the RPA, i.e., to the small amplitude
limit. The second corresponds to the large ampli-
tude limit. Let us note in this respect that, as in
Ref. 5, we use the term adiabaticity in a some-
what misleading way since with our definition (x
and 7ZX small) it encompasses these two limiting
cases, whereas traditionally®! it is only attached
to the second situation.

By use of the first Hamilton equation, it can be
shown that the collective kinetic energy, which is
the quadratic part in x of E,[ py, x], can be ex-
pressed as

(2.31)
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>

%= 37 Tr(Xp,) =37°( ¥, p,) M b (2.32)
0

It is useful to give another expression for X, in
terms of the conjugate momentum x. By expanding
at order two the average value of the full Hamil -
tonian H:

(U[H| @) =(po|e*He™ | ¢,) , (2.33)
one gets

Ea[ Pos X]:E[po]_"%( ¢QI[X,[H, X]”¢o> , (2.34)

and Eq. (2.17) leads to

Ez[po, X]=%<¢of[x,[H,XH'¢o>=x- (2-35)
As for the potential energy
V=E,[ po x] -% , 2.36)

which is only a function of the coordinate Do, it is
simply

V=E[p,]. (2.37)

In the preceding, we have thus put the total ener-
gy in a classical Hamiltonian form:

x=x+v, (2.38)

which will allow us to make the connection between
this TDHF approach and the Bohr collective Hamil -
tonian approach.?

As already mentioned, the variational approach
to ATDHF formalism presented here has been ob-
tained in the case where the natural decomposition
of p into p, and x is chosen. For the more general
case of any other choice for the decomposition
(2.7), Hamiltonlike equations can still be derived.
but with some more difficulties®?; all the equations
(2.17) to (2.20a) and (2.21) to (2. 38) remain valid.
The only equation affected by a different choice of
po and X is the second Hamilton equation (2.20b).
Since this equation is supposed to define the adia-
batic path, it may be argued that the natural choice
for X brings some arbitrariness into the whole
approach. [Indeed, it is well known in some par-
ticular cases® that p may be decomposed as in
Egs. (2.7), (2.8), and (2.9) without fulfillment of
Eq. (2.10)]. In this respect, it is worth recalling
the important result of Ref. 5: In the adiabatic
limit, all decompositions fulfilling Eq. (2.7) with
po and X Hermitian and time -even are dynamically
equivalent.

“Constrained forms” for the TDHF and first
ATDHF equations. As an immediate consequence
of the projector character of p [see Appendix A,
Eq. (A18)], one can write? the TDHF equation
(2.4) as

(W —i[ p,pl,pl=0. (2.39)

This is formally a constrained Hartree-Fock equa-
tion for the external field F = —i%[ p, p].

Inserting the expansion (2.13) into Eq. (2.39),
one gets for the time-odd part of the adiabatic li-
mit of (2.39)

iﬁ[[bo, Po]’ Po]:[Wm Pl]+[W1, Po] . (2.40)

The left-hand side and the last right-hand side
terms in Eq. (2.40) have clearly vanishing diagonal
(particle -particle and hole-hole) matrix elements.
The diagonal part of the second term is [W4,p, ],
which, due to the smallness of [W,, p,], is at least
of second order in X (see Appendix A). Neglecting
this term in the first order equation (2.40) leads to

iﬁ[[bo:ﬂo]apo]:[Wg,P1]+[W1,Po]- (2.41)

Eq. (2.41) is nothing but the first Hamilton equa-
tion (2.24) in which the operator p, has been writ-
ten under its double commutator form.

This equation can also be viewed as the time-odd
part® of the following constrained Hartree-Fock
(CHF) equation:

[Wg +W, “'ih—[bospo]: po+P1]=0-

In Eq. (2.42), the term which generates the time-
odd part p, of the density is the time-odd external
field:

(2.42)

(2.43)

Therefore, the operator F, has the physical con-

tent of a “momentum” operator, times a velocity.
Let us consider its mean value in the time-depen-
dent state:

(Fo)=TrF,p.

—Fo= —i%[ po, po] -

(2.44)

By noticing that the only part of p contributing to
the trace is time-odd (due to the property of the
product of two Hermitian operators having opposite
parities under time reversal to have a vanishing
trace), one obtains

(Fo)=TrF,p,=Tr[ po, poll X, pol - (2.45)
A straightforward handling of Eq. (2.45) leads to
(F(,):ﬁTrXbo:ZJC, (2.46)

which further supports the interpretation of F, as
the product of a momentum by a velocity.

The interest of the “constrained form” (2.42) of
the first Hamilton equation and the reason for in-
troducing the operator F, will appear in the next
two sections.

The Inglis cvanking., To close this section, we
make some comments about the cranking model
and its relation with the ATDHF approximation.
The Inglis cranking approach? may be defined as a
non-self-consistent solution of Eq. (2.24). More
precisely, one neglects the effect of the time-odd



self-consistent field W, on the time-odd density p,.
The corresponding approximate equation of motion
reads

iﬁbo= [Wg, P1] s

whose inversion provides p, in terms of p,.

The Inglis formula can be deduced from (2.47)
once a proper choice of the single-particle basis
is made. A reasonable choice would consist in
common eigenvectors of p, and of an “energy oper-
ator” commuting with p,, as in the static Hartree-
Fock case. Such an operator cannot be exactly the
Hartree-Fock field W, constructed from p,, which
in general does not commute with p,. However,
the adiabaticity condition requires that [W,, p,]
should be small compared to some characteristic
single-particle excitation energy; therefore, the
eigenvectors of the diagonal part W2 of p, [see Eq.
(2.30)] are “nearly” eigenvectors of W,. Since the
operator W2 clearly commutes with p,, we can
define the single-particle basis {|2), |p}} by

(2.47)

polhy=|ny, W2|ny=¢|n), (2.48)
polp)=0, Wilpy=gp). (2.49)
Taking the matrix elements of Eq. (2.47) leads to
ik polp) = (& —€,X R py ) (2.50)
which gives, in terms of x [see Eq. (2.14)],
Hlxlp) =l o) @2.51)

€

»
The kinetic energy, given by Eq. (2.32), can then
be written as

S ST AT T

sk & =€

2.52)

which is the cranking formula.

II1. REDUCTION OF THE NUMBER OF DYNAMICAL
VARIABLES

From now on, we will restrict the number of
dynamical variables by assuming that the operator
po depends on time only through a few number of
dynamical variables ¢;. This implies in particular
that :

bo=z:‘.ligﬂ~ (3.1)
i a4 -
For the sake of simplicity, we will consider the
case of a single variable q. The generalization to
several variables is straightforward.

From Eqs. (2.20a) and (2.22) one sees that p,
(or equivalently X) is linear in g, and therefore
the kinetic energy x [see Eqs. (2.32)], such that

. 0
x=14 Tr(h‘xaiq"), 3.2)
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is, as it should be, quadratic in g, Equation (3.2)
tells us that p defined as
dpo 0L X
=ATrx—=—5=2-—"%
PERITXGy T T
is the conjugate momentum of the coordinate q.
This has also been checked directly in Ref. 6 by
varying the adiabatic action. Since they are clas-
sical canonical variables, p and g satisfy the Pois-
son bracket relations:

(3.3)

{q,p}:l, (3.4)
q={q,5%¢, (3.5)
j):{p,ff(i}. (3.6)

From Eq. (3.3) [or Eq. (3.2)], one defines an
adiabatic mass M(q) by

M@)=+=—=Tr —-= 3.7
(g p 7 9 3.7
which is of course independent of 4.

Let us now consider the time-odd Hermitian
operator:

|0
P:zi’i[a%]",po], (3.8)
which is just [see Eq. (2.43)]
P=F,/. (3.9)

From Eq. (2.46) and the definition (3.3) of p, we
deduce that the expectation value of the operator P
in the time-dependent state ¥ is the conjugate mo-
mentum p of ¢:
1 2%
PY=F(Fy)=——=p.
(P) 7 o) 7 =P
It happens frequently that the coordinate ¢ is

chosen to be the expectation value of some time-
even observable @:

q={Q)=TrpQ = Trp,Q. (3.11)

(The last equality has been obtained by using time-~
reversal properties of the operators under the
trace, and by neglecting terms of second order in
X.) Whereas we have just seen that the expectation
values of P and @ are classical conjugate vari-
ables, it can be proved that P and @, as quantal
variables, are canonically conjugate in a weak
sense precised below. To show this, we compute
the mean value of their commutator:

(v|[Q,P]|¥)=Trp(Q,P]. 3.12)

Using again well known properties of the trace and
neglecting second order terms in x, we get

Trpl Q,P] = Trp,[Q,P]=TrQ[P, p,) . (3.13)
After inserting the definition (3.8) of P and the ex-

(3.10)
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pression (A18) of Appendix A transposed to 3p,/dq,
Eq. (3.13) leads to

TrplQ,P ]-zh'TrQap°-—_zh' 'erpo_m—(@,

(3.14)
which provides the canonical relation
(v|(Q,Pl|¥)=in. (3.15)

Of course, such a relation is valid for any time-
even Hermitian operator @; therefore, it does not
provide any criterion for the choice of a “good”
collective path. This is not surprising, since it is
valid whether the second Hamilton equation (2.20b)
is satisfied or not. Nevertheless, once a choice
for @ has been made, the weak conjugation relation
(3. 15) does support the definition (3. 8) for P,

Some authors (see, e.g., Refs. 4 and 10)
define the conjugate momentum P of Q as:

P¥(q)=i(3/3q)¥(q). (3.16)

Such a P is clearly not equal to the operator P
considered in the present work, which has only
particle-hole matrix elements in the sp basis of
po [see Appendix A, Eq. (A16)], whereas P can
have nonvanishing diagonal matrix elements. In-
deed, one can easily see that

Plhy=c,P|hy=0,B|hy#P|h), 3.17)
Plpy=pP|p)=pP|p)#P|p). (3.18)

However, if one considers the time-dependent
state (|¥) =e** | ¢,)) built from the natural decom-
position®* one can show that these two operators
have the same expectation value:

(Py=(P). (3.19)
Let us finally comment about the evolution with
time of (P) and (Q). As for the expectation value
of any one-body operator G (having no explicit de-
pendence on time), their TDHF equations of motion

are of the general form
i(G):-i—(\Ill[H G]|w) (3.20)
dt n ’ : ‘
The latter is easily demonstrated as follows:
Since

d .
d—t((;):'rrpc, (3.21)

one gets from the TDHF equation of motion (2.4)

d i

7 (6 ==z 16[W(p), o}, (3.22)
where W(p) is the one-body reduction with respect
to p of the one-body plus two-body operator H,
From the general property of one-body reductions

O(p) of many-body operators ©,?
(¥|lo, ChC,1|¥) = ~<m|[0(),plln)  (3.23)

(where p is the density matrix defining the indepen-
dent particle state |\II) , and C] are creation opera-
tors on the single-particle states li)), one gets
readily Eq. (3.20). Using Eqs. (3.5) and (3.6),
together with Eq. (3.20) applied to G=Q and G=P
leads to

{q,56}= ¥ | - [@,H][ ¥, (3.24)

{p,sc}=<\p|i%[P,H][\p). (3.25)

The approximation consisting in reducing the
number of dynamical variables, together with the
preceding ones (existence of a mean field, adiabat-
icity of the motion), are the basis for the unified
model description of low energy nuclear excita-
tions.! However, a further approximation is gen-
erally associated to this approach. One decides
a priori, i.e., without solving the equations of mo-
tion, what the dynamical variables should be. In
other words, one chooses a special family p,(q).
Possible choices for such families will be dis-
cussed in Secs. IV and V.,

In this case, one has only to solve the first Ha-
milton equation, providing the pass parameter
M(q)

zﬂq— (W3, 0]+ Wy, 0] (3.26)
It is worth noticing that this equation is not capable
of determining the diagonal part of x in terms of
3po/3q. In other words, the mass parameter M(q)
does not depend on the diagonal part (pyXp, + 0oX0,)
of x. This can also be seen directly on the expres-
sion (3.7) of M(q). Since the operator dp,/dq has
only particle-hole matrix elements, the particle-
particle and hole-hole parts of x do not contribute
to the trace.

Let us finally deduce, from the Inglis formula
(2.52) for the kinetic energy, the usual cranking
formulae for the mass parameter M(q). The first
one is obtained by replacing g, by ¢ 3p,/3¢ in Eq.
(2.52):

M(g)= zh—zZ k1 3po/2q1p) I*

6, —¢, (3.27)
2}722 I(hla/aqlp)l2 (3.28)
bk € =€
By use of
(2/0g)[W g, pol=0, (3.29)

one can also express the mass parameter as
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(3.30)

D 2
M(g)=27 2, '<h'a(zviéa)‘§'p>' ,
Pk P h

which is an alternative form for the cranking for-
mula.

IV. CONSTRAINED HARTREE-FOCK PATHS

As a possible prescription, the trajectory p,(g)
is assumed to be given by the solution of a CHF
equation

o do| H —2Q| o) =0, 4.1)

where ¢, is a Slater determinant minimizing the
total energy of the system under the action of the
time-even external field (-AQ). In terms of the
density operator p,(g), Eq. (4.1) can be written
equivalently as

[WO—AQ} Po(q)]=0- 4.2)

The operator W, is the Hartree-Fock Hamiltonian
built from the density matrix p,, and the collective
coordinate g is the expectation value of the con-
straining operator

q=(Q)=Trp,Q. 4.3)

The equations of motion form, as noticed before,
a linear homogeneous system [see the matrix
formulation (2.26) of the first ATDHF equation
(2.20a)], and could be solved by a matrix inver-
sion. For technical reasons, we prefer to proceed
in a rather different way, i.e., take advantage of
the “constrained form” (2.42) of the first Hamil-
ton equation:

[W5+W1“.1P’ Po+P1]=0: 4.4)
with P defined by
..o
P:zh‘[aiqc’,pc] . 4.5)

As a consequence of Eq. (4.2), the operators W,
and AQ@ have identical particle-hole (and hole-
particle) matrix elements:

0o WoPo = 0,(AQ)p, , (4.6)
PoWo0o=po(AQ)0, . 4.7)

Denoting by @* the antidiagonal (off-diagonal) part
of Q,

Q A= 0@p0 t+ PR, ,

we deduce from (4. 6) and (4.7) the following ex-
pression of W2:

Wy (=W, - W3)=W,-2Q*. (4.8)
Inserted into (4.4), Eq. (4.8) leads to
[W°+W1—)\QA -qP, Potpy]=0, (4.9)

which is the doubly constrained Hartree-Fock
equation: i :

& ¥|H-1Q* —qP|¥)=0. (4.10)

The determinant ¥ built from the occupied states
of the density operator p=p,+ p, is not time-
reversal invariant, due to the presence in the ex-
ternal field of the time-odd part (—gP). In the
limiting case of small velocities g, the time-odd
part p, of p is, as it should be [see Eq. (3.26)],
proportional to ¢ [linear response in Eq. (4.10)].
Since the adiabatic mass parameter M(g) has no
dependence on ¢, its knowledge require only the
computation of p,/g, or equivalently of x/q, as
seen in Eq. (3.7). The determination of p,/g as
given by Eq. (3.26) can thus be performed by solv-
ing Eq. (4.10) with an arbitrary value of ¢, small
enough to fulfill the linear response condition.

Equation (4. 10) is composed, of course, of two
distinct equations. The time-odd part

LD )
zﬁq—%‘l=[WoD, pu]+ Wy, pol= 4P, py] (4.11)

2
is the equation which we actually want to solve.
The time-even part is

[Wo~7\QA,Po]+[W1_"IP;P1]=0; (4.12)

and is therefore automatically satisfied up to first
order in the doubly constrained Hartree-Fock pro-
cess. This equation does not coincide exactly with
Eq. (4.2), and it induces thus a slight change in
the path p,(g). However, by choosing a sufficiently
small ¢ value, the second term of Eq. (4.12) re-
sponsible for this modification of the path is negli-
gible. A quantitative discussion concerning the
range of the choice of ¢ in numerical applications
will be given in II.

We have already noticed that the smallness of ¢
is a necessary condition to ensure a linear re-
sponse. Since this implies also the smallness of
p1, it is related to the first adiabaticity condition
(smallness of x). On the other hand, the second
adiabaticity assumption (ZX small) constrains the
Lagrange multiplier A to be small; indeed, the
smallness of #Z¥ corresponds to the smallness of
the commutator [W,, pol, as mentioned in Sec. II.
Using the definition (4.2) of the path p,

[Wo, Pol= AQ, Pol

one sees how the smallness of X is imposed by the
second adiabaticity assumption. Thus in our double
CHF approach for which the external field is |
(-2Q* —¢P), both X and q should be small. These
conditions are connected to the adiabaticity as-
sumptions, but tzey clearly do not imply any

small amplitude hypothesis. A simple example of
cases where ) is small but where a large ampli-
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tude motion occurs is given by nuclei having a
soft behavior with respect to deformations. Their
potential energy curve is very flat in a large re-
gion around the HF minimum, corresponding to a
small value of the slope A(g) (see, e.g., Fig. 7 of
II). The authors of Ref. 26 identify the limiting
case A —~ 0 with small amplitude motion, which is
in contradiction with the previous statement; it is
likely that they have in mind a definition of small
vibrations different from the usual RPA hypo-
thesis (Il p = pg,ll < 1).

The method of computation of mass parameters
described in the present section has been first
proposed in Ref. 22, where the first numerical
applications were also presented. Up to now, it
has been applied to the calculation of mass parame-
ters for quadrupole vibrations”? and for heavy
ion collisions.?’

To conclude this presentation of the CHF path,
we will discuss briefly the connection of the pre-
ceding with different approaches of the same prob-
lem.

(i) The Inglis cranking formula is obtained, as
seen in Sec. II, by neglecting W, in the first
ATDHF equation of motion. Starting from a solu-
tion p, of the time-even CHF problem, one gets
simply the Inglis cranking value of p, from the sol-
ution (p,+ p,)* of the first iteration of the CHF
equation (4. 10) (i.e., the solution of the Schrédinger
equation for the one-body Hamiltonian W, Q4
—gP). The Inglis adiabatic mass is thus obtained
very easily as a byproduct of the full solution of
the ATDHF problem.

(ii) In the particular case of rotational collective
motion (rotations of the nucleus as a whole),
Thouless and Valatin® have already shown that the
solution of the TDHF equation could be cast into
the form of a CHF problem, with the time-odd
constraining field (—wi *J) (w being the angular
velocity, 7 the unit vector defining the rotation
axis, and J the angular momentum operator), This
result can be easily deduced from our more gen-
eral formalism, since in this case the family
po(6) (where 6 is the collective coordinate specify-
ing the angular position) is simply given by

Po(6) = exp(~ibn * T /7t)py, expli6in -3 /), (4.13)

where p,; correspond to a static HF solution,
From the definition (4.5) of P, one gets readily

P=G-3)A. (4.14)

Our time-odd constraining field P is therefore the
antidiagonal part of the Thouless-Valatin’s time-
odd field; however, it is easily seen that the mo-
ments of inertia obtained by these two methods are
equal. Indeed, one could add to the “momentum
operator” P in the time-odd equation (4.11) any

particle-particle plus hole-hole part P without
any change in the result, since any diagonal opera-
tor commutes with p,. Thus the value of p, would
not be affected by such a change of P, Moreover,
the mean value of P’ =P + P? would remain un-
changed, since -

(P")= il TrpP’ =ik Trp,(P+PP)

=il Trp,P=(P). (4.15)

In the above equalities, we have used the property
Trp,P° =0, which comes from the antidiagonal
character of p, (see Appendix A). Of course, a
similar result is available for uniform translation-
al motion, and one gets for the mass parameter
the nucieus mass, as in the Thouless-Valatin
method.

(iii) The present approach bears some similari-
ties with a formalism presented by Villars in Ref.
8. In this paper, the author considers also a doub-
ly constrained Hartree-Fock equation of the type
of our Eq. (4.10), where the operators P and @
satisfy the canonical relation (3.15). However,
once the choice of @ is made, we do have a pre-
scription to determine P, while in Ref. 8 an am-
biguity in the choice of P is explicitly acknow-
ledged. This ambiguity stems from the fact that
P is only subject to the weak canonical relation
(3.15). It may be noted that in our case it is the
adiabatic approximation (via the first Hamiltonian
equation) which leads to the unequivocal determin-
ation of P,

Rowe and Bassermann® have also proposed a
double CHF approach to nuclear dynamics, giving
explicit expressions for the P and @ operators in
terms of a set of local normal coordinates and mo-
menta. Such a general formalism does not assume
any adiabaticity.

In fact, these approaches,®® and several other
attempts* %28 to derive the collective path (prob-
lem which we do not touch in the present contribu-
tion) do correspond in practice to a tremendous
numerical effort which, to the best of our know-
ledge, has not yet been mastered in nontrivial
cases.

V. SCALING PATH

The choice of a dynamical path defined by a scal-
ing of equilibrium wave functions has been recently
considered by several authors either in the frame-
work of the ATDHF formalism?®*?° or within a
slightly different context.3** Qur aim here is to
study is some detail the scaling hypothesis as a
possible prescription for the ATDHF path p,(qg).

The scaling approximation consists in construct-
ing from a static equilibrium HF solution defined
by its density matrix p,; a family of density opera-
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tors p,(B) by
90(3)=em§ Pste-“”; s 6.1)

where 0 is a local time-odd Hermitian spin-inde -
pendent one-body operator whose T representation
is such that

vAF), 200f(F)=2V0(F) - VF(F) +AF)V26(F).
(5.2)

In Egs. (5.1) and (5.2), B is a small number (com-
pared to one) and 9(T) is a given real function of
the space coordinate chosen to reproduce the stu-
died collective motion. One may consider, for in-
stance,

\ (5.3)

=7 (isoscalar monopole vibrations),

=22 -x% -y? (isoscalar quadrupole vibrations),
(5.4)

9=n-F (translations defined by the unit vecor 7).
(5.5)

The well known example of translations, studied
extensively in Ref. 5, suggests to try as a solution
of the first ATDHF equation (2.24) for the most
general mode.

x= —(m/%)BO(F). (5.6)

In fact, it is shown in Appendix B that the opera-
tors p, and X defined in Eqs. (5.1) and (5. 6) do sat-
isfy Eq. (2.24) provided the two-body interaction

V is gauge invariant with respect to 6(¥):

[v,e(¥)]=0. (5.7)

This gauge invariance property is trivially ful-
filled for velocity-independent interactions. For
velocity-dependent forces of the Skyrme type, it
can be shown (see Appendix A of II) that the gauge
invariance is ensured, even for the spin-orbit part,
but only for isoscalar modes.

From now on we will restrict ourselves to iso-
scalar modes and assume the gauge invariance
property. In this case, we may write a continuity
equation

po(F)+ (7 /m)V -] (¥)=0,
where the current vector ; is given by
J(®)= po(F)Vx (). (5.9)

In order to get it, one can, for instance, repre-
sent the first Hamilton equation (2.24) in configur-
ation space and take its limit when ¥'—¥%.% Con-
sider now the classical adiabatic kinetic energy

~ (5.8)

%= 37 Tryp,. (5.10)

Using the continuity equation, we get for X
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72 - -
k=g [X(PF T (Dar (5.11)
72 =
=2—7;fpo(r)[Vx(r)]zdSr, (5.12)

after integration by parts. From the definition
(5. 6) for x one obtains finally

%=iMg.(B)B?, (5.13)

where the scaling mass parameter My.(p) is given
by
Moc(B=m [ oo PITO(BFar . (5.14)
To illustrate the preceding we will now concen-

trate on a specific isoscalar collective mode,
namely the quadrupole motion. In this case since

(VO =4(x®+y%+4z2), (5.15)
one gets for the mass parameter M . (B

Mg (B)=4m(@({7*) +(Qy)) , © (5.16)
where 7% and @,, are the operators:

ri=x2+y%422, (5.17)

Quo=22% =22 —y?, (5.18)

Since we would like to compare the scaling path
with the CHF one, we must choose the same col-
lective variable g =(Q,,) in the two cases. For
this purpose we expand each orbital ${(8;x,y,z) of
po around the corresponding orbital ¥5t of p,, to
first order in B8, which leads to

BB x,y,2) ~ (1 +ipd¥t(x,9,2) . (5.19)
For 6(T) given by Eq. (5.4),
V20(F)=0, (5.20)

and thus one gets from Eq. (5.19)
lP?(B;x,y,Z):lP?'(x,y,Z)'*‘369'$¢3t(x,y,2)

o 1
= zp‘f{x(l -28),y(1 - ZB),ZH—_—ZB)—Z}.

(5.21)

It is clear from the preceeding that the operator
30 acts as a scaling operator only for small values
of B, that is, for small amplitude motions. The
quadrupole moment g(8) of ¥(B;x,y,2) can be
easily expressed as

(o) =q(B) = —(—1—‘_32—B)2(qst -2A7,%)

2

3287 (Argy+qy), (5.22)

where ¢,, and A7,,? are the expectation values of
Q0 and #* for the equilibrium state p,,, a being
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the number of particles. Similarly, one gets for
the radius 7(B) the expression

=@ == L2 0 24y

1
* 3 mzpp A7t tad) . (5.23)

Therefore, the mass My .(p) is given by

2
Moo(B)=am [- S22 g, 27,

+—4(Ar 2t gg) (5.24)

3(1 - 23)4 st qst .
—m(1-20)% (5.25)

= a8’ .

which for small values of 3 leads to

dq/dB =~ Mg (B)/m . (5.26)

Now the mass My (q) can be deduced from the
mass Mg(p) as

2
Mec)-MecA(%) 5 5.27)
that is, in the small 3 limit,
o om? m
Msold)= 37 @ = T+ @) (5.28)

One may note incidentally that the operator P
defined in Eq. (3.8) writes

T2 dq -
P:zﬁ[—a%),p;J:—-ﬁ—q-GA.

78 (5.29)

We have heuristically used the result obtained
for translations to find a solution to the first
ATDHF equation in the most general scaling case.
However, the latter is significantly different from
the translational case. Indeed, the second ATDHF
equation is exactly fulfilled for uniform transla-
tional motion as a consequence of the Galilean in-
variance.® Such a fulfillment is not achieved
a priovi for an arbitrary scaling transformation.

The operator x considered in this section is no?
the natural one since it has obviously nonvanishing
p-p and k- matrix elements. (In this respect it
has been shown that the natural y cannot be local.!?)
We recall that the expressions (2.20a) for the first
Hamilton equation and (3.7) for the mass parame-
ter are valid for any (natural or non-natural) de-
composition (2.7). Therefore, it was legitimate
to calculate the scaling mass parameter from a
local x solution of Eq. (2.20a). Whereas the p-h
representation is most convenient to derive
the general ATDHF formalism, the T representa-
tion is undoubtedly more appropriate when x is
local. In this case, most of the mechanical prop-

erties will pertain more to classical fluid dynamics
than to point particle Hamiltonian mechanics.

We have presented the cases of scaling variables
and of CHF variables in separate sections., It
should be noticed, however, that the scaling path
for a multipole operator @ can also be given by a
CHF equation?®:

8CH -A[H,[H,Q]')=0. (5.30)

In Eq. (5.30), the prime indicates one-body re-
ductions of operators. According to the prescrip-
tion given in Sec. IV, the definition of the collec-
tive coordinate ¢ corresponding to the path pro-
vided by (5. 30) would be

q:<[H;[H,Q]I]I> ’

which is proportional to the variable 8 considered
in the present section (see, e.g., Ref. 33). The
definition (5.30) for the collective path has of
course a purely formal interest, since mass and
stiffness parameters can be numerically calculated
in a much simpler way.

(5.31)

V1. SUM RULES

During the last few years, the language of sum
rules has been extensively used (see, e.g., Ref.
31) for the description of collective states. In
this section, we briefly recall some results which
can be of some help to better understand our study,
and discuss the physical content of the two kinds of
paths presented before.

The energy-weighted moments of any one-body
operator @ are defined by

m Q)= E)o [(n]Q|0) |2, - &), 6.1)

where % is integer, and n (or 0) labels excited (or
ground) states.

These moments are often evaluated within the
RPA approximation for the excitation energies
(e, —€,) and for the transition matrix elements
(n]|Q|0) defined as

(n]Q[0y= D {(X )% + (Y5} (6.2)
bh

where the @,,’s are the particle-hole matrix ele-

ments of @ in the static Hartree-Fock basis, and

the vectors X, and Y, [whose components are

(X,),y, and (Y,),,| satisfy the RPA eigenvalue equa-

tion

A B X, X,

B* _Ax j =G | ©.9)

—n ~n

In Eq. (6.3), A and B are the standard RPA ma-
trices defined by (2.28) and (2.29) in the static



Hartree-Fock basis.

When the Hartree-Fock solution is a true local
minimum of the total energy, the stability RPA
condition®” ensures that the excitation energies
(e, —¢€,) are real; this leads to positive moments
m k.38

By straightforward use of Schwarz inequality,
one can deduce various inequalities for the mo-

ments,3* in particular,
EySEp,, (6.4)
E,<E=—1<E,, (6.5)

where the energies E, are defined by

E,:(”‘“ )”2. (6.6)

ue

Moments evaluated according to RPA prescrip-
tions can be expressed, at least for odd &, in the
following form?®:

-~ - 2n+1
maa@=30*) | 4 & Q

— ’

—~B* _A* _Q*

(6.7)

where the components of the vector @ are the
particle-hole matrix elements of the operator @
in the static Hartree-Fock basis. Formula (6.7)
holds for positive or negative =.

If one does no longer consider a static Hartree-
Fock solution p,,, but instead some point of an
“adiabatic path” py(g), one can still define “gen-
eralized local RPA moments” by Eq. (6.7). But
now, while the matrices A and B keep the same
formal expressions (2.28) and (2.29) as previous-
ly, they are expressed in the ATDHF particle-hole
basis composed of common eigenvectors of p, and
(WO)D [as in Eq. (2.27)]. Since these generalized
matrices A and B are not related to the static HF
equilibrium, they do not a priori satisfy the sta-
bility condition. Therefore, the positiveness of
m, and the inequalities (6.4) and (6.5) are no
longer guaranteed in this case. However, sum
rules can still be obtained by standard procedures;
in particular, the adiabatic mass parameters
Moyurlg) and M, (g) calculated respectively for a
“constrained Hartree-Fock” coordinate and for a
scaling coordinate can be expressed in terms of
generalized moments along the whole path ¢(¢). In
both cases, the adiabatic mass is the nuclear po-
larizability with respect to the momentum opera-
tor P generating the motion [M=2m_,(P)]. Let us
now express M in terms of generalized moments
of the operator @ defining the path.

(a) Scaling path., To get a sum rule for the scal-
ing mass parameter, we introduce the expression
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(5.6) of x into Eq. (2.35) for the kinetic energy.
This leads to

x=%b2(%)2< dol L0, [H, 611 bo) . (6.8)

As is well known, the expectation value of the dou-
ble commutator [6, [H, 6]] in the static Hartree-
Fock state ¢, is related to the first RPA moment,
provided 6 is a one-body operator:

my(8) =3 byt | [0, [H, 61| e ) (6.9).

This linear energy-weighted sum rule studied by
Thouless® has been recently extended to density-
dependent interactions.® Similarly, it can be
shown that the generalized first moment satisfies
the relation

my(8, B)=3( do(8)|[6,[H, 61| o (8)) (6.10)

along the whole path p,(8). For multipole modes,
6 is the corresponding multipole operator @ [see
Egs. (5.3), (5.4), and (5.5)], and the scaling mass
parameter writes

m\2
Msc(B)=2(7> m,(Q, B), (6.11)
or, in terms of the coordinate ¢ =(@),
Melp)= (6.12)
se 2 m1(Q9‘1) : :

To evaluate the excitation energy in the small
amplitude limit, one needs the stiffness parameter
at the static Hartree-Fock equilibrium point g,,:

= azvsg] — azE[ Pg(q)]] . (6 13)
s¢ aq2 st aqz st

From the expansion of the potential energy
Elpo)=( 0| H| 60) =( by | € **®He*| ,,) (6.14)

to leading order in B, one gets

%0 _ - -
aﬁgc] st—- <¢st|[9’[H, G]]|¢st>

=2m,(8)=2m4(Q). (6.15)

The demonstration of the last equality in Eq. (6.15)
can be found in Ref. 30. This leads for the stiff-
ness parameter Ky, to the value

_ ms(Q)
Kse ™ [on,(QF * (6.16)

and for the ATDHF excitation energy corresponding
toascaling path pg.(g) inthe small amplitude limit:

Fe-t(itin) (@) 5 61

The latter expression for the excitation energy has
already been considered by several authors. In
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Ref. 30, it is used as a prescription for an estima-
tion of the isoscalar resonance energy, the opera-
tor @ being the corresponding multipole operator.
As mentioned in these references, the evaluation
of Egthroughformula(6.17) involves only a static
Hartree-Fock calculation at the equilibrium point.
The authors of Ref. 33 get the same expression of
the excitation energy by a method offering some
similarity with the ATDHF approach. They also
use a scaling hypothesis for the wave function,

and they construct a collective Hamiltonian in the
small amplitude limit of TDHF approximation.

(b) Constrained Hartvee-Fock path. The mass
parameter obtained by solving the first ATDHF
equation for a path p,(g) solution of Eq. (4.2) can
also be expressed in terms of the previously de-
fined generalized moments as?%*°

m.3(Q,9)

MCHF(q):%ﬁzm .

Although it would be meaningless to make the
small amplitude approximation if the ATDHF mo-
tion is found to be anharmonic, let us give the ex-
pression of the excitation energy in this very re-
strictive hypothesis. As is well known, the stiff-
ness of the deformation energy curve at the static
HF minimum is related to the polarizability sum
rule:

(6.18)

K. _0c m] _E[ p@])
CHF — qs! -

3q* 0 Jaq

aon] -1 1
-0 = 6.19
2 fne ~2ma@ (6.19)
Therefore, in the small amplitude limit, the exci-
tation energy writes

(6.20)

It should be emphasized that the latter expression
for the excitation energy is given only for indica-
tion, and does not represent, in general, the true
ATDHF result for a constrained path. Indeed, it
can happen that such a path corresponds to a large
amplitude motion, as illustrated in II. In this
case, the calculation of the ATDHF excitation en-
ergy would require a quantization of the collective
Hamiltonian:
p2

3C=m +Ucnrlg), (6.21)

which may be very different from an harmonic
oscillator Hamiltonian.

The -expressions (6.12) and (6. 18) of M.(q) and
Mcyrlg) already allow us to draw some conclu-
sions. Let us consider for the discussion the ex-

ample of isoscalar quadrupole modes, and make
for the operator @ the choice Q@ =Q,,. As a first
important remark, we note that the presence of
negative moments in the CHF path gives more
weight to low energy particle-hole excitations,
whereas the linear sum rule of Eq. (6.12) for
Mgo(q) favors 2-7w excitations. Asa consequence,
we expect significant differences between the two
paths for non-spin-saturated nuclei.

To develop the preceding comment, let us re-
strict the comparison to the static Hartree-Fock
equilibrium point, where the two mass parameters
can be expressed in terms of the usual RPA mo-
ments

_ipe 7aa@)
McHF(qst)_ Zﬁ [m-l(Q)]z ’ (6 22)
132 1 ‘
Msc(qst):‘ihr m ’

By use of Egs. (6.4), (6.6), and (6.22), one gets
the following property for the ratio of the two
mass parameters:

M CHF(q 5;) - E_1

M Sc@st) E -1
Moreover, one knows that the inequalities (6. 4)
are reduced to equalities only in the case where
the whole strength of the excitation operator @ is
concentrated in one collective state. Equation
(6.23) thus means that the two paths considered
here lead to the same mass parameter at the
equilibrium Hartree-Fock point if and only if the
RPA sum rules are exhausted by a single excited
state; otherwise, the CHF mass is always greater
than the scaling mass.

The fact that the CHF path takes into account
low energy excitations, whereas the scaling path
is completely dominated by the giant resonance,
is confirmed by the values E_,(CHF) and E, (scal-
ing) of the excitation energies in the small ampli-
tude limit.

All the preceding arguments will be illustrated
and supported in II, but henceforth it is possible
to conclude that these two paths are adapted to
different physical situations. The scaling path,
as is well known, is convenient for the description
of giant resonances, whereas the CHF path with the
constraint (-1Q,,) seems appropriate to the study of
low lying collective states. The discussion of the
matter presented here will be completed by the
calculations reported in II to which we reserve
general conclusions.

=1, (6.23)
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APPENDIX A: PARTICLE-HOLE ALGEBRA
In this Appendix, we derive some useful proper-

ties resulting from the idempotency of p, (or of the
TDHF density operator p):

Po’= Po - (a1)

We introduce the projector o,=1 — p, orthogonal
to p,

09 P=0, (A2)

and recall that the hole and particle states are
defined, with respect to p,, as

Po|kY=|R) (thus o,|n)=0), (a3)
Po|p)=0 (thus o,|p)=|p)). (A4)
Let us decompose any one-body operator R as

R=(p,+ 05)R(p,+ 0,) (A5)
or

R=R*+R?, | (a8)
with

R*=0,Rp, + p,R0, , (A7)

RP=p,Rp,+ 0,R0,. (A8)

It is clear from (A3) and (A4) that the operator
R* is antidiagonal in the particle-hole basis (it
has vanishing p-p and h-h matrix elements),
whereas the operator R” is diagonal (it has vanish-
ing p-h and h-p matrix elements).

Many operators involved in the present work are
antidiagonal. Let us consider, for instance, an
operator R such that

poR+Rp,=R. (A9)
Writing (A9) as
PoR( 0o+ 05) + (oo + 05)Rpy = (po + 0o)R( py + 0,)
(A10)
leads immediately to
poRp, =0,R0,=0, (A11)

which means that

R=R*. (A12)

As examples of operators satisfying (A9), we know
(i) the natural x [see Eq. (2.10)], which therefore
fulfills Eq. (2.12), and
(ii) any first derivative of the density p,. For
instance,
0

d 30y , 9P
3a Po=354 (PV)=p Lo 4 SPo

=pose + 200 o, (A13)

Consequently, the operator p, has only p-h and
h-p matrix elements

Po= T4 Bo Po + Po B » (A14)

and the same property holds for 3p,/3q.
Let us consider the commutator of any operator
R with p,

[R:po]‘—_[RD"‘“RAs Po]: [RA:PO]: (A15)

since the diagonal operator R® commutes with Po-
Making (A15) explicit leads to

(R, Pol= [R%, po] =1 PoRT,+ 04R o, po]
= 04,Rp, = PoRO, . (A16)

From (A16), we see that the commutator of any
operator with p, has only p-h and h-p matrix ele-
ments. This is the case for p,=i[x, po), Fo
=i7[ poy pol, P=Fo/q. and [ Wy, p,]. Notice also
[see Eq. (A15)] that the antidiagonal part of R is
the only one contributing to the commutator. We
have used this property for the operator x, which
enters into the first Hamilton equation (2.24)
only through p,; therefore, this equation gives
access only to the antidiagonal part x* of x. As
another consequence of Eq. (A15), the second
adiabaticity hypothesis (small acceleration) can be
formulated equivalently by the smallness of [Wo, Do)
or by the smallness of Wa.

In the same way followed to obtain Eq. (A16),
we get

([R*, pol, pol=[0Rp, = poR T, o]
= 0,Rp, + PoROG » (A17)
that is,
([R*, pol, po]=R*. (A18)

This latter property has been used for the anti-
diagonal operators p and p, to derive the “con-
strained forms” of the TDHF and first ATDHF
equations.

We finally remark that the product of a diagonal
operator with a diagonal one is antidiagonal,

(PoRpo + 06R0,)( eSO, + 04Spo) = PRS0, + 0, RSP, 4
(A19)

and therefore has a vanishing trace
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TrRPs*=0. (A20)

In particular, this applies to the product of p, with
a diagonal operator P” [see Eq. (4.15)], and also
for the product of x with p,,

Tr Xpo="Tr "o,

since p,=(p,)4. Therefore, the only part of x con-
tributing to the collective kinetic energy is its an-
tidiagonal part.

APPENDIX B: THE FIRST HAMILTON EQUATION

FOR THE SCALING PATH
Here we show explicitly that the operators
po(B)= e”’aps,e'““; (6.1)
and
x= —(m/%)Bo(F) (5.6)
satisfy the first Hamilton equation
T po+ilW?,p, ] +ilW,, pq]z 0, (B1)

provided the gauge invariance
[v,e(P)]=0 (B2)

is fullfilled. R
The operators 6 and 6 are defined in Sec. V, and
V is the two-body interaction. )
First, we will use Eq. (B2) to find a new expres-
sion for W,. To explicit the gauge invariance, we
expand the two-body force as a sum of tensor pro-
ducts

v1,2)= 2 Vil e vie) (83)
and define -

x()=xw®1, (B4)

x(2)=1®x. (B5)
Equation (B2) can also be written as

(v(1,2), x(1) +x@)]=0, (B6)

which leads to
Z‘:[Vi,x]®vg+ ;V{@[V;,x]:o. (B7)

By right-multiplying this equation by 1®p,, one
gets

Lvixevip+ 2 vielvixln=0. ®8)
We now consider the definition of W, (Ref. 41)

W, =iTr,V(1,2)[ x(2), p,2)], - (B9)
which leads to

W1=iTI‘2; V1®V‘2[x,p0], (B10)

by inserting the definition (B5) of x(2) and the ex-
pansion (B3) of V(1,2). By use of the cyclic prop-
erty of the trace, this equation writes

leiTr,,;V‘1®[V;,x]po. (B11)
From Eq. (B8), we get

W,= -iTr, 2, [V, x] @V, (B12)

k]
=-iTr, [E V{@V;po,xm], (B13)
“ 1

which gives

Wy=-i[W,-T,x]. (B14)
Using the definition (5. 6) of x, we easily obtain

[T, x]=i%pB6. (B15)
Equations (B14) and (B15) lead finally to

—iW, =[x, W,] +i% b (B16)

This equation will be used to transform the par-
ticle-hole matrix elements of Eq. (B1):

Oo{i[Wf,’, P1] + i[Wu Po]} Po

=06 XW 3o = WX Po+i06Wipy (B17)
= 0 XW g po = %W XPo

— o[ X, W + W2 p, —ifi Bo,Bp, (B18)
= 0y XWap,+ 0, Wax po — ih’BOoép(, . (B19)

Since the operator W,‘,4 (or equivalently the com-
mutator [W,, p,]) is at least of first order in x, we
obtain, by keeping only terms of first order in
Eq. (B19),

oolilW, pul + il Wy, pol} po= —i7i Bos0p,.  (B20)
Now since
00( po)po = 171 046po (B21)

[which is a trivial consequence of Eq. (5.1)], all
the particle-hole matrix elements of Eq. (B1)
vanish, at least as far as we neglect second order
terms in x. Since all terms of thi's equation have
trivially vanishing particle-particle and hole-hole
matrix elements, the fulfilling of the first Hamil -
ton equation by p, and ¥ given by Eqs. (5.1) and
(5. 6) is established.




21 MASS PARAMETERS IN THE ADIABATIC... . I. ... 2075

*Present address: Istitut Laue-Langevin, BP 156X,
38042 Grenoble-Cedex, France.

1X. Bohr, Mat. Fys. Medd. Danske Vid, Selsk. 26, No. 14

(1952); 27, No. 16 (1953); A. Bohr and B.R. Mot‘telson,
Nuclear Structure (Benjamin, New York, 1975), Vol. 2.

2D, R. Inglis, Phys. Rev. 96, 1059 (1954); 103, 1796
(1956).

3D. J. Thouless and J. G. Valatin, Nucl. Phys. 31, 211
(1962).

‘F. M. H. Villars, Nucl. Phys. A285, 269 (1977).

5M. Baranger and M. Vénéroni, Ann. Phys. (N.Y.) 114,
123 (1978).

®D. M. Brink, M. J. Giannoni, and M. Vénéroni, Nucl.
Phys. A258 , 237 (1976).
™M. J. Giannoni and P. Quentin, Phys. Rev. C 21, 2076
(1980).

8F. M. H. Villars, in Dynamical Structuve of Nuclear
States edited by D. J. Rowe, L. E. H. Trainor, S. S. M.
Wong, and T. W. Donelly (University of Toronto Press,

. Toronto, 1975), p. 3.

°D. J. Rowe and R. Basserman, Can, J. Phys. 54, 1941
(1976).

19K, Goeke and P. G. Reinhard, Ann. Phys. (N.Y.)112,
328 (1978); P. G. Reinhard and K. Goeke, Nucl. Phys.
A312, 121 (1978).

UFor t For the sake of conciseness, we will assume that V is
a density-independent two-body force. A generaliza-
tion to Skyrme-like density-dependent forces is
straightforward (see II). Besides, V is assumed to be
even under time reversal.

12p_ A, M. Dirac, Proc. Camb. Phil. Soc. 26, 376 (1930).

13p, Ring and P. Schuck, Nucl. Phys. A202, 20 (1977).

14p_ Bonche and P. Quentin, Phys. Rev. C 18, 1891
1978).

15M. J. Giannoni, J. Math. Phys. (to be published);
and in Time-dependent Hartree-Fock Method, edited
by P. Bonche, B. Giraud, and P, Quentin (Editions de
Physique, Orsay, 1979), p. 251.

16Notice incidentally that this decomposition theorem
(in spite of our notation) applies to more general den-
sity operators than our operator p (which describes a
system of independent fermions). Moreover, a sharp-
er form of this theorem has been given in Ref. 15.

Tan assumptions on smallness of operators require
some mathematical cautions which we skip here, and
which are developed in Ref. 5. We simply mention
that the smallness of 7 y must be understood as by
comparison with some typical single particle energy.

18y, Baranger, in Cargese Lectures in Theovetical
Physics, edited by M, Lévy (Benjamin, New York,
1963), Sect. V.

191, Goldstein, Classical Mechanics (Addison-Wesley,
Reading, 1956); C. Lanczds, The Varitional Prin-
ciples of Quantum Mechanics, Fourth edition (Univer-
sity of Toronto Press, Toronto, 1977).

20M, J. Giannoni, Report No. IPNO/TH 79-65, 1979.

41,. D, Landau and E. M. Lifshitz, Course of Theo-
retical Physics, Vol. 1: Mechanics (Pergamon, Ox-
ford 1960).

22M, J. Giannoni, F, Moreau, P, Quentin, D. Vautherin,
M. Vénéroni, and D. M. Brink, Phys. Lett. B65, 305
(1976).

%3The reasons for introducing this CHF equation will be

clarified in the following sections. It should be
stressed that, in general, its time-ever part is not
equivalent to the adiabatic limit of the time-even part

" of the TDHF equation.

%#The authors defining P as in Eq. (3.16) have also a
definite prescription for the time—dgpendent state
which leads to a unique value for (P ). In our case,
the arbitrariness in the particle-particle and hole-

“hole matrix elements of x leads to an ambiguity in
(). It should be emphasized however that our pre-
scription for the momentum operator (which has been
imposed by the first ATDHF equation of motion) leads
to a unequivocal definition of the adiabatic mass param-
eter.

%M. Gaudin, Nucl. Phys. 15, 89 (1960); J. des Cloi-
seaux, in Many-Body Physics, edited by C. de Witt
and R. Balian (Gordon and Breach, New York, 1968),
p. 1.

%K. Goeke, A. M. Lane, and J. Martorell, Nucl. Phys.
A296, 109 (1978).

2TH, Flocard, P. H. Heenen, and D. Vautherin, Nucl. Phys.
(to be published); and in T'ime-dependent Hartree-Fock
Method, edited by P. Bonche, B. Giraud, and P. Quen~
tin (Editions de Physique, Orsay, 1979), p. 50.

@G, Holzwarth and T. Yukawa, Nucl. Phys. A219 , 125
(1974); F. M. H. Villars, in Nuclear Self-Consistent
Fields, edited by G. Ripka and M., Porneuf (North-
Holland, Amsterdam, 1975), p. 3; T. Marumori, in
Selected Topics in Nuclear Structure (JINR, Dubna,
1976), Vol. II, p. 412; B, G, Giraud and J. Letourneux,
Report No. D Ph-T 78/52, 1978; B. G. Giraud and
D. J. Rowe, J. Phys. Lett. 8, 177 (1979); Nucl. - Phys.
A330, 352 (1979).

29Y. M. Engel, D. M. Brink, K. Goeke, S. J. Krieger,
and D, Vautherin, Nucl. Phys, A249 , 215 (1975);

D. Vautherin, Phys. Lett. 57B, , 425 (1975).

303, Martorell, O. Bohigas, 8. F Fallieros, and A, M,
Lane, Phys. Lett. 60B, 313 (1976).

30, Bohigas, A. M. Lane, and J, Martorell, Phys. Rep.
51, 269 (1979).

D, M. Brink and R. Leonardi, Nucl. Phys. A258, 285
(1976).

333, Stringari, E. Lipparini, G. Orlandini, M. Traini,
and R. Leonardi, Nucl. Phys., A309, 177 (1978); A309,
189 (1978).

%G, Holzwarth and G. Eckart, Z. Phys. A284, 291
(1978); and Nucl. Phys. A325, 1 (1979).

35This equation has been demonstrated in Ref. 36 under
more general assumptions. Indeed, provided there
exists a decomposition of p into py and a local operator
X (both Hermitian and time even), and assuming a weak
gauge invariance property ([x,[x,V1] =0) but without
assuming adiabaticity, one gets Eq. (5. 8).

%M. J. Giannoni, D. Vautherin, M. Vénéroni, and D. M.
Brink, Phys. Lett. 63B, 8 (1976).

D, J. Thouless, Nucl. Phys. 21, 225 (1960).

$BSolutions of (6.3) occur by pairs (¢, —€;). The sum
in Eq. (6.1) is restricted to positive values of (¢, —€g).

D, J. Thouless, Nucl. Phys. 22, 78 (1961).

40p, vautherin, Phys. Lett. 693 393 (1977).

Y For the sake of s1mp1101ty, we neglect the antisym-
metrization of V, but exchange terms can be treated
in the same way.



