
PHYSICAL RKVIK% C VOLUNIK 21, NUMBER 5

Parametrixation of exact-finite-range distorted-wave Born approximation overlap integral for
reactions induced by heavy ions
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In a few recent publications, which utilized exact-finite-range distorted-wave Born approximation, we
successfully fitted continuum spectra observed in a variety of heavy-ion reactions. In making it feasible to
carry out the numerical calculations involved, we found the use of proper1y parametrized transition
amplitudes was very powerful and almost indispensable. In the present article, methods used for this
parametrization are explained in detail.

NUC LEAR REACTIONS Distorted-@rave Born approximation; exact-finite-range
form factors; parametrization of overlap integrals; recoil effects; heavy-ion re-

actions; continuum spectra.

I. INTRODUCTION

The direct reaction (DR) theories have been used
very successfully and extensively in recent years,
in order to analyze data of reactions leading to
discrete nuclear states. More recently attempts
have been made to extend these theories to analyze
data of reactions leading to the continuum. This
extension was first carried out successfuQy for
the analyses of light-ion induced reactions, ' and
then later for heavy-ion induced reactions. ' '
There are two sets of key quantities that are to be
calculated in applying DR theory to continuum data,
the DR cross sections and the spectroscopic densi-
ties. ' Vfhen light-ion induced continuum reactions
are studied, the DR cross sections can be evaluated
in very much the same way as they are for discrete
state transitions. To do the same for heavy-ion
induced reactions is, however, often too involved
and practicaQy impossible. The obvious reason
for this is that for heavy-ion processes we have to
use the exact-finite-range distorted-wave Born
approximation (EFR-DWBA) and also have to con-
sider a huge number of partial waves and trans-
ferred angular momenta.

Fortunately, however, for heavy-ion reactions,
the transition amplitudes, or equivalently the over-
lap integrals of the DVfBA theory, admit a very
simple parametrization, "even when an EFR ap-
proach is used. They are rather accurately ex-
pressed in terms of a very simple analytic func-
tion, which involves only a few parameters, as
well as quantum numbers. One thus needs to per-
form accurate evaluation of the overlap integrals
only for selected sets of quantum numbers and en-
ergies, and the results are used to fix the parame-
ters in the assumed analytic function. Once this
parametrization is done, the DR cross section
can be generated rather quickly.

The first successful application' of this parame-
trization technique was made to the analysis of the
("Ne, "0) and (' Ne, "C) reactions on an ' Al tar-
get with E„b("Ne)= I20 MeV. ' It was assumed
that the ("Ne, "0) reaction proceeded as a one-
step transfer of an alpha particle, while the
("Ne, "C) reaction was a successive transfer of
two alpha particles. It was found that we were
able to fit rather nicely, not only the spectral
shapes, but also the relative magnitudes of the"0and "C cross sections.

The same technique was then found to be ex-
tremely powerful in explaining the spectrum and
the polarization of "Bobserved in the '"Mo
(' N, "8) 'o'Ru reaction. ' As explained in some
detail in Ref. 3, we went one st'ep further there
in carrying out the calculations analytically. Thus
after the overlap integrals were expressed analyti-
cally, several geometrical factors involved in the
transition amplitude were also expressed analyti-
cally, by using their asymptotic forms. This
made it possible to perform the summations over
quantum numbers analytically also, bringing the
transition amplitude into a closed analytic form.
We were then able to obtain a good physical insight
into what was taking place in the reaction, in par-
ticular demonstrating very clearly the crucial
role played by the so-called recoil effect.

The work of Refs. 2 and 3 was further extended
more recently to somewhat more complicated pro-
cesses, "' again very successfully. We have thus.
been convinced that the method we have developed
indeed has a wide applicability. In our previous
publications, ' ' however, not much detail has been
presented of how the parametrization procedure
was carried out. To discuss this useful approach
in detail is the purpose of the present article.

For the sake of clarity of presentation, we shaD
restrict ourselves in the present paper, for the
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most part, to the (' N, "8) reaction of Ref. 9,
which was studied in Ref. 3. In Sec. II, we first
present the analytic form for the overlap integrals,
which is a product of four factors. %e then ex-
plain, step by step, how each of these factors
emerged and how the parameters involved were
fixed. Two of the four factors have Gaussian
forms, representing the rather well known /-
window effects. Another factor, called &0, had
not been investigated in the past, however, and we
found that its behavior was fairly complicated.

%e thus take up this &0 factor anew in Sec. III,
and investigate the origin of its peculiar behavior.
The answer we have found is that &, copies rather
faithfully the behavior of the form factors. In
other words, what we found is that, once the be-
havior of the form factor is known, which is a
comparatively easy thing to achieve, one can pre-
dict the behavior of the &0 factor. Since the fourth
factor in the analytic expression of the overlap
integral is nothing but a phase factor coming from
the two distorted waves involved, we thus have a
complete knowledge of what functional form should
be adopted to parametrizing the overlap integrals.

A few final remarks will be presented in Sec. IV.

H. PARAMETRIZATION OF THE DWBA OVERLAP
INTEGRALS

The DNBA overlap integrals which we are to
evaluate may be written using the notation, e.g. ,
of Ref. 12, as

=2. As for l„ let the spin of a final state of '"Ru
be denoted by I~. Since the internal spin. of the
two protons vanishes, and the target "Mo has I„
= 0, we have /, = I~. The transferred orbital an-
gular momentum l& which must satisfy the tri-
angular condition /=l, +L„ then takes five values
for fixed/, : l=l, +2, I,+I, and l, . Among them,
l =l, +2 and l, are of normal parity since I+Ey+l,
=even, while l =1,+ 1 are of non-normal parity
since l+l, +l, =odd.

It is important to remark here that the radial
part of the wave function, describing the motion of
the center of mass of transferred nucleons in the
recipient nucleus, and consequently the form fac-
tors, may in general depend on the reaction Q
value, as well as on l, . Normally, however, we
ignore this Q dependence, and construct the above
radial wave function once and for all correspond-
ing to a Q value appropriate for the ground-state
to ground-state transition. [See Ref. 1 for an ar
gument justifying this treatment. ] To remove this
assumption of the Q independence, however, does
not make our procedure tremendously more com-
plicated than it is with this assumption. It is true
that we then have to reconstruct the form factor at
each Q. However, as seen below, we actually con-
struct the overlap integral (1) for a very restricted
number of Q values anyway, even when a Q-inde-
pendent form factor is used.

%e riow claim that the above overlap integral can
be represented, to a good approximation, by an
analytic function of the form

&, „(E„E,)=&,(l,l,ll, l, ) exp[ (l, -l,'0')-2/1", ')

x exp[-(l~ —l~")'/1,"]exp(i5), (2a)

Here X10 and X1a are the distorted waves in the in-
cident and exit channels, respectively, while

E,',,f,(~„~,) is the EFR form factor.
The above overlap integrals depend, among other

things, on the orbital angular momenta l, and l~

of the partial waves. They also depend on the
channel energies E, and E~, but we are normally
concerned with a fixed incident energy E„ thus
making (1) depend more directly on the reaction
Q value, Q=E„-E,.

The overlap integrals further depend on l, and

l„ the orbital angular momenta which, in the
specific example of the "OMo('4N, "8)'O'Ru reac-
tion, the center of mass of the two transferred
protons has, respectively, in ' 'Ru and '~N, rela-
tive to the c'ores "Mo and "B. It was shown in
Ref. 3 that we can treat the above process by as-
suming that the two protons are coupled to an in-
ternal spin equal to zero, and that we can fix l,

with

(2b)

(2c)

(2d)

(2e)

lg ——lq -l, ,
I') ——n) + P) Q (i = b or d),

1)
' ——y)+e(Q (i =b or d),

~= ~,.+ ~,, = q. +(f, -f,'")q,(Q).

The quantity 5, in (2e) is the real part of the phasel~
shift of the elastic scattering in the incident chan-
nel, and similarity 6, is that for the exit channel.

A feature to be noted in (2a) is that I is char-
acterized by two l localizations, introducing two
windows in the I space. %e refer to them as E~

and l& windows henceforth. The origin of these
windows has been discussed in the literature; see
e.g., Ref. 7. In short, it is the peripheral nature
of the direct reactions which enforces a good kine-
matic matching, in order for the cross sections
to have significant values. The centers l,"' and
the widths &, (i= 5 or d) of these windows general-
ly depend on Q, and as seen in (2c) and (2d), we
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have assumed linear forms. The validity of this
choice will soon be demonstrated.

The right-hand side of (2a} includes in it another
real factor &„and we shall later discuss in detail
its dependence on various angular momenta. The
last factor of (2a) has a unit magnitude and is the
only complex factor in (2a}. The choice of 5 as a
sum of two phase shifts, as given in the first
equality of (2e}, is very reasonable because of the
following facts.

As seen in (1}, the origin of the complex nature
of I is the two distorted waves in the integrand.
Since the heavy ions are strongly absorptive, each
distorted wave consists (in the peripheral region)
predominantly of the outgoing wave, whose phase
is given closely by the real part of the phase shift
of the elastic scattering. The phase factors which
the two distorted waves thus acquire are then
maintained as they are, even after the integration
in (1) is carried out, making it imperative for I
to have the phase factor it is seen to have in (2a).
That the phase 5 can be expanded linearly in l„
introducing in the course of expansion the deflec-
tion angle g„as seen by the second equality of .

(2e), is rather well known, ' and we shall not dis-
cuss this feature further here.

Once the phase factor of (2a) has been under-
stood in this way, we may concentrate our interest
and discussion on the magnitude of I, i.e., on how
the functional forms of the first three factors of
(2a) were chosen and how the parameters involved
were fixed. This process of parametrization must
of course be preceded by that of the EFR-DWBA
evaluation of I, for a large but nevertheless li-
mited number of sets of values of Q, I„ I, and I.
[In the example of the (' N, '~B) reaction, ' this
number was about 2000.] Somewhat crudely, it is
proportional to the number of different l's (for a
fixed I,), i.e., to (2l, + I). Therefore, it can be
much smaller if, e.g., l, =0. Once a sufficient
number of the ~I~ values, which we shall hence-
forth call "data, " are accumulated, their parame-
trization proceeds as follows.

The first step is to fit the magnitude of the data,
i.e., ~

I ~. as close as possible by a function of the
form

Clearly this function has l, as its only independent
variable. In this fitting procedure, the values of
the parameters l~"', I'~, and N, are obtained as
functions of Q, as well as of the quantum numbers
l&, l„and l. It was found, however, that, al-
though I~0' and I', did depend on Q, their depen-
dence on l„, l„and l was rather weak. %e thus
decided to ignore the latter dependence entirely.

In order to show the situation more explicitly,

50-

~(0)
b
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4 ~p
0

Op

OO

Q&O

%ao

-30 -20 -l0
Q(MeV}

FIG. 1. y -fit determined values of l and F&,
based on (3). Circles represent as example the values
calculated for (l~,l) =(10,10) and (10,12) with l~
= -4(-2) —12. To be precise, all circles should appear
on vertical lines corresponding to appropriate Q values,
horizontal displacement being employed simply to avoid
overlapping. As discussed in the text X -fitting yields
l(') =50-2+0 458q and rb =4 9+0-2Q.

we plot in Fig. 1 the X'-fitted values of l~
' and I"»

calculated for four choices of the Q values. In
this figure, these values of l~

' and 1"~ are repre-
sented by open circles, each circle corresponding
to a given set of l„, l„and l. It is seen that these
circles are nicely clustered together for each Q,
showing the fairly weak dependence on the three
quantum numbers.

Figure I further shows that the centers of the
clusters of the circles lie very nicely on straight
lines, justifying the choice of the linear depen-
dence of l~"' and I'„on Q in Eqs. (2c) and (2d}. The
straight lines drawn in Fig. 1 have coefficients
o'~, P~, y~, and ~~ determined so that these lines
represent best, in the sense of y', the centers of
the clusters of the circles, as functions of Q.

The second step of the parametrization begins
by first expressing the coefficient +„whose val-
ues have been derived in the above first step of
fitting, as
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-g.n(N, j

The reader may wonder why a Gaussian function
of Q, rather than of /~, as was the case in (2a), is
introduced here. The reason is that ~/~ ~

cannot
exceed a given value of l, making it impossible to
obtain enough sampling of the N, for a sufficiently
wide range of the values of l„. %'ith the form of
(4), this difficulty can be avoided.

By using (4), the values of No, Q„and I!o can be
fixed as functions of l~, l„and l. It was first
found that Q0 in practice depended only on /~, and
that this dependence was linear:

Qo = qo + qi@ ~ (5)

the coefficients q, and q, being fixed again by a
y' fit. It was further found that 1"z could be taken
simply as a constant. Therefore, Eq (4).can now
be replaced by

N, =N, exp[-(/~ —/~")'/I'„'],

recovering the coveted Gaussian factor that depends
on E„. Obviously the following relations hold, to
express the parameters in (2) in terms of I'o, q,
and q~'.

/,"'= (q./-q, ) + Q/qi, g —— o/qi,

&g = Fo/qz, Pq = 0 y 'Yg = qo/qx

e, = 1/q, .
In order to show how good this parametrization

really is, we have plotted in Fig. 2(a) the values
of N, [actually of -ln(N, )] obtained in the above
first step of parametrization, for four chosen sets
of /~ and /, values, and four different Q values.
They are to be compared with the solid lines re-
presenting the N, values obtained from the use of
Eq. (6), and the agreement is seen to be good. In
Fig. 2(b), on the other hand, comparison is made
between the values of calculated l~, as a function
of Q„and the /~ expressed in terms of (5). They
agree very nicely with one another, justifying the
linear dependence chosen in (5).

The second procedure for parametrization also
yieMs the values of &0, obtained as a function of
Q, /~, /„and /. A nice feature found was that
No was in practice independent of Q, indicating
that the Q dependence of ~I~, i.e., the dependence
of ~I~ on the reaction dynamics, has been well
incorporated into the two Gaussian factors that
were derived above.

In order to illustrate the dependence of &0 on the
angular momentum quantum numbers, we show in
Fig. 3(a) its values plotted as functions of l~, for
all the possible five values of / (=/, -2-/, +2) and
for two choices of ly Ey=6 and 10.

A number of interesting features are seen in this
figure. First. of all, we observe that two curves
with different /, but the same &(=/ -/, ) behave

-15-
I I

(o) . (b)

l2— -16

I[is 6

(b) -17-

-6—

-IO—

-16-

-17

(o) (b)
L~al0

-20 -IO
Q(Mev)

-18- 0

(a) g -fit values of In(Ãq} deter—mined for
(l~,l)=(10,8) and (10,10), and for l& = -4 and —6.
Curves drawn are represented by -ln pl~) =0.01 (Q -Qo)2
+C with Qp = —13 6 and —15 9 (MeV) and C =12,24 and
12.04, respectively, for lz = —4 and -6: (b) l& as
function of Qo. Straight line represents g fit as given
by l, =0.667q, +4.67.

I I I I I I I I I I A

-12 -8 -4 0 4 8 12 -12 -8 -4 0 4 8 12
'

Jd

FIG. 3. (a) ln(ND) —4.4 as determined by X -fit. (b)
ln(E) plotted as function of lz. In (a), a subtraction of
4.4 has been made in order to facilitate the comparison
of the two sets of quantities. In (b), the values of5' as
determined by (9) have not been altered. The curves
were drawn simply as guides.
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TABLE I. Parameters that appear in Eq. (8).

K2 K3 X 102 g4 X 102 g5 X 102 g~ x 102

2
1
0

-13.9
-14.6
-14.7
-14.3
-15.2

-0.225
-0.250
-0.225
-0.325
-0.075

4.69
-0.25
-1.50
-9.38
-7.30

-0.80
-0.38
-1.00
-0.31

0.40

0.90
-1.26
0.0

-4.61
0.0

-0.059
0.071
0.0
0.353
0.0

ND = exp[K, + K,l, + (K, + K,l, )lg + (K6 + K()lg)lg ] . (8)

The parameters Ky Ks are dependent on 4. Their
values are summarized in Table I.

Equation (8) with the parameter values of Table
I was actually used in the calculation made in

Ref. 3. As seen, the angular momentum depen-
dence of &0 is somewhat complicated. This has,
however, to a large extent been brought about be-
cause we have chosen as an example the reaction
(' N "8)for which l, =2, allowing & to take five
different values. In the case, e.g., of an n-trans-
fer reaction leading a 0 projectile to a 0' ejectile,
we have l, =0. This then allows a single & (=0),
making ND be given by (8) with a single set of K,

-K, parameters. Then the factor +0 is not much

more complicated than are the other factors of
(2a). In practice the use of (8) is not so tedious,
however, even when several &'s are permissible.

III. ORIGIN OF THE ANGULAR MOMENTUM
DEPENDENCE OF 0

The physical origin of the / window is well
known, ' and thus the appearance of the two Gaus-

very similarly. The curves with &=2 depend on
/~ weakly but quadratically. Those with &=0 and
-2 are approximately linear in /~, the latter having
a gradient steeper than the former. All these
three curves with even &, i.e., those with normal
parity, share a common feature in that they in-
crease as ~l„~ increases with l~ &0. Compared
with them, those with odd &(=+I) decrease with
increasing

~
l~ ~, the dependence being approxi-

mately quadratic.
Similar features were seen for other values of

l, also, and combining these results, we found
that the following expression gives a good descrip-
tion of the angular momentum dependence of +g:

sian factors in (2a) was not unexpected. The rath-
er complicated dependence of the factor &0 on an-
gular momenta, as found towards the end of the. last
section, was on the other hand somewhat unex-
pected. Unless the origin of this peculiar behavior
of No is found, our task of fully understanding the
behavior of the DWBA overlap integrals remains
incomplete, and the significance of the parame-
trization we have achieved might remain suspect.
We thus attempted to find the physical origin of
Eq. (8}, and it appears that we have succeeded.
Because of this, we now feel that the choice of
the functional form of (8}has a good physical jus-
tification, and a rather universal validity.

The key step which helped to find the origin we
sought for was to recognize a surprisingly close
similarity between the behaviors of &, and of the
form factors. This can be seen, e.g., by compar-
ing the curves in Fig. 3(a}with those in Fig. 3(b},
which represent peak values (in the peripheral
region) of the form factors associated with various
sets of three angular momenta. The choice of
these sets was made in the same way as in Fig.
3(a), and the similarity of the corresponding
curves in these two figures is evident. (To be
more precise, the stated similarity gets somewhat
poorer for large positive l&'s. For practical pur-
poses, however, this causes no serious problem,
because as we emphasized, particularly in Ref. 3,
it is the large negative /„'s that contribute domi-
nantly to most continuum spectra. }

Once the above similarity is found, it is clear
that the behavior of +0 is understood, if that of the
form factor is understood. In the rest of this
section, we shall thus concentrate on the latter.

For this purpose, we find it very convenient to
use the following expression for the EFR form
factor, which was derived in our recent reformula-
tion':

E'"' (r, r )=-',[(4r)"'/(Bi+ I)]l i'"'('~'2
zztz za

x P () gl&0(lm, )m(),m, )
) m,m)(-))' '[2/(( + 5 )1 f ))y (r )mg (t ) Yj (9)Fj (8 )

t5 Ztl yttt2
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Here p, =cos(8), and the angles 8, 8„and 8, are
defined as 8=r, Ar~ and 8, =r, Ar& (i= 1 and 2).
See Ref. 10 for other notation.

The use of the form (9), rather than that of
Austern et al."' ' not only helps to make the fol-
lowing argument much more transparent, but also
has been vital in making the calculations of Refs.
2-5 possible. As emphasized in Ref. 10, the
Austern form becomes very inconvenient to use if
l exceeds a certain value which is rather small,
say 5, because a very difficult problem of trunca-
tion error emerges. With the form of (9), we do
not encounter this numerical problem, and so
this form is in fact used in the step of evaluating
the EFR-DNBA overlap integrals, from which our
parametrization procedure starts. Since we are
concerned with transitions to the continuum, we
encounter very large l values, which may easily
go beyond 20.

Returning to the main subject of the present
section, we first note that the integrand of the
integral over g, appearing in (9), is peaked very
sharply in the extreme neighborhood of y = 1. In
the present example of the (' N, "B) reaction, it
is not difficult to show that the range of g over
which the above integration must be carried out is
given by u=0. 9995-1. The reason why such an
extremely narrow range of integration is encount-
tered is the same as is given for a similar integral
that appeared in the Austern form of the form fac-
tor, explained in detail in Ref. 12.

The fact that u remains very close to unity re-
sults in another localization: that the integral in
(9) can have significant values only when

~
m, ~

is
very small, ~m, ~

=0, and possibly =1. This is
because /, is normally large, and thus

~
Y, „,,2(u)

~«
~
1; (g) ~, if p= 1. Thus the summation over

m, is very limited. The summation over m, is also
limited because ~m, ~

&/, =2. Because of the
second Clebsch-Gordan (CG) coefficient in (9),
which requires that m, + m, = m„ the allowed
range of m, is also narrow. %Ye may remark
further that the factor F.. .(8,) in the integrand in
(9) also has a tendency to make the integral smal-
ler as ~m, ~

gets larger.
Having in mind the restriction of ~m, ~

to 0 and 1,
we may now remark that the m, = 0 term in (9}
gives the no-recoil part of the form factor, while
that with m, = 1 contributes the recoil correction.
Note that we mean by "recoil" only the so-called
transverse part of recoil. The longitudinal recoil
is included in both the ~m, ~=o and 1 terms

We shall now rewrite the expression of (9)
somewhat, by taking particular advantage of the
severely restricted sum over the magnetic quan-
tum numbers. For simplicity, we shall hence-
forth denote the integral factor in (9) simply by
i(m, , m„m, ), and then introduce further the ratios
P =i(0, 1, -1)/i(0, 0, 0), P =i(1,0, —1)/i(0, 0, 0),
P =i(1, —1, 0)/i(0, 0, 0), and P, =i(1,1, -2)/
i(0, 0, 0). It is then a straightforward matter to
find that (9) can be replaced by

F'~" (r~, r, }= —', [(4))')' ~ ~/(2/ + 1)]/, i 's'( e'ie'2 (—) 'i (0, 0, 0)

x &(/.0/, 0~/O)[(/, O/, O ~/0)+ 2(/, i/, —1 ~/0)P, ]

—2(/, I/(0 ~/I)[(/, 0/, —1
~

/ —1)P~ —(/, —I/, 0
~

/ 1)P3 + (/,—1/, —2 ~/ —1)P3]). (io)

It is clear that the terms involving I'„P„and I'3
factors are the recoil terms. We also remark
here that the ratios I'0-I'3 are all positive. Keep
in mind that they are the ratios of the integrals of
(9) taken at the values of r, and r„where the form
factors take their maximum values.

The expression of (10) can be brought further
into a much more transparent form. To do this,
we first mention the approximate relations

I

—(l /2))(l, 0),0(10) (l, +l, +i=even),
/, I/00 /1

[1 —(/~//)']' '(/, 0/00 i/+ 10)

(/(20/00~/0) = (4e/v) / [1+(/~/2/) ]i'0'0-'

(»)
which is obtained by using Stirling's formula to
evaluate the factorials in terms of which the
parity-conserving CG coefficients are expressed.

Using (11) and (12), and the explicit forms of the
CG coefficients involving l, =2, we can now re-
write (10) as

&",,,",,(r„r.) = -'[(«)"'/(2/+ 1)][(4e/~)]'"

x i(0, 0, 0)[1+(/ /2/)']X, (12a)

where
(/, +/, +/=odd), (11)

which are derived by using recursion relations be-
tween CG coefficients. "

VVe may also note the
relation

-', [1~'P, ( ,//)/( P+'; P)] (x=~2),
—,'[1 —,'(/„//)'](p, +p, } (n=+ i),
—.'[I -(/. //)p, ] (~=0).

(ISb)
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This is the final expression of the form factor we
wanted to derive. %e shall now show that this ex-
pression does contain in it every feature which
the curves given in Fig. 3(b) reveal in themselves.

For simplicity of presentation, let us denote by
F(n) the five expressions on the right-hand side of
(13). As we noted above, all the P's are positive.
We further note here that Po, P„and P, are of
the same order of magnitude, being close but
somewhat smaller than unity, while P, is much
smaller. From these properties of the P's, one
may easily deduce the following properties of the
F(~).

(i) At I, = 0, an inequality F(2) & F(0) & F(-2)
&F(1)&F(-1) should hold. (ii) For all l„an in-
equality F(1)& F(-1) should hold, although the dif-
ference between F(1}and F(-1}is small (since P,
&P,). (iii) For all l„, F(1) and F(-1) should both
depend on l~ like [1 —-', (I,/l)']. (iv) For all l„, F(2)
should depend on l, as does [1+(l,/l)'], if (and in
fact since) P, —-',P, =0. (v) F(-2) and F(0) should
decrease almost linearly, as l„ increases, the
former having a slope steeper than that in the lat-
ter. [This is seen from the last terms of F(-2)
and F(0), and the fact that P, +-',P, &P,.] (vi) The
l„dependence discussed in the last three of the
above items should get weaker as l, is increased.
[This is because l„appears in (13) always in the
form of I,/I, and because I = I, + &.]

All the expectations enumerated in the above
items (i)-(vi) are seen to be fulfilled by the curves
given in Fig. 3(b), at least qualitatively, and in
many cases even quantitatively, with possibly only
one exception, namely that (ii) is violated slightly
when l, = 6 and l„&0. %'e may thus say that we
now have a nearly perfect understanding of the be-
havior of (the peak values of) the form factor. We
may emphasize here that the complicated & depen-
dence of F(&}is almost entirely due to the recoil
effect, and we have now succeeded in understanding
very clearly this & dependence of the recoil ef-
fect.

In the item (vi) above, we referred very briefly
to the l, dependence of the form factor. There
remains, however, one more very important l,
dependence to be pointed out and to be explained.
It is that the overall magnitude of the form factor
decreases as l, is increased, which can be seen
by comparing the two sets of curves in Fig. Sb,
one for l, = 6 and the other for l, = 10. This l, de-
pendence of the form factor can be traced back to
that of the factor i(0, 0, 0) in (13), and is explained
as follows.

The factor f(0, 0, 0) is nothing but the integral in
(9), w'hen all the magnetic quantum numbers there
are set equal to zero. The factor Y, 0(p) in the
integrand has its maximum value at p, = 1, and de-

creases very rapidly as p, deviates from 1. Since
cos8, =1, when u = 1, (see Ref. 10}the factor
Y...(8,) is also peaked at p= 1, and decreases
as p, is decreased. When l, is small, however,
Y, ,(8,) remains essentially unchanged within the
very narrow range of the p, integral, which we
discussed above. However, if l, is large, the
deviation of Y, ,(8,) from its peak value becomes
non-negligible, making the integrand smaller than
it is otherwise. This is the reason why i(0, 0, 0)
decreases as l, increases. In this way the last
remaining l, dependence of the form factor is
understood.

Since the behavior of the form factor has now
been well understood, so is that of the factor No.
After all, the similarity of the behaviors of the
form factor and of &, are also easy to understand.
As can be seen from (2a), No is nothing but the
magnitude of the overlap integral itself, when the
latter is obtained under the restriction that both
l, and l& have their respective window values, i.e.,
that the best conceivable kinematic matching is
established. The overlap integrals that are
selected under such severe restrictions will have
to depend on nothing other than the peak values of
the underlying form factors.

IV. FINAL REMARKS

We have shown that the EFR-DWBA overlap in-
tegrals can be represented rather well by a fairly
simple analytic function, with a few parameters in
it. Once this parametrization is carried out, the
calculation of the DNA cross section can be done
in a well known way; it is the same irrespective
of whether the overlap integrals are given in a
parametrized form or not. This cross section,
which we may simpiy denote as 0», is a function
of Q, I~ (=I,) and /. In order to use this oD„ to
obtain the continuum cross section o, it must
further be combined with another function which
we call' ' the spectroscopic density and denote by
p, . This function p, depends on ~~, as well as on
E„, the excitation energy of the residual nucleus,
which is given by E„=Q,„—Q, where Q,„ is the Q
value corresponding to the ground-state -to-ground-
state transition. More explicitly we may get

As is clear from (14}, the explanation of how to
use the direct reaction theory to fit the continuum
cross sections remains incomplete, until the way
to construct p, is explained. This has been done,
however, in our previous publications, though it
was somewhat cursory. ' ' We shall not repeat it
here, but intend to rediscuss it in a somewhat
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more systematic way in a forthcoming paper, ' in
which the calculations made in Refs. 2-5 will be
reviewed in detail.

As we emphasized above, the behavior of the
factor &0 was fairly complicated, largely because
we chose, as an example, the case which has l,
=2. In the very simple case with E, =0, the peak
values of the form factor are simply given by (13)
retaining only the term with &=0, after replacing

- &, there by P,. Thus the reader will find it very
easy to apply our method, if his interest is limited
to the case with-l, =0.

We finally want to remark that our discussions
given in the present paper have been limited to the
use of the one-steP DWBA theory. We have seen
in Refs. 2-5 that a variety of data could be ex-
plained, even if this restriction was made. We
also saw, however, in these same works, that
(part of) the data indicated the necessity of con-

sidering higher-order contributions as well. In
Ref. 2, an example was given of how to use the
parametrized form of the one-step DWBA overlap
integrals, in order to obtain the amplitudes of the
two-step processes. Although it was found'that
this method worked rather well also, it was also
clear that the calculations involved were rather
tedious. It is thus very desirable to find a method
to parametrize the two- (and possibly still higher-)
step amplitudes in a much more direct way. An
investigation of such a possibility is under way.
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