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Analyses of 0.8 and 1 GeV p + ' 'Pb elastic angular distribution data have obtained neutron-proton root-
mean-square radius differences (hr„) which are not consistent. Therefore, the 0.8 GeV experiment was

repeated using a high resolution spectrometer. The new higher precision data are consistent with the older
data, apart from a 15% overall normalization difference. A second order Kerman-McManus-Thaler optical
model analysis of the new data, using a model-independent neutron density, yields Ar„~ = 0, 14+0.04 fm, in

good agreement with the most recent result obtained (0.16+0.05 fm} from a similar analysis of the older
0.8 GeV data. In addition, the elastic angular distribution was extended to 42.5' center of mass in order to
explore the momentum transfer region from 3.5 to 5.3 fm '. Although the familiar diffraction pattern
persists to 42.5', it was not possible within the framework of our application of the Kerman-McManus-Thaler
optical model to fit the data even qualitatively at the larger momentum transfers.

NUCLEAR REACTIONS Pb{p,p), E=0.8 GeV, measured g(0); enriched tar-
get; resolution = 100 keV, 6~m = 2.5' to 42.5 . Microscopic optical model analy-
sis using KMT potential; deduced Ar, error analysis and comparison with

other results.

I. INTRGDUCTION

Results of the more recent analyses' ' of -1 GeV
proton-nucleus elastic scattering data obtained at
Saclay, ' Gatchina, and the I os Alamos Clinton P.
Anderson Meson I'hysics Facility (LAMI'F)' sug-
gest that for a given nucleus the value of ~x„~,
the difference in root-mean-square (rms) radii of
the neutron and proton matter density distribu-
tions, is reasonably well established, independent
of the data analyzed or the details of the analyses.
This favorable agreement between results obtained
from 0.8 and 1 GeV analyses occurs in spite of'the
uncertain situation regarding the key nucleon-
nucleon amplitudes which are used as input for
the calculations. ' It is also found' ' that the dedu-
ced &x„~ follow the trend of theoretical expecta-

tions, based, for instance on Hartree-rock calcu-
lations.

However, a notable exception to this general
agreement occurs for Pb. All results' ' ob-
tained from analyses of the 1 GeV Gatchina
P+ ~'Pb data are consistent with &x„~=0.0+ O. OV

fm, while analyses of the 0.8 GeV LAMPF data
suggest that &r„~&0; the most recent second order
analysis' gives &r„&——0.16+ 0.05 fm. Theoretical
predictions give &r„~&0.11 (see Table 21, Ref. 1);
the Hartree-rock results span the range 0.11-0.23
fm.

It is most likely, in light of the consistent re-
sults obtained from similar analyses of 0.8 and 1
GeV data for other nuclei, that the singular dis-
crepancy in the deduced ~~„~ for ' 'Pb originates
from the elastic data, since, as discussed below,

21 1488 1980 The American Physical Society



0.8 GeV p+ Pb EI, ASTIC SCATTERING AND THE. . . 1489

uncertainties in the theoretical analyses cannot
account for such a discrepancy.

At present the greatest source of uncertainty in
0.8 and 1 GeV proton-nucleus calculations are am-
biguities in the nucleon-nucleon amplitudes. As
explained in Ref. 3, the lack of both P-P and P-n
triple scattering data at these energies permits,
under certain assumptions, several discrete sets
of spin-independent and spin-dependent nucleon-
nucleon amplitudes which can lead to uncertainties
in &r„~ for ' 'Pb of about 0.15 fm. However, the
0.8 and 1 GeV analyses referred to above assume
the same corresponding discrete P-P and P-n solu-
tions. This is seen by comparing the parameters
of the spin-independent amplitudes used in Refs.
1, 3, 4, and 6 with the discrete solutions given in
Ref. 3 (Ref. 8) at 800 (1000) MeV. The good agree-
ment between the results of most 0.8 and 1 GeV
analyses implies that the dominant spin-indepen-
dent nucleon-nucleon amplitudes assumed at these
two energies are, if not accurate, at least consis-
tent with each other. Assuming a particular
discrete nucleon-nucleon solution, the uncertainty
in &x„~ due to theoretical and amplitude uncertain-
ties alone is +0.05 fm (+0.03 fm) for first'
(second') order calculations. Thus, the large
difference in &x~ for "'Pb between results of 0.8
and 1 GeV analyses (-0.15 fm) cannot be accounted
for by theoretical or nucleon-nucleon amplitude un-
certainties, and one expects that either the 0.8 or
the 1 GeV data are wrong.

Relatively small systematic errors in the deter-
mined laboratory scattering angle and relative
normalization of the angular distribution datacould
account for the discrepancy seen between the re-
sults of analyses of the 1 and the 0.8 GeV P+"'Pb
data, since accurate determination of these quan-
tities is crucial to a reliable determination of
&r„~. Optical model calculations, using a first
order microscopic potential, generated as pre-
scribed by Kerman-McManus-Thaler (KMT)'
from nucleon-nucleon scattering amplitudes and
neutron and proton densities characterized by
Fermi distributions, can estimate the sensitivity
of ~x„~ to such errors. For P+~'Pb at -1 GeV, it
is found that changing the neutron radius para-
meter by an amount which changes (r„~)'~' (the
neutron rms radius) by +0.1 fm shifts the posi-
tions of the second, third, and fourth minima in
the angular distribution by +0.05, +0.07, and
+0.13 degrees, respectively; this is expected
from diffraction model arguments. Changing the
diffuseness by an amount sufficient to change
(r„')'~' by +O. l fm does not change the positions
of the maxima or minima, but rather changes the
overall slope of the angular distribution by
-+0.8%/degree. First and second order analy-

ses"' of the LAMPF data incorporated these ab-
solute angle and normalization uncertainties into
the quoted errors for &x~. It is not clear whether
this was done for any of the published analyses'"'
of the Gatchina data.

Because of the extreme interest in &x„~ for' 'Pb, and because "'Pb is the only case with con-
Qicting results for ~r„~ arising from independent
analyses of medium energy proton elastic scatter-
ing data obtained at different laboratories, the
o.8 GeV LAMPF experiment was repeated. In
addition to retaking the data from 2.5'—31.0',
the elastic angular distribution was extended
to 42.5' (center of mass) in order to explore the
momentum transfer region from 3.5 to 5.3 fm '.

As discussed in Secs. II and III, all errors asso-
ciated with the new data are about half as large as
those of the previous LAMPF data, and the two
data sets are consistent to within the quoted uncer-
tainties. The results of a second order KMT anal-
ysis of the new data are discussed in Sec. IV,
where a value of 4m~ =0.14 +0.04 fm is obtained;
the error represents the contributions of all known
uncertainties (assuming a particular discrete set of
nucleon-nucleon amplitudes; see Ref. 3).

II. EXPERIMENTAL

The data were obtained, as before, ' using the
high resolution spectrometer (HRS) at LAMPF.
A 19.7 mg/cm' (+1%) foil was used for angles less
than 31', while a 150 mg/cm' (+1%) foil was used
for the larger angles. The energy resolution was
typically 100 keV (150 keV) for the thin (thick) tar-
get. The beam energy was determined to be
800+ 0.5 MeV by utilizing the known line integrals
of the magnetic fields of the HRS dipoles and by si-
multaneous measurements on the EPB Channel us-
ing the technique of laser dissociation of II ions."

The overall experimental angular resolution
(&e) was determined to be ~2 mr full width at half
maximum (FWHM) from the observed energy reso-
lution for P+P elastic scattering, since for this
case the resolution is dominated by the kinematic
term (d&/de)&8. Two quantities contribute in quad-
rature to &8: the divergence of the beam on target
and the angular resolution of the HRS itself. The
angular resolution of the HRS was determined to
be ~1.5 mr through an angle calibration procedure
which used five tantalum slits (width of opening
0.7 mr and separation 6.7 mr) placed in front of the
HRS about 1 m from the target. Thus the angular
divergence of the beam was also about 1.5 mr
(FWHM).

The absolute scattering angle was determined to
+0.02' through extensive measurements on both
sides of the beam line over the angular interval
8'-l2 and also by direct obseryation of the beam
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on the focal plane with the HRS set at O'. For the
left-right 8'-12' measurements, the data were
sorted into =0.1 angle bins and for each bin the
ratio of counts in the 0' elastic peak to those in the
2.7 MeV 3 inelastic peak was computed. Since the
0'/3 ratios are independent of normalization and
show considerable structure over the angular re-
gion considered, a comparison of the results ob-
tained from both sides of the beam line made it
possible to determine absolute scattering angle to
0.02'. After the absolute angle was calibrated in
this way, the HRS was set at 0', and a low-intensi-
ty, pencil beam, was run through the spectrometer
and observed on the focal plane with the usual focal
plane detection system. The calculated "scattering
angle" at the target for these "unseattered" beam
particles was consistent with 0, and thus provided
an independent check of the absolute angle calibra-
tion. A beam profile monitor (resolution +0.25 mm)
located inthe 2 m diameter scattering chamber was
used to check the horizontal beam position on tar-
get before and after each run. The horizontal beam
position on target was maintained to +0.5 mm dur-
ing the experiment. The optics of the beam line
are such that this uncertainty translates to less
than 0.01'uncertainty in beam angle on target.

Absolute focal plane proton-event trigger effi-
ciency for the region of the elastic events was de-
termined to be 0.95~0.01 by running an 800 MeV
(2000 protons/sec) pencil beam through the HRS at
0' and evaluating the quantity (BEAM and INTER-
RUPT)/BEAM. A BEAM event was defined as a
fourfold coincidence among three drift chambers
and a thin (0.25 mm) scintillator located on the
beam optic axis at the center of the HRS scattering
chamber, while INTERRUPT (the actual event trig-
ger. for the PDP 11/45 data acquisition computer)
represented a, fourfold coincidence among the four
large focal plane scintillators. Efficiency defined
in this way, besides including actual scintillator
efficiencies, also takes into account attenuation in
the focal plane scintillators (as well as attenuation
due to the thin mylar window at the exit of the HRS
and the air and drift/delay-line chambers located
before the last INTERRUPT defining scintillator).
Beam attenuation in the BEAM defining detectors
was calculated to be less than 0.1/p.

Three small test sc intillators located before, be-
tween, and after the interrupt defining scintillators
(on optic axis of HRS) were then used during the
course of the experiment to monitor on-line the
trigger efficiency. The ratio (INTERRUPT and
TEST)/TEST, where TEST signified a threefold
coincidence among the test counters was always
&0.998. Since, by definition, a test coincidence
meant that the trajectory passed through all four
interrupt scintillators, this result implied that the

apparent 5% event trigger inefficiency was due en-
tirely to attenuation. Also;- since the test counters
were about ten times smaller than the interrupt
counters, it was evident from the test results that
there were no rate dependent effects, even for the
larger angles where beam currents of -50 nA were
used and the instantaneous s ingles rates in some of
the interrupt counters were as large as 0.5 x 10'/
sec (due mainly to room background). In addition,
many studies of the trigger efficiency versus sin-
gles rates in the scintillators have been made over
the past several years, and the conclusion based on
these studies is that there are no rate effects as
long as instantaneous singles rates are s 0.5 x 10'/
sec. Other correction factors are discussed in the
next two paragraphs.

The overall efficiency of the delay-line and drift
chambers used to record, for each event, trajec-
tory position and angle information at the focal
plane was determined for each run by evaluating
the quantity: [good proton particle identification
(as determined from pulse height and time-of-
flight information from the large focal plane sein-
tillators") and good chamber time-sum-checks "j/
(good proton particle identification). The chambers
occupied a region in space which was larger than
the region occupied by the scintillators. The over-
all chamber efficiency was typically 80-90%
(+2%).

The correction for real events missed due to
computer dead time was determined for each run
by evaluating the quantity INTERRUPT (computer
not busy)/INTERRUPT (computer busy ox not bu-
sy). Depending upon the interrupt rate this quan-
tity typically varied from -0.4 to -1. Experience
with the HRS over the past several years has in-
dicated that this correction factor is reliably de-
termined to better than 1%.

For each run at angles greater than 12' the rela-
tive integrated beam current was determined with
an ion chamber (IC) and a secondary emission
monitor (SEM) located 1 m and 3 m, respectively,
downstream from the target. Only the IC was used
at smaller angles. The IC/SEM ratios were con-
stant to +1.5% during the course of the experiment.
After spanning 2.5'-30 in 1.5' steps, as an addi-
tional check on the relative normalization, three
angles (5.5', 12.5', and 19.5') were repeated in
quick succession, and the data were reproduced
to within statistics.

The absolute gain of the ion chamber was deter-
mined by placing it in front of the EPB Faraday
cup, "whose calibration is reported accurate to
-1%, and comparing the integrated charge re-
corded by both devices. The ion chamber gain de-
termined in this way agreed (to within 2%) with the
calculated value.
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An absolute normalization of the data was ob-
tained at 12' using a 3 mm thick (-5 MeV energy
lass) rectangular tantalum aperture of solid angle
0.73 msr (+1%) located about 1 m from the target
in front of the HRS. The HRS angular acceptance
is uniform over 2.5 msr. The av'erage cross sec-
tion for elastically scattered protons passing
through the aperture was determined from the
known solid angle, beam current, target thickness
and appropriate correction factors discussed a-
bove. By integrating the relative differential cross
section (obtained without the aperture) over the re-
gion defined by the aperture, the absolute normali-
zation was obtained. Because the aperture defined
the center portion of the maximum in the angular
distribution at -12%, little error (-1%) was intro-
duced into the normalization due to uncertainty in
the actual space scattering angle defined by the
aperture. Taking all uncertainties into account,
absolute normalization error is believed to be

III. RESULTS

'The new data obtained in this experiment, along
with a theoretical curve to be discussed, are shown
in Fig. 1. As seen in the figure, the familiar dif-
fraction pattern persists over 10 decades and con-
tains 10 oscillations. Statistical errors in the data
are typically less than 1% for angles less than 22',
2% from 22'-3O' and increase to -35% for the lar-
gest angles (large angle errors also include back-
ground subtraction). The statistics, absolute/rela-
tive normalization and absolute scattering angle de-
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FIG. 1. The new 0.8 Cev p+208Pb elastic angular dis-
tribution data are compared (solid curve) with the result
of the second order KMT analysis discussed in text.

termination associated with the new data are each
about a factor of 2 better than obtained for the
earlier 0.8 GeV data reported in Ref. 7.

The absolute normalization (+5%) of the new data
presented here is 15% larger than that of Ref. 7
(quoted to +15%). The earlier data' were normal-
ized relative to H(p, p) elastic data obtained with a
CH target and then normalized relative to the
H(P, P) data of Willard, et al." Experience with
the HRS has shown that particular care must be
exercised withthe H(p, p) cross normalization pro-
cedure because the large d&/d8 associated with
P-P scattering causes the elastic events to occupy
an extended region in the dispersion direction of
the focal plane, which is not the case for any tar-
get heavier than carbon. It is known that the HRS
relative solid angle varies by as much as l(P/g de-
pending upon focal plane position.

Apart from the 15% normalization difference, the
old and new 0.8 GeV P+ ~'Pb elastic angular dis-
tributions are consistent over the region of over-
lap. In particular, the positions of the minima and
maxima, as well as the relative slopes, agree to
within the stated uncertainties.

IV. THEORETICAL

Only a brief description of the method of analysis
will be given, since the technique and approach
used here are identical to those described in de-
tail elsewhere. "

The analysis begins by generating the spin-de-
pendent microscopic optical potential of KMT'
from proton-nucleon scattering amplitudes and the
one-body point-proton and -neutron densities des-
cribing the target nucleus. The major second or-
der terms in the proton-nucleus optical potential
which arise from target nucleon correlations are
included as perturbations to the first order poten-
tial. ' The two-nucleon parameters used, as well
as the point-proton density for ~'Pb, are the same
as those given in Ref. 3. As discussed there, the
proton density is obtained from the empirical
charge density by taking into account corrections
which arise from the electric and magnetic form
factors of both protons and neutrons [see Eq. (13)
of Ref. 3J.

For the initial model-dependent analysis, the
three parameter Gaussian (3pG) form

p„(r) =pc(1+ted r /R )/(1+exp[(r -R )/s D
(1)

was assumed for the neutron distribution. The re-
sulting microscopic optical potential thus had three
adjustable parameters (Ie„, &„, and s„) which were
searched to optimize the fit to the cross section
data, over the angular range 2'-25, through solu-
tion of the Schrodinger equation with relativistic
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kinematics. " The fit to the data is shown as the
solid curve in Fig. 1. The fit is excellent out to
about 30', quantitatively reproducing the features
of the data which are important for determining
the neutron density distribution: the positions of
the maxima and minima and the overall relative
slope of the angular distribution. Beyond 30' the
theory abruptly fails to resemble the data even
qualitatively. This failure, which is not a conse-
quence of- omitting the larger angle data in the

fitting procedure, is commented upon in Sec. V,
and does not affect the conclusions regarding the
deduced neutron density distribution but rather
provides incentive for further theoretical work.
The elastic analyzing power data" were also ade-
quately reproduced as given in Refs. 2 and 3.

Table I gives the best fit parameters of the 3pG
model density, as well as the deduced neutron and

the known proton rms radii. The quantity &r„~, the
neutron-proton rms radius difference, is seen to
be 0.14 fm, which is to be compared to &r„~=0.16
fm obtained from a similar analysis' of the ear-
lier 0.8 GeV data. '

However, as discussed in Hefs. 2 and 3, appli-
cation of the above procedure for determining
(r„m)'~' and &r„~ introduces errors into the de-
rived results which necessarily (1) reflect the un-

certainties associated with the nucleon-nucleon
amplitudes, (2) are model dependent, and (3) de-
pend upon systematic errors in the data. Each of
the above must be considered before making quan-
titative statements about the accuracy of the de-
rived results. Such considerations lead to the
second stage of the analysis in which these errors
are explicitly calculated or estimated.

The error introduced into (r„')'~' due to uncer-
tainties in the nucleon-nucleon scattering ampli-
tudes at 800 MeV is discussed in detail, in Ref. 3
where it is shown that an error of +0.03 fm is ex-
pected, assuming a particular discrete nucleon-
nucleon solution. The error in the deduced neutron
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FIG. 2. Point-nucleon densities for Pb. The shaded

band represents the error envelope obtained from the
model-independent analysis discussed in text. Shown
also are the DME point-neutron density (dashed curve)
and the point-proton density (dash-dot curve) inferred
from electron scattering results.

rms radius due to experimental error in beam en-.
ergy determination and the absolute normalization
and scattering angle of the data was determined by
altering the data within the limits of uncertainty
and recovering the original fit by variation of the
neutron density. In the order mentioned above,
the contributions are +0.006 fm, +0.009 fm, and
+0.018 fm.

The error due to model dependence and the sta-
tistical error in the angular distribution data was
estimated by generating an error envelope using
approximately model-independent neutron densi-
ties as described in Refs. 2 and 3. The resulting
error envelope is shown in Fig. 2, where it is
compared with a typical Hartree-Fock prediction"
for the "'Pb neutron density. Also shown in Fig. 2
is the point-proton density as determined from the
results of electron scattering experiments. From
these calculations it was determined that the mo-
del dependence and statistical errors contribute
+0.008 fm to the uncertainty in (r ')'~' The
mean, p„(r), and standard deviation dp„„(r), of

TABLE I. Results of analysis of new 0.8 GeV p+ Pb elastic angular distribution data. The
first three entries give numerical values of the parameters of Zq. (1) of the text. The root-
mean-square (rms) radii for the point-nucleon density distributions are (r„t)t~2 and (r&t)t t,
and &x~=(y„) / —(~& ) / . The quantity (r )~H

/ is the rms radius of the charge form factor
taken from electron scattering. See text for discussion of error on &x~. Listed under &y~
theory are Hartree-Fock results. DME is the density-matrix-expansion approach described
in Ref. 17.

&n &n

(fm) (fm)

This analysis
( 2)i/2 ( 2)i/2 ( 2) i/2

(fm) (fm) (fm) (fm)

&r~ theory
DME Other HF

(fm) (fm)

0.440 6.21 3.04 5.593 5.453 5.5Q3 0.14 + Q.04 0.20 Q.ll —0.23

~ Reference g6.
Reference 1.
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FIG. 3. The solid curve is the uncertainty in the Pb
neutron density as a function of radial position as de-
termined from the model-independent analysis of the new
0.8 Gev p+" Pb elastic angular distribution data. The
dashed curve is the same uncertainty as obtained from
an identical analysis of the earlier 0.8 GeV data.

the random densities which define the error enve-
lope were also determined. Shown in Fig. 3, as
the solid curve, is &p» „(r)/p»(r) x 100%%up. Figure
3 clearly suggests that the entire surface region is
accurately probed through the model-independent
analysis.

It is interesting to compare the present error
envelope with one generated from the earlier data,
shown in Fig. 3 as the dashed curve. The factor
of 3 improvement in results is directly related to
the smaller statistical errors associated with the
new data.

Considering all errors discussed as independent
leads to a total uncertainty in (r„')'i' (and also
&r~) of +0.04 fm. Uncertainties in the nucleon-
nucleon amplitudes account for most of this error.

V. SUMMARY AND CONCLUSIONS

The 0.8 GeV P+ 2 Pb elastic angular distribution
was remeasured using the HRS at LAMPF because

of the discrepancy in results for &r„~, the neutron-
proton rms radius difference, deduced' 4 from the
Gatchina 1 GeV data' and the earlier 0.8 GeV
LAMPF data. ' In all respects the new LAMPF
data are substantially better than the data reported
earlier. Particular care was exercised in deter-
mining the absolute angle, relative slope, and ab-
solute normalization of the angular distribution.

The new data (consistent with the earlier data to
within the quoted uncertainties) were analyzed us-
ing the spin-dependent microscopic optical poten-
tial of KMT' and a model-independent approach. "'
Second order terms in the proton-nucleus optical
potential were included, and all known contribu-
tions to errors in the deduced ~r„~ were consid-
ered. A final value of &r~ = 0.14+ 0.04 fm was ob-
tained, in good agreement with ~r~ =0.16+0.05 fm
obtained through a similar analysis' of the earlier da-
ta, but in disagreement with the results (0.0 + 0.07 fm)
obtained' ' through analysis of the Gatchina data.
The error of +0.04 fm is dominated by uncertain-
ties in the nucleon-nucleon scattering amplitudes
at 0.8 GeV. Future experiments are planned at
LAMPS which will help determine these para-
meters better.

The 1 GeV analyses"' apparently do not con-
sider the contribution of experimental uncertain-
ties to the errors assigned to &r„~. For example,
as discussed in Sec. I, a 0.05' error in determin-
ing the absolute scattering angle mill change the
deduced &r„~ by almost 0.1 fm. It is therefore
crucial to assign realistic errors to the results of
the 1 GeV analyses in order to resolve the dis-
crepancy for ~r~ of '~Pb.

In addition to retaking the data between 2' and
3o', the elastic angular distribution was extended
to 42.5' in order to explore the momentum trans-
fer region, 3.5-5.3 fm '. It was observed that the
familiar diffraction pattern persisted to 5.3 fm ',

but that the theory did poorly at the large momen-
tum transfers. It was not possible to fit the lar-
ger angle data through adjustment of any of the in-
put parameters. The apparent breakdown in theory
between 3o' and 42 can be traced to the accidental
cance liat i.on between the Coulomb and nuclear amp-
litudes at about 35' and is presently under investi-
gation. "
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