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Inclusive energy spectra of protons, deuterons, and tritons were measured with a telescope of silicon and
germanium detectors with a detection range for proton energies up to 200 MeV. Fifteen sets of data were
taken using projectiles ranging from protons to 'oAr on targets from "Al to '"U at bombarding energies
from 240 MeV/nucleon to 2.1 GeV/nucleon. Particular attention was paid to the absolute normalization of
the cross sections. For three previously reported reactions, He fragment cross sections have been corrected
and are presented. To facilitate a comparison with theory the sum of nucleonic charges emitted as protons
plus composite particles was estimated and is presented as a function of fragment energy per nucleon in the
interval from 15 to 200 MeV/nucleon. For low-energy fragments at forward angles the protons account for
only 25% of the nucleonic charges. The equal mass Ar plus Ca systems were examined in the center of
mass. Here at 0.4 GeV/nucleon Ar plus Ca the proton spectra appear to be nearly isotropic in the center
of mass over the region measured. Comparisons of some data with firestreak, cascade, and fluid dynamics
models indicate a failure of the first and a fair agreement with the latter two. In addition, associated fast
charged particle multiplicities (where the particles had energies larger than 25 MeV/nucleon) and azimuthal
correlations were measured with an 80 counter array of plastic scintillators. It was found that the associated
multiplicities were a smooth function of the total kinetic energy of the projectile.

NUCLEAR REACTIONS U(20Ze, X), Z/A. = 240 MeV/nucl ~n; U(«Ar, X), Ca(4'A,
X) U{ Ne X) Au( Ne X) Ag{ pe X) Al( Ne X) U( He X) Al( He X)
E/A=390 MeV/nucleon; V( OAr, X), Ca( Ar, X), U( Ne, X), U( He, X), U@,X),
E/A, =1.04 GeT/nucleon; U( Ne, X), E/A= 2.1 GeV/nucleon; measured 0(E, 8),

X=p, d, t.

I. INTRODUCTION

In our previous experiment' to measure pro-
tons and light nuclei produced in central colli-
sions of relativistic heavy ions we ma, inly studied
the systems "Ne on U at 250 MeV/nucleon, and
"Ne and 'He on U at 400 MeV/nucleon. Energy
spectra for p, d, g, 'He, and 4He were obtained
at angles between 25' and 150' in the energy range
from 30 to about 100 MeV/nucleon. The detector
telescope consisted of a 2-mm-thick silicon 4E
detector followed by a 10-cm-thick plasfic scintil-
lator E detector. In order to measure the asso-
ciated multiplicity of charged particles a, tag
counter array consisting of 15 plastic scintillator
paddies was placed outside the scattering cham-
ber. The scintillators were triggered by parti-
cles from the target with at least 50 MeV nucleon
of energy and covered an a,rea of only 8/~ of 4w

sr.
These first measurements, giving an overview

of the main products of relativistic heavy-ion
reactions, were of considerable interest. We
generated the nuclear fireball model' to describe
the proton data, and applied a coalescence model'
to the light composite nuclei. Subsequently,
chemical equilibrium in the fireball was proposed

to describe the production of pions4 and light
composite nuclei. ' ' Meanwhile, the fireball mo-
del was generalized to the firestreak a.nd then
combined with the chemical equilibrium concept
to provide predictions for all light particles in a
self-consistent thermal model. ' The fireball
model has also been used to predict pion multi-
plicity distributions, "and a two fireball model,
as originally proposed, ' has been resurrected. "
The fireball model has been extended to the higher
energy domain, "and the addition of compression
and expansion effects are beginning to be incor-
porated. "" An examination of the statistical
basis of the model has also been done. " A re-
lated model which has been proposed is the ef-
fective target-effective projectile model. "

Our data, particularly for the case of 250 MeV/
nucleon 'ONe ions on a uranium target, have also
been compared with many other model calcula-
tions. Several reviews of these comparisons have
been presented. "' The models which have been
used include the intranuclear cascade, """hard
spheres, "rows on rows, "~"fluid dynamics, "
two-fluid dynamics, "fireball, "firestreak,
compressed fireball, "average prototype event, "
and single scattering. "' Also of interest on this
subject are another recent review article" and
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two conference proceedings. ""
Because of this widespread interest in our early

data' taken with a silicon and plastic scintillator
telescope and with a small tag counter array, it
was clear that improved and more extensive mea-
surements were necessary. A telescope was built
in which the E detector was 7 cm of intrinsic
germanium, rather than plastic scintillator. The
tag counter array was expanded from 15 to 80
plastic scintillators, covering two-thirds of the
forward hemisphere, and capable of measuring
multiplicity pattern as a function of both polar and
azimuthal angles. A thinner-walled scattering
chamber was built which allowed charged particles
to reach the tag counter array with energies as
low as 25 MeV/nucleon, and pions as low as 10
MeV. A technique to measure positive pions was
added. A large set of data was taken using pro-
jectiles from protons to Ar on targets from "Al
to "'U at bombarding energies from 240 MeV/
nucleon to 2.1 GeV/nucleon. In addition, for cross
section normalization, a completely independent
and more basic procedure was instituted. In the
course of this work it was found that the absolute
normalization of some of the old data was high
by a factor of 2.5 to 3. Unfortunately, this has
caused considerable confusion, for which we
apologize, in the many comparisons of the old
data to the model calculations.

In this paper we will be presenting the experi-
mental techniques and the single-particle inclusive
spectra for p, d, and t. The matrix of target-
projectile combinations which we have studied is
shown in Table I. The m' results for one case
have already been presented, "and the rest of the
g' data will be appearing in a subsequent paper,
as well as the multiplicity-selected p, d, and f,

data.

II. EXPERIMENTAL TECHNIQUES

The scattering chamber is shown in Fig. 1. It
consists of a one meter diameter sphere of alumi-
num made with 3-mm-thick walls. The beams
used and their energies are listed in Table I. The
energies have been corrected for degradation in
the windows and air gap upstream of the scatter-
ing chamber. The beam spot size was about 1 cm
high by 1.5 cm wide. The targets were 2.5 cm
high by 5 cm wide with thicknesses which are also
listed in Table I. The targets were placed at 45'
with respect to the beam. The Ca targets was al-
ways protected in an argon atmosphere until the
chamber was evacuated. All the targets were sup-
ported on their edges with 1 mg/cm' Mylar film in
a plastic frame. Blank measurements were made
when necessary with the Mylar and frame in place.

A. Detector systems

J. ultiplicity array

The multiplicity array, just outside the scatter-
ing chamber, consisted of 80 plastic scintillator
paddies as shown in Fig. 1. The paddies were
6.4 mm thick and were arranged in four azimuthal
rings covering the laboratory polar angles indi-
cated in Fig. 2. Ring A consisted of 16 paddies,
each covering 15' of azimuth. Rings 8 and C
both had 30 paddies, each covering 10 in azimuth.
Ring D consisted of four paddies placed at back-
ward angles in the horizontal plane. The fraction
of the azimuth covered by each ring is also indi-
cated in Fig. 2. The coverage of the three for-
ward rings was incomplete in order to avoid hav-
ing paddies shadowed by the flanges of the scatter-
ing chamber. Each paddle was connected by a 15-
cm light guide to a 5-cm-diam photomultiplier

TABLE I. The combinations of target, projectile, and bombarding energy which were
studied. The target thicknesses are indicated in parentheses.

projectile
Energy

(MeV/nucl)
Al

0.09)

Targets (mg/cm2)
Ca Ag Au

(200) O.85} (196)
U

(200)

p
4He

40Ar

1041
399

1049
241
393

1045
2095

388
1042

X

X
X
X
X
X
X
X
X
X
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FIG. 1. Schematic diagram of the scattering chamber,
teles cope, and associated multiplicity array. Also
shown are the beam ionization chamber and the beam
scintillation counters used for calibration.

I5Qp. rn

FIG. 3. Schematic diagram of the telescope with the
thickness of the detectors indicated. The other dimen-
sions are given in Table II. The germanium detectors
were isolated in a liquid nitrogen cryostat, while the
silicon detectors were on a refrigerated mount.

tube. A red-light emitting diode (LED type MV50)
was attached with a small air gap to the base of
each light guide and pulsed at a slow rate during
the experiment to monitor gain stability.
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FIG. 2. Sensitivity of the tag counter array shown on
a transverse momentum versus rapidity diagram. The
lines are drawn at the polar angles which define the
edges of the rings. The percentages indicate the per-
cent of the azimuth covered by each ring. The low-ener-
gy cutoff for protons and light nuclei due to the thickness
of the chamber wall is indicated.

2. Telescope

The special 4E-E-E„,detector system showp
in Fig. 3 was developed to measure stopped par-
ticles up to a proton energy of 200 MeV. The AE
detectors consisted of a 150 pm Si(P) and a 5-mm
Si(Li). The latter was constructed with a guard
ring which surrounded the periphery of its active
area. The guard ring was employed to improve the

edge field of the detector and it also served as an
anticoincidence collimator. The dead layer at the
back of this detector was measured to be 25 p, m
using 'O'Am alpha particles. The rejection detec-
tor Z„& was a large area Si(Li). All three detec-
tors were cooled to -30 C by an external circu-
lating refrigerated bath.

Intrinsic germanium detectors were developed
for E counters and were aligned so that the parti-
cles entered the crystal perpendicular to their
field lines. This arrangement allowed the use of
only two individual germanium crystals to obtain
an E thickness of 70 mm. Thus, in contrast to
normal entry systems which would need about
seven counters, the disturbing effects of dead
layer in the entrance and exit window of each in-
dividual counter were very much reduced. The
side entry, however, required sophisticated pro-
cedures in the fabrication of the counters (i.e. ,
proper crystal orientation) in order to guarantee
a uniform thickness of the dead layer across the
width of the counter. The side-entry dead-layer
thickness at the entrance of the first germanium
detector was made as small as 4 pm, measured by
absorption of 60 keV gammas from "Am. Both
counters had a Li-diffused n contact and a "j3'
implanted p' contact. The dimensions are given
in Table II.

The counters required high vacuum and ultra-
clean environment. A special cryostat was built
nearly completely out of aluminum in order to
avoid long-lived radioactivity induced by the beam
halo. It contained a —,

' liter liquid nitrogen reser-
voir which cooled the counters as well as a mole-
cular sieve acting as a cryopump. The Dewar
was constructed with about 15 layers of "super
insulation" and had a boil off rate of only 1 liter/20
hours. Vfhen the cryostat with detectors was
mounted inside the vacuum of the scattering



1324 A. SANDOVAL et al. 21

TABLE G. The detector characteristics.

Thee
Thick
(mm)

Widt
(mm)

Max.
height
(mm)

Volume
(cm3)

Lower
level
(MeV)

Upper
level

(MeV)

Telescope

E2
E3
g4
g5
Monitor
b,E

si(p)
Si(Li)
Ge
Ge
Si(Li)

Si(P)
si(p)
Si(p)

0.150
5.0

27
43.5
1

- 0.120
0.356
0.360

3
5

12.2
15.1
20

10
10
10

13
15
39
51.4

10
10
10

11.8
29.5

0.25
1.5

10
10
0.5

5
1
0.5

6
32

230
230

12
25

chamber, the liquid nitrogen was fed through a
flexible stainless steel bellows from the outside
of the scattering chamber. The experiment was
stopped every 10 hours for 10 minutes for the
filling procedure. The entrance windows and two
side windows used for tests with radioactive
sources were made of 0.025 mm Havar whereas the
exit window facing towards the E„,counter was
made of 0.4 mm aluminum.

identification

The telescope was also used to measure positive
pions. %hen a g stops in the germanium detec-
tors it is captured in a nucleus and the resultant
nuclear disintegration destroys the kinetic energy
information. However, a stopped p' undergoes
the following decays:

+V~

e +p+P.

The z' decay is short compared to our amplifier
time constants and thus the 4.2 MeV of the p,

' is
added to the pion energy signal. However, the
p.

' is long lived enough so that we may observe
a delayed coincidence between the stopped 7r' and
the emitted e'. The positrons have a maximum
energy of 53 MeV. and a spectral shape given by
2sv'(3 -2'), where m is the positron energy di-
vided by its maximum energy. This spectral
shape is zero at zero energy, peaks at the maxi-
mum energy, and has an average of 3V MeV. Thus
there is a very good chance of detecting these
positrons as they escape from the germanium.
By observing this. delayed coincidence with a 2.2
p, s mean life, in conjunction with the bE and E
signals, we have been able to sensitively identify
the positive pions. This detection method is par-
ticularly useful for low-energy pions because it
allows, due to its compact geometry, the use of a

small flight path between target and detector.
Therefore, the corrections for z' decaying in flight
are much smaller than in magnetic systems.

4. Monitor telescope

A monitor telescope was attached to the inside
cover of the scattering chamber at 90 to the beam
and 45 above the horizontal plane. Its purpose
was to monitor alpha particles from the target
between 13 and 30 MeV, which, for a uranium
target, encompasses the peak of the evaporation
spectrum. The dimensions of the detectors are
given in Table II. The telescope was collimated
to 8x 8 mm and was 22 cm from the target. The
monitor telescope served as a cheek on the beam
intensities deduced from the beam monitor ioni-
zation chamber described in the next section.

B. Normalization

For the new data presented in this paper it was
decided to obtain a new and completely indepen-
dent method for normalizing the cross sections
based on solid angle measurements and counting
of particles in the beam. The beam monitor was
an ionization chamber which was calibrated by the
method to be described, with scintillation counters
placed as shown in Fig. 1.

I

1. Ionization chamber calibration

The parallel plate ionization chamber was filled
with argon gas at 800 Torr and contained 11 foils
of 0.006-mm Al spaced 3.2 mm apart, with 0.13-
mm Al windows. The chamber was operated at
+ 150 V, which was the midpoint of a 200-V pla- .

teau. The charge collected from the ionization
chamber was integrated for each beam burst on
known capacitors by an electrometer.

The first scintillation counter downstream con-
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sisted of a 6.4-mm-thick paddle. This was fol-
lowed by a beam sampling scintillator" which
consisted of a 6.4-mm-thick Lucite paddle con-
taining scintillation fibers placed in holes drilled
parallel to the beam. The fibers were 1 mm in
diameter, placed 5.1 mm apart, so that 6V6 fibers
were necessary to cover an area 12.V cm by 12.V
cm. Both paddies were mounted on RCA 85V5
photomultipliers with bases designed for high
rates and connected to MECL III discriminators
and fast scalers. At low beam rates the ratio of
the sampling scintillator to the normal scintillator
was determined to be 2.8%, and then' the ratio of
the ionization chamber to the sampling scintillator
was determined at beam rates which varied up to
a maximum of 10' particles/sec, above which the
phototube on the sampling scintillator saturated.
The pulse height spectrum of the sampling sci.n-
tillator contained some tailing below the peak and
thus its efficiency was slightly dependent upon the
discriminator setting. However, in the final cali-
bration of the ionization chamber relative to the
normal scintillator this factor exactly canceled
out.

The results for the calibration of the ionization
chamber with two beam energies of Ne and one of
Ar are shown in Fig. 4. The abscissa is the theo-
retical dE/dx of the beam, taken as Z' times the
dE/dx of a proton with the same velocity. " The
straight line through the origin, whose slope was

320
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FIG. 4. The ionization chamber calibration curve.

The collected charge per incident particle is plotted
versus the theoretical rate of energy loss of the par-
ticle.

determined to about 6%, was taken as the experi-
mental ionization chamber calibration. One can
also estimate the calibration from first principles,
knowing the dimensions of the ionization chamber,
the size of the integrating capacitor, and the value
q =26.4 eV/ion-pair" for Ar gas. The. experimen-
tal slope is 81/0 of this calculated slope, which is
probably due to the fact that the calculated slope
assumes no losses of charge anywhere in the
system. It should also be noted that the Ar point
does not 'lie below the line, which would be the
case of the ionization chamber suffered from in-
complete charge collection at high ionization
density.

2. Solid ungles

The solid angle of the telescope was determined
from the active area of the detector and the target
to detector distance. As described in the elec-
tronics section below, either of two coincidence
requirements triggered the recording of an event,
thus forming "thin" and "thick" telescope events.
Detectors El and E2 formed the thin telescope
and its solid angle was defined by El. Detectors
E2, E3, and E4 formed the thick telescope, with
E2 defining the solid angle. The active areas of
EI and F2 were determined by means of a cali-
brated ' 'Am alpha particle source. From these
measurements the solid angles were determined
to be 0.55 msr+2% for E1 and 0.85 msr+4% for
E2, yielding a solid angle ratio (thick/thin) of
1.54+ 4.5%. Since E2 was 5 mm thick with a
guard ring, the method of determining the active
area as described above may have an inherent
error due to the short range of the alpha parti-
cles used. In order to avoid such an error, the
solid angle ratio was also determined from the

p, d, and t data themselves as a function of en-
ergy. The mean solid angle ratio obtained was
1.54 with an average deviation of 3.3% for each
measurement. This agrees with the ratio deter-
mined by the alpha source.

3. Old dutu

It is believed that the normalization of the new
data is accurate to 20%. However, when com-
paring with the old data, ' it was found that the
old data for protons from 250 and 400 MeV/nu-
cleon ' Ne on U were high by factors of about 2.4,
and about 30% more at the most forward angle.
The old data had been normalized by the following
very indirect procedure. They were first nor-
malized to lower-energy fragment data in the
evaporation region by means of a graphical ex-
trapolation, which was necessary because the two
sets of data did not overlap in the energy ranges
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covered. These data for incident heavy ions were
then normalized to data for incident high-energy
protons, "assuming that the beam monitoring ion
chamber response was linear with dE/dx. The
data for high-energy protons on a U-target had
been normalized by integrating the spectra for
the emitted VBe fragments over both energy and
angle and comparing to the radiochemically mea-
sured 'Be production cross section. This in turn
had been determined in a stacked-foil irradiation
relative to the yield of 'Be from an Al target,
which had been determined relative to the yield
of "C from a C target. This last activation cross
section had been determined by counting protons
in a beam. The weakest step in this long chain
was probably the graphical extrapolation mentioned
first. The additional discrepancy at the most for-
ward angle is now known to be due to improper
background subtraction caused by not measuring
the blank using the target frame and Mylar sup-
port. Such measurements have been done with the
new data, and, in addition, improvements in the
beam line have greatly reduced the background at
forward angles.

We must emphasize that we have much more
confidence in the new data. The old p, d, and t
data are superseded by the present data and the
old "He data have been corrected and will be
presented below. Our previous paper' also pre-
sented data for 'He to "Be fragments in the low-
energy region of 0.5-8 MeV/nucleon and Li to 0
fragments at higher energies. We believe these
data to be correct because they did not depend
upon the graphical extrapolation.

C. Electronics

A block diagram of the electronics is shown in
Fig. 5. Fast (40 ns) coincidences were required
between E2 and El (called thin) or between E2 and
one of the germaniums (called thick). The timing
was set by the time of the E2 pulse. Pile-up re-
jectors were used on El-E4. On the slow side,
single channel analyzers were used with the sett-
ings shown in Table H. The constant fraction dis-
criminators were always set below these lower
levels. A slow coincidence of either the thin or
thick types generated the master logic signal.
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FIG. 5. An electronic block diagram. PA= pre-amplifier, FA= fast amplifier, LA= linear amplifier, CFD= constant
fraction discriminator, SCA= single channel analyzer, LG and 8= linear gate and stretcher, TAC=time-to-amplitude
converter, PI= analog particle identifier, and ADC= analog-to-digital converter.
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The logic of the monitor telescope was similar
and the linear signals from it were mixed with
those from the germanium telescope before going
to those of the analog-to-digital converter (ADC).
Bits were set in the computer by means of a
CAMAC interface for the guard ring and E„,de-
tectors, the pile-up rejectors, the thin and thick
coincidences, the monitor telescope, and the pul-
ser triggers.

The busy signal was generated by combining
the fast coincidence, master, and ADC busy
pulses, first stretching the fast coincidence so
that it would overlap the beginning of the master,
and stretching the master so that it would overlap
the beginning of the ADC busy. However, the
fast coincidence was delayed a few nanoseconds
so that the final busy signal would not inhibit the
fast coincidence which generated it. This fast
coincidence acted as the CAMAC gate. The
CAMAC clear was generated on the trailing edge
of the busy.

The pion tag logic was used to record the time
between the stopped positive pion and the delayed
positron emission. The germanium signals were
combined and sent to a separate constant fraction
discriminator set at 1 MeV. The output was in-
hibited for the first 100 ns after a thick coinci-
dence, but then could produce an e' tag signal.
This was delayed by 1 p, s and used to stop the e'
time-to-amplitude converter, which recorded
delayed coincidences in the range of 1-8 p, s.

For the scintillation counter array, the signals
from the 80 photomultipliers were sent to CAMAC
discriminators. The discriminators were set at
100 mV and the tube high voltages were adjusted
to put the pulses from the 1 MeV electrons of a
"'Bi source at this voltage. The CAMAC gate,
which was generated by the telescope fast coinci-
dence, was 25 ns wide.

Electronic pulsers were used to feed signals to
all the detectors. The pulser trigger was derived
from the E„,detector of the monitor telescope.
It was scaled down by an appropriate factor and
delayed 4 p, s before triggering the pulsers. Be-
cause the pulsers were triggered at a rate propor-
tional to the beam intensity they could be used to
determine the system dead time. For the Si and
Ge detectors the pulser coupling capacitors were
adjusted to give an energy calibration based on p

values of 3.61 eV/ion-pair for Si and 2.96 eV/ion-
pair for Ge. The light-emitting diodes on the
scintillation counters were fired by an 80-output
avalanche pulser triggered in the same way. How-
ever, this trigger was turned off every other beam
burst by a relay in order to measure the acciden-
tal rate (trigger off) and dead time (trigger on)
in the scintiQator array.

D. Data reduction

1. Differential cross sections

The raw data were stored event by event on
magnetic tape, each event consisting of the 8
pulse heights indicated in Fig. 5, .the 80 bits of the
tag array, and 16 logic bits. The events were
sorted according to the type of particle (v, p, d, f)
by placing tight polygonal windows defined by 10
points in the plot of the energies in each pair of
contiguous detectors which the particle traversed.
In addition a more generous window was placed in
.the E2-E„,plane to suppress the contamination
of punch through heavy particles.

For particles stopping in E2 the defining solid
angle was that of El and the E2 guard ring bit
was not used. For particles stopping in E3 or E4
the E2 guard ring bit was used in an anticoinci-
dence mode to better define the E2 solid angle.
The measured total energy of the particle was
corrected for the energy loss in half the target
thickness, taking an average angle of 10' with re-
spect to the normal to the target. Corrections
were also made for the following inactive ma-
terial, if the particle traversed it: 25 p, m dead
layer at the back of E2, 25 p. m Havar window at
the entrance of the germanium cryostat, and 380
pm dead layer between the two germaniums. For
each run and type of particle a new file of event
by event data was created consisting of the parti-
cle's energy and the bits and multiplicities of the
triggered paddies in the four rings of the tag ar-
ray. Double differential cross sections with or
without multiplicity gating were constructed from
energy histograms of these data.

2. Correction factors

To these normalized histograms, corrections
were applied for the loss of particles due to re-
actions while stopping and for scattering out from
the detectors.

The fraction of reaction loss for protons in the
germanium counters was taken from the litera-
ture. ""For deuterons and tritons there are no
experimental data for the reaction probability of
the relevant energies. Thus, an integration was
done using range energy tables and reaction cross
sections calculated with the equations

o'~(E) = vR'[1 —Z,Z, e'/(ER)],

R =1.43(A ' '+A ' ') fm.

Above 30 MeV for deuterons and 50 MeV for tri-
tons, constant values for O„were used equal to the
values calculated at these energies. The ger-
manium detectors were subdivided in slices with

n, atoms/cm' in slice i. For a given particle en-
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ergy E, the mean energy in slice i, E,- was de-
termined from range-energy tables. The effi-
ciency, defined as one minus the fraction lost,
was then given by

exp — pg 0'~ E.

Estimated errors in the reaction-loss correction
are 10% for protons, "and 20/0 for deuterons and
tritons. In Fig. 6(a) is shown the correction used
for the reaction loss of protons in the detector.

The scattering-out correction for protons was
estimated with a Monte Carlo calculation using the
program ANGLE. The irregular shape of each of
the germanium counters was approximated by
three rectangular slabs which conserved the
volume of the detector. A scattered-out particle
is defined- as one leaving the detector with enough
energy so as to be thrown out of the polygonal
window used for particle identification. The curve
for the efficiency, defined as one minus the frac-
tion of scattered-out protons, is shown in Fig.
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FIG. 6. (a) The efficiency of the telescope for protons
dug to reaction loss, scattering out, and the combination
of both. (b) The efficiencies used for protons, deuter-
ons, and tritons.

6(a). The program ANGLE also calculated the maxi-
mum fraction scattered out for deuterons. to be
8.4% at 250 MeV, and for tritons to be 4.6% at,

300 MeV. The scattering-out correction for these
particles was taken from the proton curve as a
function of range, normalized to these maximum
values. Figure 6(b) shows the efficiencies used
for all three particles.

In addition the dead layers caused a drop in
yield at the energy. corresponding to particles
stopping in the dead layer, and a pile-up of yield
just below this energy. For the dead layer be-
tween E3 and E4 this feature in the data was
smoothed out while con'serving yield by a three
point interpolation. For the Bead layer between
E2 and E3 a simple logarithmic interpolation was
used.

3. Summed nucleonic churges

The light composite particles (d, t, 'He, and 4He)
have considerable yields compared to protons and
are not included in any theoretical predictions so
far, except for the thermodynamic model. ' All
other models, such as hydrodynamic or cascade
models, calculate yields without taking into account
the coalescence of nucleons into composite parti-
cles. Therefore we have attempted to sum the
nucleonic charges emitted at each angle and velo-
city with the equation

Qz, d'ag/[dlZ/A)do].

For the purpose of this summing we extrapo-
lated the d and t data out to an energy/nucleon
corresponding to the maximum proton energy.
This extrapolation was done logarithmically, using
the data between 40% and 95% of the maximum
energy measured. An arbitrary error of a 40/o
was assigned to the extrapolated data for the pur-
pose of estimating its contribution to the error on
the summed charges. In a few cases the statistical
accuracy of the data upon which the extrapolation
was based was poor. For these cases (898 MeV/
nucl. "Ne+ Al - f, 1042 MeV/nucl. 4'A r + Ca, - t,
1045 MeV/nucl. '0Ne+U-t, 1041 MeV/nucl.
p+ U- d, t, 2095 MeV/nucl 'ONe+ U.- f) the extra-
polations should not be trusted. However, their
maximum contribution to the summed charges
was only 15%. Also, although deuteron and tri-
ton data were measured down to energies per
nucleon lower than the protons, and were some-
times used in making the extrapolations, they
are not presented in the data tables below the
lowest proton energy.

The isotopes 'He and 'He were not measured in
this experiment. However, in order to estimate
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their contribution to the summed charges, our
previous data' for the He isotopes from 250, 400,
and 2100 MeV/nucleon "Ne plus U have been
corr ected and renormalized. Multiple scattering
corrections for the old Si-plastic telescope were
done, using the program ANGLE. " The fractions
scattered out were 16% for 'He and 19% for «He at
their maximum energies of 100 MeV/nucleon. The
reaction-loss corrections were calculated as de-
scribed above and amounted to only 2% and 3% for
'He and 'He at their Inaximum energies. The old
data were normalized to the new data by means of
the triton spectra which were measured in both
experiments. However, the He data were not mea-
sured at 20' at 250 and 400 MeV/nucleon, nor be-
low a fragment energy of 30 MeV/nucleon. The
data were extended down to 15 MeV/nucleon by a
logarithmic extrapolation.

4. Nultiplicity from single-particle inclusive data

Another interesting quantity which can be ob-
tained from our telescope data is (M )„ the aver-
age multiplicity of charged particles per reaction
in the region S of momentum space. This quantity
is obtained from the measured single-particle in-
clusive cross section d'o, /dp' by the relation

chamber produce a lower-energy threshold for
the multiplicity array of approximately 25 MeV/
nucleon (E, & 10 MeV, E~& 25 MeV, E«&34 MeV,
E, &40 MeV, E,„&88 MeV, E, &100 MeV); (2}
the multiplicity array does not cover the full 4p
solid angle surrounding the target; (3) it is not
possible to determine the simultaneous passage
of more than one particle through a given scin-
tillator ("coincidence summing "}; and (4) the
photomultipliers are subject to dead time and
accidental firing. The first three of these effects,
of course, tend to reduce the observed multipli-
city compared to the real multiplicity.

As described earlier, the accidental rate and
dead time in the multiplicity array were deter-
mined empirically using light-emitting diodes
(LED's) fired in alternate beam bursts by an 80-
output avalanche pulser. The relation between
the probability that j scintillators have true events,
R&, and the probability that i coincidences are
observed, K, , is given by

K, =fC,.~R~,

with

pk 1 p
N" j-k j- j+k

If the E„,anticoincidence restriction is lifted in
the data processing, the detector telescope can be
used as a counter for all charged particles which
reach or pass through E2. This corresponds to a
lower-energy threshold of approximately 30 MeV/
nucleon. For the angular dependence of the cross
section it is necessary to interpolate between and
extrapolate beyond the angles of our measure-
ments. Although extrapolation of our measure-
ments into the kinematic region beyond 150' la-
boratory angle is probably reliable, the prepon-
derance of charged particles at forward angles
makes extrapolation to angles less than 10' quite
uncertain. This means that the region S within
which we can determine (M), is effectively E&30
MeV/nucleon and g„b&10 .

5. Associated multiplicities

The multiplicity array allows us to obtain mea-
surements of the number of charged particles as-
sociated with events producing low-energy light
fragments (v, p, d, f) which are detected in the tele-
scope at angles between 20 and 150 with respect
to the beam direction. For several reasons, how-
ever, we do not obtain a direct measurement of
the total associated charge-particle multiplicity:
(1) The 3-mm-thick aluminum walls of the vacuum

(N-j} / j
x 1-&)' 'I

k j (j—i+kgb
'

where p and q are the accidental and dead time
probabilities, respectively, which are assumed
to be the same for all scintillators. For beam
bursts in which the LED's are triggered, R„=1
and R,-,„=0for those events tagged as being LED
events.

Thus,

KÃ

(NK~ +K~,)

Similarly, for beam bursts when the LED's are
off Rp = 1 and Rggp 0 Thus,

K~
(NKO+ K~)

Once p and q are determined in this manner, ex-
pression (1) can be inverted for the non-LED
events to obtain the true j-fold coincidence rates
R,'

The effect of the coincidence summing has been
considered in several recent papers concerned
with y-ray multiplicity measurements. ~' If
one assumes that each detector has the same ef-
fic iency 0, and that the emission of particles is
uncorrelated and isotropic, it can be shown"~4
that the probability that m particles are detected
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in N detectors when M are emitted is

where 8j ' are Stirling numbers of the second
kind. 4' Of course, in relativistic heavy-ion colli-
sions, events of various multiplicities M can re-
sult. If the probability for having an event of mul-
tiplicity M is P„, then the observed m-fold coinci-
dence rate in N detectors of equal efficiency 0 is

= QA )(N) —.
, %, , (2)

where

and

(M}
%j= P~ . ) j!.j N(~

Then it can be shown that

j+m ' gjs(m)cgm!
ts jf j j'

But then, bythe properties of Stirling numbers, "
S(j)

5!l Q( 1)y+m. m l.
m=j

where the S'j' are Stirling numbers of the first
kind. In the special case of the first moment
(average multiplicity (M)), this reduces to

(M) Q m

, m' (4a}

It should be noted that two main. conditions are
required to use these analysis techniques for tak-
ing into account the effects of accidental firing,
dead time, missing solid angle, and coincidence
summing: (1}the particle emission should be

The quantities %j are sometimes referred to as
the "pseudo-moments" of the multiplicity distribu-
tion P„. Thus, although the existence of coinci-
dence summing and the missing solid angle pre-
vent us from exactly measuring the multiplicity
distribution, the inversion of Eq. (2) allows us to
obtain, in principle, pseudo-moments of this dis-
tribution from the observed m-fold coincidence
rates R . A particularly convenient means of per-
forming this inversion is to construct the quan-
titjes42 44

( k) (N)
B = R~

uncorrelated and isotropic, and (2) the scintilla-
tor efficiencies should be equal. For the present
apparatus, neither of these conditions is satisfied
for all the scintillators. However, since for all
heavy-ion induced reactions considered we have
observed no strong azimuthal correlation in par-
ticle emission, it is not unreasonable to apply
these techniques separately to each azimuthal
ring. (The proton-induced reaction which we
studied, p+ U at 1.05 GeV/nucleon, is an excep-
tion, since significant azimuthal correlation func-
tions were observed in this case. ) We have there-
fore applied Eqs. (1), (3), and (4) to each ring
separately, with 0 chosen to be the fraction of the
ring subtended by each scintillator. The correc-
tions to the average multiplicity due to coincidence
summing were typically 5-10/q, but were as large
as 30/0 for rings 8 and C in the worst cases (Ar
+ U at 1.05 GeV/nucleon and Ne+ U at 2.1 GeV/
nucleon}.

This leaves the problem of combining the re-
sults for each ring to obtain information about the
total multiplicity distribution. A straightforward
solution to this problem is obtained if we assume
no correlations between particle emission into
different rings. Since, this is a rather stringent
assumption, particularly combined with the other
assumptions which have been made, the signifi-
cance of higher-order moments obtained by using
it is suspect. Hence, we have decided only to
attempt to extract the average multiplicities in
this way. In the absence of correlations, the
cross section for a k-particle event is propor-
tional to the product of k single-particle cross
sections. Then if one divides the full momentum
space into a set of n segments, with (M),. being
the average multiplicity in the ith segment, then

(5)

where

f„, =dp
space dp

Here do'/dp is the single-particle inclusive cross
section and s, the region of momentum space
spanned in segment i. That is, in the absence of
correlations the average multiplicity in segment
i is equal to the average total multiplicity weighted
by the fraction of the total particle flux emitted
into segment i Since Z. ,a, f,= 1, this can be re-
written

Or if, as in our case, the segments correspond to
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different regions of solid angle

&* nQ,.=(m&,
aQ,.

and in the limit 60, -0,
t"' &dQ=(M&.

dQ (6a)

6. Azimuthal correlations

Some information concerning two-particle azi-
muthal correlations can be obtained from the de-
pendence of the coincidence rate in the scintilla-
tors as a function of the azimuthal angle P with
respect to the plane of the telescope (see Fig. 7).

Two further approximations are required in us-
ing Eq. (6). Since the azimuthal rings of our ap-
paratus do not cover the full space surrounding
the target, we are forced to estimate the average
multiplicity in other regions by interpolating be-
tween and extrapolating beyond the rings. This
was done by assuming that d(M&/dQ has a logarith-
mic dependence on cos8, the slope and intercept
being determined by the two neighboring rings to
the region of interest. Because the average mul-
tiplicity appears to have a complicated dependence
at forward angles, extrapolation into this region
is quite uncertain. Thus, we only quote the aver-
age multiplicity for 8 &9 with, of course, E~ 25
MeV/nucleon. The increase in calculated aver-
age multiplicity resulting from making a logarith-
mic extrapolation to 0' is typically 5% or less but
for some cases (e.g. , Ne+ Al at 400 MeV/nucleon
or Ar+ Ca at 0.4 and 1.05 GeV/nucleon) is as high
as 10%. Finally, we have ignored the shadowing
of the scintillators due to the apparatus inside the
chamber. This appears to be minimal for tele-
scope angles of 90 and beyond. Thus, for the
most part we have based our conclusions on data
satisfying this condition.

The dependence of this correlation on the polar
angle of the scintillator ring (8„) and that of the
telescope (8r) can be investigated. A convenient
correlation function which can be used" is

a'

dA~ dQ~

where the uncorrelated contribution
(1/o')do/dQada/dQr to the coincidence rate
(1/o)d'o/(dQadQr) has been removed and then
the magnitude is expressed as a fraction of the
uncorrelated contribution. %e are concerned here
more with comparing the results for different
projectile-target combinations. Thus, for sim-
plicity (since the singles rate for the scintillators
was not measured and can only be deduced ap-
proximately from the single-particle inclusive
cross sections measured in the telescope) we have
assumed that

1 da da d'a'
a' d~ d&~ dQ~dA~

where the averaging has been taken over $. Hence,
we can define an approximate or "quasi-R-func-
tion" as

d a'

dQ~Q, (~)
R(8a, 8r, Q) =

dAzdA ~

HI. RESULTS

A. Data tables

An example of one page of .data is presented in
Table III. The laboratory differential cross sec-
tions have units of millibarns per MeV per nucleon
and per steradian. To obtain cross sections with
units of energy one may use the equation

FIG. 7. Diagram of the angles involved in the azi-
muthal correlation. The plane is defined by the beam
and the telescope. The telescope is at the polar angle
e& and defines the zero of the azimuthal angle Q. The
polar angles of a scintillator ring are given by 8&.

The invariant cross section may be obtained by

(1 d'a
i( p dEdQ

In addition to the statistical errors which are
, shown, there is an error in the absolute normali-
zation of + 20% which must be added. The ener-
gies listed are the mean energies of the bins.
Data preceded by an asterisk are interpolated
and those preceded by a dagger are extrapolated,
as described above. The last column contains an
estimate of the summed nucleonic charges. The
contributions of the extrapolated cross sections
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may be seen by comparing this column to the pre-
ceding column which does not contain the extra-
polated cross sections. For most cases the angles
measured were 30, 50, VO, 96, 110', 130, and
150 . In some cases 20' was also measured. For
the Au target only four angles are presented, but
for the case of 1.04 GeV/nucleon ' Ne on U, mea-
surements were made every 10' from 30' to 150'.

The complete set of data tables (116 pages} may
be obtained from the Physics Auxiliary Publication
Service. 4'

B. Single particle inclusive

10
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Typical sets of double differential cross sec-
tions for protons and deuterons are shown in Figs.
8 and 9. These are the inclusive cross sections;
the multiplicity-selected results will be presented
in a later paper. The gap in the proton data at 120
MeV is due to the dead layer between the two
pieces of germanium in the telescope. Toward
lower energies the angular distributions become
more isotropic, crowding the data together. These
same data are transformed to graphs of invariant
cross section versus momentum in Figs. 10and11.
Because one divides by momentum to obtain the
invariant cross section, the curves fall off faster
with increasing momentum. Also, when one plots
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against momentum, the thin telescope region oc-
cupies a greater fraction of the abscissa.

Nagamiya et al. 'o have made similar measure-
ments using a magnetic spectrometer, which

FIG. 9. Laboratary deuteron inclusive cross sections
for the reaction of 1.04 GeV/nucleon 4oAr on a Ca target.
In the thin telescope region the data for only the extreme
angles are shown.
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FIG. 8. Laboratory proton-inclusive cross sections
for the reaction of 1.04 GeV/nucleon Ar an a Ca tar-
get. In the thin telescope region only the most forward
and backward angles are shown for clarity. The data
for all the other angles fall between these extremes.

FIG. 10. Proton-inclusive invariant crass sections
plotted versus laboratory momentum for the reaction of
1.04 QeV/nucleon 4~Ar on a Ca target. In the thin tele-
scope region the data for only the extreme angles are
shown.
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FIG. 11., Deuteron inclusive invariant cross sections
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1.04 GeV/nucleon Ar on a Ca target. In the thin tele-
scope region the data for only the extreme angles are
shown.
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allowed them to make measurements extending to
much higher particle momenta, typically up to
2 GeV/c. Unfortunately, there are no target-pro-
jectile energy combinations where an exact com-
parison of the two sets of data can be made. %'ith

400 MeV/nucleon ' Ne ions our proton cross sec-
tions from U are only about 10% higher than from
Au. The Nagamiya et al. proton cross sections
from Pb in the region of 500 to 600 MeV/c are
about 35% lower than ours from Au. We be!ieve
this is approximately within. our combined nor-
malization errors. Below about 400 MeV/c,
their data deviate more, presumably because of
multiple scattering losses in their magnetic spec-
trometer at the lower end of their range of ob-
servation.

The summed nucleonic charges are presented
in the data tables. Figure 12 shows how the va-
rious particles contribute to this sum. The pro-
ton contribution approaches 100% only for high
energies at large angles. At low energies at for-
ward angles it drops as low as 25%. The frac-
tional contribution of the deuterons first rises
with deuteron energy, simply because the con-
tributions of the other particles are falling faster
than the deuteron. At high deuteron energy,

FIG. 12. The contribution of the protons and compo-
site particles to the summed nucleonic charges, for
393 MeV/nucleon Ne plus U. The percent contribution
as a function of particle energy is shown at laboratory
angles of 30' on the top and 90' on the bottom. The lines
are dashed when based on extrapolated data. The verti-
cal scale for the protons is compressed by a factor of
2 and shown on the right.

especially at back angles, the deuteron contribu-
tion falls off. It can be seen that the heavier the
fragment, the faster the falloff with energy, but
that t, 'He, and He aQ make comparable contri-
butions. It is doubtful that still heavier frag-
ments would make any significant contribution in
this energy range. For the two other cases where
we have He fragment data, 241 and 2095 MeV/nu-
cleon ' Ne on U, the relative contributions of the
various particles is very similar to that shown in
Fig. 12. The variation with angle is shown in more
detail in Fig. 13. Except for low-energy deute-
rons, the fractional contribution of the composite
particles falls off at large angles, especially for
high-energy particles. If we think in terms of the
coalescence model, ' ' it appears that the proton
yield is appreciably depleted by the formation of
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FIG. 14. Schematic plot of contours of constant invar-
iant cross section versus rapidity and perpendicular
momentum divided by the mass of the particle. The
symbol E in the definition of rapidity represents total
energy, not kinetic energy, as in the double differential
cross section. The symbols p and P represent momen-
tum and velocity in units of c. The laboratory rapidity
is defines as zero. The case illustrated is for projectile
rapidity of 0.9 which corresponds to 400 MeV/nucleon.
The contours are drawn for momentum steps of 100
MeV/c.
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FIG. 13. The percent contribution of the protons and
composite particles to the nucleonic charges as a func-
tion of laboratory angle, for low-energy particles (33
MeV/nucleon) on the top, and high energy particles
(93 MeV/nucleon) on the bottom. The vertical scale for
the protons is compressed by, a factor of 2 and is shown
on the right.

composite particles. In fact, at low energies and
forward angles the deuteron yield is depleted by
the heavier composites.

Fitting the data with coalescence theory was at-
tempted. However, with the present accurate data
it was found that p„ the radius of the coalescence
volume in momentum space, was not constant with
fragment energy. This is not surprising in view of
the high density of particles in momentum space,
and of the fact that the theory which we have been
using assumes a low density approximation.

An informative way to present' inclusive data is
to make a contour plot, as illustrated schematically
in Fig. 14. The abscissa-is the rapidity, which is
a velocity-like variable defined in the figure. It
has the property that, in transforming to a moving
system, one simply adds linearly the rapidity of
the moving system. Nonrelativistically it ap-

proaches the velocity parallel to the beam in units
of c. The ordinate is the perpendicular momentum
divided by the mass of the particle. This is a rel-
ativistic invariant which nonrelativistically ap-
proaches the velocity perpendicular to the beam
in units of c. Plotted are contours of constant
invariant cross sections. Such a plot is invariant
with respect to Lorentz transformations, except
for a shift of the rapidity axis. Illustrated are
three sets of contours, each set calculated as-
suming isotropic emission in a moving system.
The contours centered near zero rapidity are
meant to represent particles from the target
spectator, arid those centered near the beam ra-
pidity, the projectile spectator. Contours cen-
tered at an intermediate rapidity and extending
out to high perpendicular momentum are meant
to represent the participants from a fireball-type
system. Notice that at high perpendicular mo-
mentum the contours are no longer circular, but
tend to peak slightly. In the case of an equal mass
target and projectile there must be symmetry about
the mean rapidity of the beam and target. I.ines of
constant laboratory angle are shown in Fig. 2.
Such contour plots as Fig. 14 are a relatively
model-independent way of assessing the va.rious
contributing sources to the experimental data.

An example of such a plot is shown in Fig. 15 for
"Ne on U'. It can be seen that at low momentum
the contours center-near the rapidity of the target,
but at high momentum they tend to center toward
the intermediate rapidity region.

The reaction of "Ar with Ca is very nearly an
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FIG. 17. Contours of constant invariant cross section
for deuterons from the reaction of 388 MeV/nucleon
"Ar with a Ca target.
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FIG. 15. For protons from the reaction of 241 MeV/
nucleon Ne on U, contours of constant invariant cross
section in units of b/(sr GeV2/c) are shown. There are
five logarithmically spaced contours for each decade
which is labeled. The rapidity of the projectile is 0.70.
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equal mass collision because natural Ca is 9'l%
4'Ca. Although Ar has 10% fewer protons than Ca,
we have assumed that the system is symmetric
and that the data can be reflected about the mean
rapidity of the projectile and the target. Thus,
the case of "Ar plus Ca is particularly interesting
because it is possible to examine a relativistic
nuclear collision in its center of mass. An ex-
ample of an "Ar plus Ca system is shown in Fig.
16 for protons and in Fig. 17 for deuterons. The
contours at high perpendicular momentum center
at the mid-rapidity, while the low perpendicular
momentum contours are beginning to pinch into the
projectile and target regions of a peripheral col-
lision. However, for most of the region measured,
the protons appear to originate from the mean
rapidity of target and projectile, which is the cen-
ter of mass of the system and also the center of

the fireball frame for all impact parameters. For
unequal target and projectile masses the velocity
of the fireball frame would depend upon the impact
parameter.

In Fig. 18 we have replotted the data in terms of
the longitudinal momentum in the center of mass
and the perpendicular momentum. Although the
contours appear approximately the same, the axes
are very different. At higher bombarding energies
there is a greater distortion of the contours in
this transformation due to relativistic effects.
From. the graph, momentum spectra in the center
of mass were obtained and are shown in Fig. 19.
The near independence with center-of-mass angle
indicates that there is mainly an isotropic source
at the center of mass. The dropping down of the
low-momentum 90 curve corresponds to the dip
in the contour plot. However, when the projectile
energy is raised to 1.04 GeV/nucleon the situation
is quite different, as seen in Fig. 20. It appears
that, over the region measured, there is approxi-
mate isotropy for high momentum protons, but at
low momentum they are quite strongly forward-
backward peaked in the center of mass, corre-
sponding more closely to isotropy in the target
and projectile frames, as shown already in Fig.
10.
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FIG. 16. Contours of constant invariant cross sec-
tion for protons from the reaction of 388 MeV/nucleon
4aAr with a Ca target. The rapidity of the projectile is
0.88 and the data on the left have been reflected about
the mean rapidity of the target and projectile to produce
the right-hand side of the figure.
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FIG. 18. Contours of constant invariant cross section
versus the center of mass longitudinal momentum and
perpendicular momentum. The data are for protons
from the reaction of 388 MeV/nucleon Ar on a Ca tar-
get and have been reflected about a center of mass angle
of 90'. There are four logarithmically spaced contours
for each decade which is labeled.
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FIG. 19. Invariant cross section versus momentum in
the center of mass for different center of mass angles.
Since symmetry was assumed, the curves also refer to
the supplements of the indicated angles. The data are
for protons from the reaction of 388 MeV/nucleon Ar
on a Ca target.

C. Multiphcitics

The average associated multiplicties were ex-
tracted from the data as described above. %e wiQ
discuss their dependence on the size of the pro-
jectile and target, on the energy of the projectile,
and on the type of triggering particle and its an-
gle.

A convenient parameter for plotting the variation
of multiplicity with target and projectile sizes is
the average number of proton participants calcu-
lated in the clean-cut or fireball geometry.

This is given by'4

wr, '(z,g,"'+S,A,'~')
~(Q &/3++ &f3)2

o t

The numerator consists of the number of protons
in the target times the area of the projectile, plus
the number of protons in the projectile times the
area of the target, while the denominator is the
geometrical reaction cross section. In Fig. 21

0 200 400 600 800 l000
p (MeV/c)

FIG. 20. Invariant cross section versus momentum in
the center of mass for protons from the reaction of 1.04
GeV/nucleon Ohr on a Ca target. The curves also refer
to the supplements of the indicated angles.

the average associated multiplicties observed for
four different projectile energies are shown.
These are the multiplicities associated with a pro-
ton in the thick telescope at 90 to the beam. More
points are plotted than indicated in Table I because
in several cases a small amount of data was taken
only at 90' just to study this relationship. Inter-
estingly, the data are approximately linear as a
function of the average number of proton partici-

250 MeV/nucl. 400 MeV/nucl. 1.05 GeV/nucl 2. 1 GeV/nucl.
60— ,I

P

50-r 4He
~ Ne
g40Ar

40—

&M&
30—

IO

rr
0 I

0 10 20 0 10 20 0 10 20 0 10 20
Average number of proton participants

FIG. 21. The average associated multiplicities ob-
tained from the scintillation paddIes plotted versus the
average number of proton participants calculated in the
clean-cut geometry model. Data from many different
target-projectile combinations are shown at four bom-
barding energies. The lines are drawn through the data.
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pants, even though very different target-projec-
tile combinations are plotted. At 250 MeV/nucleon
the slope is approximately one. However, the lines
increase in slope with bombarding energy and thus
are considerably above the clean-cut geometry
predictions at the higher energies. Let us examine
these slopes for the Ne plus U cases in Fig. 22.
The four circles labeled "from paddies" are the
associated multiplicties at the four bombarding
energies from Fig. 21. Another way to calculate
multiplicities which was described above is from
the telescope data-by taking the total single-par-
ticle cross section divided by the geometric re-
action cross section (squares in Fig. 21). For
Ne on U a reaction cross section of 4.1 b" was
used. The results, which are also plotted, are a
factor of 2 lower than the associated multiplicties
from the paddle array. Clearly, requiring a high-
energy proton at 90 in the telescope biases the
paddle multiplicities to higher values. Quantitative
calculations of this effect' in the fireball framework
have been done by Cecil, Das Gupta, and Mekj ian. '

The curves labeled "fireball" and "firestreak"
were calculated' by integrating the yield of par-
ticles at laboratory angles greater than 10' with
sufficient energy to penetrate the wall of the scat-
tering chamber. These calculations are of mul-
tiplicities (not associated multiplicties) and are
to be compared with the data from single-particle

cross sections. The theoretical curves rise
quickly at low bombarding energy as the particles
obtain sufficient energy to penetrate the wall of
the scattering chamber. They continue to rise at
high bombarding energies because of pion pro-
duction, which is only somewhat compensated for
by composite particle formation. The firestreak
model includes a surface thickness which makes
its multiplicities higher than the fireball. The
fireball geometrical factor for the average num-
ber of proton participants, calculated by Eq. (7),
is indicated by the horizontal line. Although the
gise of the measured average multiplicties with
bombarding energy is predicted by the firestreak
curve we will see that the double differential cross
sections are not fit very well.

A surprising result is observed in Fig. 23 where
the associated multiplicities for all the uranium
target cases are plotted versus the total kinetic
energy (not the energy/nucleon) of the projectiles.
This apparently smooth relationship indicates that
increasing the energy/nucleon of the projectile is
just as important as increasing the mass of the
projectile, as regards the effect on the mean mul-
tiplicities. Also, there appears to be no strong
effect relative to the pion threshold. In fact, not

60
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50— les
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FIG. 22. The average multiplicities for the pe+ U sys-
tems as a function of the projectile energy. Experimen-
tal results from the paddies and the integrated single-
particle cross sections are shown as points. Also indi-
cated are the calculations based on the fireball and
firestreak models, as we11 as the average number of
proton participants from the clean-cut geometrical
model.
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IO 20 30
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40

FIG. 23. Average associated multiplicities plotted
versus the total kinetic energy of various projectiles on
a uranium target. The curve is drawn through the
points.
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only the means, but the observed multiplicity dis-
tributions are the same, as is shown in Fig. 24
for two projectiles with 42 GeV of kinetic energy.

These multiplicity distributions include charged
particles removed from the target, and thus should
be somewhat inversely related to radiochemical
mass yield curves which represent the mass dis-
tribution of the target residues. For mass yield
curves, the importance of the total kinetic energy
has already been pointed out by comparing heavy
ions with protons for the spallation of copper"
and tantalum. '4 For Cu the slopes of the mass
yield curves with incident p, 'He, "C, "N, and' Ar were found" to be a smooth function of the
total kinetic energy. However, above 1 GeV the
mass yield curves are independent of projectile
energy" and therefore the effect is not as striking
as in Fig. 23 where there is a strong energy de-
pendence.

The multiplicities presented so far have been
associated with protons detected in the telescope
at 90' to the beam. There is some dependence
with angle of the telescope, as is shown in Fig.
25. Most of the cases studied exhibited behavior
like the top and bottom curves, with the falloff
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FIG. 25. Average associated multiplicity as a function
of the angle of the proton trigger.

at forward angles most pronounced at the low
bombarding energies. This is consistent with the
effect being due to the low multiplicity peripheral
collisions preferentially populating the low-energy
region at forward angles.

The only curve measured which does not drop
at forward angles is the middle curve in Fig. 25
for the case of 1.0 GeV/nucleon 4'Ar plus Ca. In
fact, it has the opposite trend. %e can examine
this case in more detail in Fig. 26, which is a
contour plot of mean multiplicity. Here we cannot
only see the variation with angle of the trigger
proton, but also with its momentum. One can see
that in the target region, which would be domi-
nated by peripheral collisions, the multiplicity
is low, while as the momentum of the trigger par-
ticle increases, the multiplicity increases.

I I I I I I I I I I I

.8— l.05 GeV/nucl Ar+ Ca~ p
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E 'CL 5
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FIG. 24. Coincidence probability distributions for
1.05 GeV/nucleon OAr and 2.1 GeV/nucleon Ne on a
uranium target. Both projectiles have 42 GeV total ki-
netic energy. The distributions are of the number of the
80 scintillation paddies vrhich fired.

FIG. 26. Contours of constant average associated
multiplicity for the case of 1.05 GeV/nucleon 4 Ar on
Ca as a function of the perpendicular momentum and
rapidity of the trigger proton.
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The variation of multiplicity with the type of
triggering particle as identified in the telescope
is shown in Fig. 27. The lower curve for protons
is the same as the upper curve in Fig. 22. The
multiplicities increase somewhat with the mass
of the trigger particle, but the effect is not dra-
matic. An increase is reasonable because the
higher the multiplicity, the higher the probability
of nucleons coalescing into composite particles.

0.5

D. Correlations

70

20 t
d

P

50—

40—

The azimuth'al correlations of charged particles
in the multiplicity array relative to a proton in the
telescope have been investigated. The angles in-
volved are shown in Fig. 7. The results for 1.0
GeV protons on uranium are shown on the top of
Fig. 28. The peak on the left means that when a
proton is observed in a telescope at 90' to the beam
there is a positive correlation for observing
charged particles on the opposite side of the beam
line at a small angle to the beam. This is what
one would call quasifree scattering and is not all
unreasonable for this case of 1 GeV incident pro-
tons. The peaks in the other two curves at azi-
muthal angles of 180 for larger angles to the
beam are harder to understand. It can be seen
that for incident 4He ions the quasifree peak dis-
appears and the other peaks are also almost gone.
For all heavier projectiles no clear peaks were

8R=e' - zo 8R= zo'-45 BR=45'-80
05 i I I I I I I I I

04 !804 5604 04 I804 5604 04 l804 5604

Azimuthal correlation ( $ )

FIG. 28. Azimuthal correlations for three rings of the
multiplicity array r epresenting different polar angular
intervals with respect to the beam. The correlations are
vrith respect to a proton in the telescope at a polar angle
(&~) of 90' to the beam and which define an azimuthal
angle (Q) of O'. The vertical lines are at /=180'. (a)
1 GeV protons on U. (b) 1 GeV/nucleon 4He ions on U.

observed. However, even for the heavier projec-
tiles some structure remained in the data, which
was partly determined to be due to shadowing of
the scintillator paddies by the telescope and its
associated electronic and cryogenic equipment
inside the scattering chamber. Also, one would
expect on simple statistical arguments" that a
peak in an angular correlation would decrease
with the square root of the multiplicity. Thus, a
more refined method of analysis is needed for
heavier projectiles, in which the statistical effect
combined with the residual shadowing effects is
taken into account, thus enhancing the sensitivity
for detecting underlying correlations. "

30—
IV. DISCUSSION AND SUMMARY

10—

0 I I

0 I 2
Projectile energy (GeV/nucl)

FIG. 27. Average associated multiplicities for Ne on
U as a function of projectile energy. The trigger parti-
cles are protons, deuterons, and tritons.

No attempt will be made to make an exhaustive
comparison of our new data with the many models
which have been proposed. However, since our
old data was largely responsible for stimulating
the thermal models, a comparison will be made
with the firestreak calculations' to show the limits
to which these simple models agree with the data.

Figure 29 shows the double differential cross
section for protons from the reactions of Ne with
U at energies of 241, 393, 1045, and 2095 MeV/
nucleon. For reasons of clarity, only three an-
gles (30,90, 150 ) are presented to illustrate the
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FIG. 29. Laboratory proton-inclusive cross sections
from the interaction Ne on a U target at 241, 393,
1045, and 2095 MeV/nucleon. The lines are from a
firestreak calculation (Ref. 9}.

trends in the comparison with the firestreak cal-
culation. At all incident energies the forward an-
gle data are in strong disagreement with theory.
The shapes of the 30' data are very similar for all
incident energies. Recently published neutron
data" are in better agreement with this model at
forward angles than the proton data. Gyulassy'0
attributes this to the fact that the Coulomb repul-
sion is not properly considered in the present
firestreak model. The back angles are fairly mell
described, but only at the low bombarding ener-
gies. Even there the slope is different, with the
data falling off steeper than the theory predic-
tions. In general it can be seen that at energies
above 40 MeV the thermal model underestimates
the experimental cross section at large angles.

Concentrating on the energy of 393 MeV/nu-
cleon, where the agreement between theory and
data is still reasonable at large angles, the target
dependence can be studied for Ne induced reac-
tions. Figure 30 shows proton double differential
cross sections from reactions of 393 MeV/nucleon

Ne with targets of U, Au, Ag, and Al. One strik-
ing feature, the near equal shape of the 90 spec-
tra for all target nuclei, is well described by the
firestreak model. But again, the forward angle
data are in total disagreement with the theory for
all target nuclei. All back angles fall off more
steeply at higher proton energy than the calcula-
tions show.

These comparisons clearly show that the fire-
streak model with diffuse nuclear surface pre-
dicts too much yield at low protan energies at for-
ward angles, and on the other hand, it underesti-
mates strongly, with increasing bombarding ener-
gies, the cross section at large angles. In gene-
ral, one might even question here the firestreak
kinematics which assumes that the probability
distribution for finding a nucleon in the surface can
be used. as an actual matter density. This failure
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FIG. 30. Proton-inclusive cross sections from the
interaction of 393 MeV/nucleon Ne on U, Au, Ag, and
Al at selected a~~les. The lines are the firestreak mo-
del predictions.

of taking into account the discreteness of nucleons
implies that there are streaks with less than a
nucleon from either the projectile or the target
nucleus, thus causing unrealistic kinematical ef-
fects. However, the fair agreement of this model
with data at 90' (where the kinematical effect is
smallest} for bombarding energies from 241 MeV/
nucleon to 1045 MeV/nucleon is an indication of
the strong thermal component in these reactions.
It will be interesting to see whether an accurate
treatment of the Coulomb force in the firestreak
model will reduce some of the discrepancies with
the data.

The firestreak model, simultaneously with the
proton double differential cross sections, predicts
double differential cross sections for g, d, g, and
alpha particles. The comparison with the g data
has been made in Ref. 34. The fit to our d and t
data is similar to that for the protons, with the
largest discrepancy occurring at low energies
under forward angles. Compared to the quality
of distorted-wave Born approximation (DWBA)
fits at low-energy nuclear physics, it is still
remarkable that the gross features of the cross
section can be predicted for p, p, d, and t by
such a simple thermal model.
. In most other theoretical models there is no
provision made to describe any fragment other
than proton or neutron. Thus the emission af
light fragments like 4He has ta be folded back
inta the emission of two protons and two neu-
trons. Therefore, to make a comparison with
these models possible, the summed nucleonic
charges are presented in Fig. 31 for the reaction
of 241 MeV/nucleon 'ONe plus U. Comparison is
made with the intranuclear cascade calculations of
Fraenkel and Yariv" and the two-fluid hydrody-
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namic calculations of Amsden, Goldhaber, Har-
low, and Nix. '7 One is a microscopic and the
other a macroscopic calculation. The agreement
is excellent for these two extreme models,
showing, however, the insensitivity of the inclu-
sive cross section to the details of the reaction
-mechanism. More exclusive data has to be used
to probe the dynamics of the interaction. One type
of this kind of data, the multiplicity-selected pro-
ton-inclusive cross sections, are discussed in a
separate paper. " Another kind of more exclusive
data are the associated multiplicity distributions.

Energy ( MeV)

FIG. 31. The points represent the summed nucleonic
charges for the reaction of 241 MeV/nucleon Ne on U.
The histograms on the left are from a cascade calcula-
tion (Ref. 21) and on the right from a two-fluid hydrody-
namic calculation (Bef. 27).

Recent calculations of the associated. charged-par-
ticle multiplicity in the cascade modeP' agreed in
the mean values but disagreed in the shape of the
multiplicity distributions. It was observed for the
associated multiplicities (Fig. 24) that besides the
mean value, the shape of their distributions is al-
so nearly the same for different incident projec-
tiles on a U target, as long as the projectile has
the same total kinetic energy. The importance
of the total kinetic energy in near central colli-
sions has also been found in studies of low-energy
fragments which are produced only in violent
r eactions. "

Thus it becomes clear that the earlier specta-
tor-participant picture may hold only for very
peripheral collisions. In contrast, nuclear colli-
sions leading to the emission of the fragments
studied here are of a violent nature where the
total kinetic energy of the projectile dominates
the decay pattern of the final system. It is inte-
resting to see whether the cascade model or the
hydrodynamical model can describe this effect.
In the search for exotic effects in particular,
high-multiplicity selected data must be compared
with calculations selected for central collisions.
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