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First-principle scattering calculations which include antisymmetrization of a projectile with respect to
identical particles in the target result in a nonsymmetric nonlocal effective potential. Such a potential can
lead to redundant states in the scattering wave function. In this case the potential is required to satisfy a
consistency condition. We discuss this condition and the manner in which it can be imposed. We also
discuss the replacement of this potential by a reduced symmetric nonlocal effective potential which does not
produce redundant states. This reduced potential generates a scattering wave function orthogonal to the
redundant states. If the original equation has one redundant state, the phase shift at zero energy is
resulting in an extra node in the zero-energy wave function. The reduced effective potential must retain this
extra node. This characteristic of the reduced effective potential is illustrated with an example. We show
that the extra node produced by the potential in the example comes either from a spurious state or a bound

state of that potential.
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spurious states.

I. INTRODUCTION

Scattering formalisms that incorporate antisym-
metrization of the projectile with respect to part-
icles in the target identical to the projectile or any
of its components result in a nonlocal effective po-
tential® in the equation for the projectile-target
relative motion. This effect of antisymmetrization
has been discussed in Ref. 1 in terms of the nuc-
lear density matrix, an overlap kernel between the
total wave function of the projectile-target system
and the product of the individual wave functions of
the projectile and target.>® In certain special
cases this overlap kernel will have eigenvalues of
unity. Such a situation occurs in nucleon-nucleus
scattering if the target nucleus is assumed to be
represented by a Slater determinant of single-par-
ticle nucleon states.*”® The situation also occurs
when the projectile is composite and the internal
structure of both the projectile and target are de-
scribed by Slater determinants of pure harmonic
oscillator shell model wave functions with identical
oscillator parameters.”” Under these circum-
stances, configurations excluded by the Pauli prin-
ciple appear as solutions of the relative motion
equation in addition to the scattering solution. Be-
cause these solutions can be added in any arbitrary
amount, they are referred to as redundant.® %!
Since redundant solutions behave like bound state
solutions, their presence in the scattering solution
does not affect the scattering phase shifts.

When incorporating antisymmetrization by means
of formalisms which result in an overlap kernel
with eigenvalues of unity, simplifying models have
often been introduced. The essential feature of
antisymmetrization retained in such simplifications
traditionally has been the physical requirement of
the Pauli principle that the scattering wave func-
tion be orthogonal to the occupied states. The
models which have been devised accomplish this
orthogonality in a variety of ways. For example,
one model begins with a nonlocal potential which
produces redundant states and then eliminates from
that potential all terms which project onto the ex-
cluded states. The terms remaining in the poten-
tial orthogonalize the scattering solution with re-
spect to these states. This is the technique em-
ployed by Saito® 2 and by Krause and Mulligan.*
Another approach is to start with scattering solu-
tions in a space which is explicitly orthogonal to
the excluded states, as is done by Shakin and
Weiss,'* Scheerbaum et al.," and Shakin and Tha-
ler.'® Still another possibility, that discussed by
Buck et al.,'” is to recognize that the forbidden
states are very similar to bound eigenfunctions of
the local part of the Hamiltonian and to solve this
Hamiltonian and simply disregard those states
which are to be excluded. Finally, we mention the
pseudopotential method, which achieves orthogo-
nality by combining aspects of both the nonlocal
potential and local potential techniques. As used
by Krasnopol’skii and Kukulin'® and by Kukulin
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et al.,'® this method adds a nonlocal potential to
the effective local potential. The nonlocal poten-
tial is chosen to maintain orthogonality of the scat-
tering solution with respect to the excluded states
while allowing the binding energy of those local
potential eigenfunctions excluded by the Pauli prin-
ciple to be assigned an arbitrary energy.

Saito,? Okai et al.,2°and Krasnopol’skii and
Kukulin'® all have emphasized that in any model
the essential feature for maintaining orthogonality
is providing for extra nodes in the scattering
wave function. The necessity for extra nodes suf-
ficient to insure orthogonality with respect to filled
states has also been discussed in detail by Swan.?

A well-investigated example of the need for ex-
tra nodes for orthogonality occurs in a-a scat-
tering.”%2%22:23 The behavior of the a-a relative
wave function must exhibit effects of excluded ra-
dial configurations. This is expressed in terms of
orthogonality of the radial wave function with re-
spect to the states excluded. The states excluded
for the relative motion of two a particles are the
1S, 2S, and 1D radial configurations. Thus the ra-
dial wave functions for the s and d states must
exhibit sufficient nodal structure to be orthogonal
to the 1S and 2S states and 1D states, respectively.

The purpose of the present paper is to present a
unified description and summary of the mechan-
isms by which a potential can ensure the required
orthogonality in terms of extra nodes in the scat-
tering wave function. In the case of a local poten-
tial it is well known that the only circumstance
which causes an extra node is the presence of a
bound state. This is analyzed in detail, for exam-
ple, in Ref. 24. As we shall discuss, in the case
of a nonlocal potential two additional mechanisms
which are unique to nonlocal potentials are also
possible. In the following sections we describe
these mechanisms in terms of the zeros of a sys-
tem of Fredholm determinants. In this regard, the
discussion will make use of definitions given in a
recent paper® in which we examined the relation-
ship between nonlocality, extra nodes, and the
zero-energy phase shift.

1I. FREDHOLM DETERMINANTS AND EXTRA NODES

In the Introduction we discussed the requirement
that if a radial wave function is to satisfy the Pauli
principle it must be orthogonal to the redundant
states. Extra nodes in the wave function are re-
quired for this orthogonality.?! In this section of
the paper we show how the required orthogonality
and the presence of the extra nodes can be ex-
pressed in terms of zeros of Fredholm determi-
nants. The analysis applies to nonlocal potentials
which are symmetric and real. For simplicity, we

consider the /=0 partial wave; similar considera-
tions also apply for 7>0.

For =0 the radial equation for a nonlocal po-
tential V is

wle, )+ Fule)= [ Vo e . ()

The physical wave function ¥* (k,7) and its conju-
gate y~(k,7) are defined to be the solutions of the
pair of integral equations

Y*(k,7) = sinkr + f”faG*(k,r,r’)V(r’,s)d)"(k,s)ds dr’
0

[]

with )

G*(ky7,7")= = ke** "> sinkr (3)

The Fredholm determinants associated with the
kernels of Eq. (2) are referred to as D*(k). The
solutions of Eq. (2) will be regular at the origin
and *(2,7) will satisfy the boundary condition that,
as r- .,

*(k,¥) ~ 3i[e i — S*(R)ei*]. 4)
The regular solution of Eq. (1) is defined to be

the solution of the integral equation

@(k,7) =k sinkr+ f'f G(r,r, v )V (r’,s)p(k,s)ds dr’
0 0

(5)

with

G(k,r,v')=k ' sink(r - r'). (6)
The Fredholm determinant associated with the
kernel of Eq. (5) is D(k). The regular solution
¢(k,¥) is real and is governed by the boundary
conditions

¢(k,0)=0 (7)
and

o (R,0) =1. (8)

The Jost solutions f*(%,r) satisfy the integral
equations

Frep)=evr - [ ) f T Gl Vs ) (Bys)ds dr .
9)

The Fredholm determinant associated with the
kernel of Eq. (9) is denoted by A(k) and is equal to
D(k) for a symmetric potential. The boundary
conditions on f*(k,7) are imposed at « and are
lim e™¥7f*(k,7)= 1. (10)
There are three methods by which an effective
potential can introduce an extra node into a wave

function:
a. Zevo of D*(tk). When a potential has a bound
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state, the wave function for scattering from that
potential is orthogonal to the bound state wave
function. In this case, the scattering wave function
will have the extra node characteristic of scat-
tering by a potential which has a bound state. The
presence of the bound state is also characterized
by a zero of the Fredholm determinant D* on the
positive imaginary k axis, D*(¢k)=0. Thus, a zero
of the Fredholm determinant D*(ik) requires an
extra node in the scattering wave function. This is
true for an effective potential which is either local
or nonlocal. The relationship between zeros of
D*(ik) and bound states is well known in the case of
a local potential.*

b. Zero of D*(k). A nonlocal potential can have
a zero of D*(k) on the real k axis. A zero of this
kind is not possible for a short-range local poten-
tial.?* For a symmetric nonlocal potential, such a
zero is referred to as a continuum bound state. It
has been demonstrated in Ref. 25 that a continuum
bound state is characterized by an extra node in
the scattering wave function. Thus, a second
method by which an effective potential which is
nonlocal can produce a wave function exhibiting an
extra node is for D*(2) to be zero for some real
value of %.

c. Zevo of D(k). For a local potential, the in-
tegral equation for the regular solution is a Vol-
terra equation; thus the Fredholm determinant
associated with this equation is unity.?* When the
potential is nonlocal, the equation becomes a Fred-
holm integral equation, with a determinant which
depends upon the wave number of the incident par-
ticle. This determinant, usually denoted by the
symbol D(k), may have a zero on the real & axis.
It has been demonstrated®® for a symmetric non-
local potential that if D*(k) is zero, D() is also
zero. However, a zero of D(k) can occur for which
D*(k)#0. Such a zero of D(k) is known as a spuri-
ous state.?® In Ref. 25 it is shown that for all wave
numbers below that at which a spurious state oc-
curs, the scattering wave function has an extra
node. For wave numbers above the spurious state
wave number, the extra node is not present. Thus,
a third method by which an effective potential
which is nonlocal can produce a wave function
which exhibits an extra node is for D(k) to be zero
for some real value of k.

III. REDUNDANT STATES AND THE
CONSISTENCY CONDITION

When circumstances require antisymmetrization,
the nonlocality of the effective potential results in
an integrodifferential Schrédinger equation. De-
pending upon the method of construction of the ef-
fective potential, the associated overlap kernel

may or may not have eigenvalues unity. However,
the work of Saito et al.**3 suggests that the com-
plicated nonlocal potential which appears in the
case of an overlap kernel with eigenvalues which
are not unity can be very well approximated by a
simpler nonlocal potential associated with an over-
lap kernel with all eigenvalues unity. Such an
overlap kernel gives rise to redundant states.

Thus, a clear physical connection exists between
antisymmetrization and the presence of redundant
states. Saito,'? for example, has suggested a mo-
del that starts with a symmetric nonlocal potential
which produces redundant states. On the other
hand, first principle calculations such as those of
Schenter and Thaler?” or of Feshbach' result, in
the limit of an overlap kernel with all eigenvalues
unity,® in a potential which is not symmetric.
From the point of view of integral equation theory,
the symmetry or nonsymmetry of a potential which
produces redundant states has important implica-
tions.

A redundant state has been shown® to be a con-
tinuum bound state present at all energies. Thus,
when a redundant state is present D*(2)=0 for all
real & and the redundant state is a solution at all
energies of the homogeneous integral equation as-
sociated with Eq. (2). However, from Fredholm’s
third theorem, if a homogeneous solution, ¥;(k,7),
exists, then a solution of Eq. (2) exists if and only
if

[ sinkrB(k,r)dr =0, (11)

where $§(k,r) is the solution of the transposed ho-
mogeneous integral equation associated with Eq.
(2), namely

Vi, 7) = nyV(r’,r)G*(k, v, sWik,s)dsdr’. (12)

For a symmetric nonlocal potential, condition (11)
is always satisfied.?® On the other hand, if a non-
local potential which produces redundant states is
not symmetric, condition (11) may or may not be
satisfied.’®* Thus Eq. (11) is a consistency condi-
tion which must be imposed if a scattering solution
is to exist; this can be accomplished either by im-
posing condition (11), if necessary, or by starting
with a symmetric nonlocal potential, such as Saito
does.

Because first-principle effective potentials
which produce redundant states are nonsymmetric,
the question of the existence of a scattering solu-
tion must be examined. For an effective nonlocal
potential calculated from a complete microscopic
picture, it would be expected that the consistency
condition would be fulfilled and thus that the solu-
tion would exist. However, for a potential con-
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structed at least in part phenomenologically, the
existence of a scattering solution can be guaran-
teed only by the application of Eq. (11). That is,
since the consistency condition arises from the
Pauli principle, only certain interaction potentials
are physically meaningful. Although imposing the
consistency condition does not affect the structure
of the integrodifferential scattering equation, it
must be incorporated in determining parameters
of nonlocal phenomenological potentials.

In this paper we follow previous convention and
designate redundant states by £,(r). An important
aspect of all model potentials which produce such
states is that terms appear in the potential which
project onto these states. If the potential meets
the consistency condition, then dropping these
terms will eliminate the redundant states and yield
a scattering equation with a solution y*(k,7) which
is orthogonal to the states £,(r). The phase shift
of this scattering solution is the same as that of
the original equation with redundant states. Sup-
pose, on the other hand, that the potential did not
conform to the consistency condition. No scat-
tering solution would be possible. However,
throwing away the terms which project onto the
redundant states would result in an equation which
does have a scattering solution. But this scatter-
ing solution would not have the same phase shift
as that of the original equation with redundant
states. Thus it is imperative that the consistency
condition be fulfilled before the terms which pro-
ject onto the states £,(r) are discarded.

Even if the consistency condition is satisfied,
dropping terms which project onto £,(r) requires
further consideration. Dropping the terms in the
potential which project onto the states &;(r) is
justified if one wishes to obtain only the scatter-
ing solutions ¥*(k,r). However, the altered poten-
tial may no longer be used in off-shell calcula-
tions.

The equation with the terms which project onto
the £,(») removed we refer to as the reduced equa-
tion for the scattering wave function; the potential
in this equation is the reduced potential. As the
above discussion implies, solutions of Eq. (1) with
the reduced potential are also solutions of Eq. (1)
with the original potential. As far as the two
wave functions are concerned, they differ only by
the presence of redundant states. Redundancies
£,(r) have been eliminated from the solutions of
the reduced equation; these solutions are ortho-
gonal to the states ().

From the Fredholm determinant point of view,?¢
there are also basic differences in the structure of
the complete and reduced equations. With the full
potential, the Fredholm determinant D*(%) associ-
ated with the kernel of the integral equation for

the physical wave function is zero for all wave
numbers & of the incident particle; with the re-
duced potential, this is no longer the case. That
is, the Fredholm determinant D*(k) associated with
this reduced equation will not, in general, be zero.
Thus, while the fact that D*(k) was zero for the full
equation ensured that its solution would have an
extra node, this mechanism is not present for the
reduced equation. However, the requirement of
antisymmetrization demands that the extra node be
present. Thus the extra node must occur as a re-
sult of one of the other processes discussed in the
previous section. For example, in the case of the
Saito potential (which is a reduced potential) the
extra node results from a zero of D*(k) at £=0.%8
In general, however, any one of the processes

may ensure the retention of the extra node. That
this is the case will now be demonstrated by dis-
cussing a simple analytic example.

IV. EXAMPLE
In this example, we consider the /=0 radial wave
equation
d? °

(W +k2>u(r)= l ('rl'vls)u(s)ds . (13)
We construct the potential (» |V | s) such that it will
have a single redundant solution given by

£(r)=2a3/2yer, (14)

It has been shown® 3 that a nonlocal potential which
produces a redundant solution assumes a particu-
lar form, namely

trlvls)=[ (g2 + ) ) )
+rlv,ls), (15)
where
fo(rlvzls)ﬁ(s)ds=0. (16)

In order to have a potential that satisfies Eq. (16)
and for which a simple analytic solution of Eq. (13)
is possible, (r|v,|s) is chosen to be

(rl'Uz[s)=f AeBre B’ (y'|A|s)dr’, 17)
0
with

r'|A|sy=8(r"~s)-4a3r'e=*""se™*s (18)

The potential (r |'U|s) then assumes the form

(r|v|s)=4a®[(a®+k?)r - 2ale"*"se™®

3
+ Xe"' (e-Ba - (:i ﬁs)2 e- as). (19)
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Direct substitution shows £(7) as given by Eq. (14)
to be a solution at all # of Eq. (13) with this poten-
tial. Thus, £(r) is indeed a redundant state and a
solution of the homogeneous integral equation as-
sociated with Eq. (2). Direct calculation of D*(k)
also demonstrates it to be zero at all &.

Since the potential of Eq. (19) is not symmetric,

_ 1

_20B(F+ E2)[ (o + B)?(@? — k) — (a?+ k2)? £ i2ak(a + B)?]

the scattering solutions §*(k,r) will not necessarily
exist.’® In order to apply the consistency condition
we solve Eq. (12) for pi(k,r). We get

(a+BYP(a®+ K2V 2B(BP+ B2+ N(B% — k2 £ i2Pk)]

and N is anarbitrary constant of normalization.
Substituting this expression into the consistency
condition integral yields

fo sinkr?ﬁ:(k,v)m':Nk( C-F—era_k'z? _E-z—‘:—k—z) .(22)

This expression, in general, is not equal to zero.
Therefore, in general, ¥*(k,7r) will not exist for the
potential given by Eq. (19). The consistency con-
dition of Eq. (11) can be satisfied for all 2 and so-
lutions ¥*(k,7) made to exist for all & by setting
the right hand side of Eq. (22) equal to zero. This
yields

2aB(B%+ k) (a + B)?
T B(aZ+EY) —a(a?-p%) "

Equation (13) with the potential given by Eq. (19)
will have a scattering solution if, and only if, Eq.
(23) is satisfied.

The value of X given by Eq. (23) ensures that the
consistency condition if fulfilled. We now drop
from Eq. (19) for (r|v|s) those terms which pro-
ject onto the redundant state 2a%/2se™*s, and which
thus give zero when acting on the scattering wave
function. Equation (13) then reduces to

A=

(23)

(ddTZ + k2) u(r)=re?r l ) e™u(s)ds . (24)

As long as the X in Eq. (24) is given by Eq. (23),
the solution of Eq. (24) will be orthogonal to the
redundant state. This would not be the case if
some other value of X were taken. Equation (24) is
an appropriate reduction of Eq. (13) only if the A
which appears in Eq. (24) is given by Eq. (23).

The symmetric nonlocal potential which appears
in Eq. (24) is of the Yamaguchi form??; the coordi-
nate space solution of Eq. (24) is well known.3°
For this potential the Fredholm determinant D(%)
is

.
28(B%+ k%)’
while the Fredholm determinant D*(k) is

D(R)=1 -~ (25)

U(k,7)= Nre " — ae™®] (20)
where
(21)
r
D*(k) = D(R) + gt ik (26)

B+ % * F+Ry "

The value of a determines the wave function of
the redundant state. Since the choice of the redun-
dant state is arbitrary, the choice of & is arbi-
trary, but @ should not be energy dependent (& de-
pendent). From Eq. (23) it is clear that the con-
sistency condition requires that at least one of the
two parameters X and 8 of the effective potential
U depend upon the energy. The form of Eq. (23)
suggests that we assume that B not be energy de-
pendent, and satisfy the consistency condition by
incorporating all energy dependence of the effect-
ive potential into the strength parameter A.

Since the full potential of Eq. (19) produces a
single redundant state, the phase shift at zero en-
ergy will be 7.2! Evidence of this phase shift will
be an extra node in the zero-energy wave function
of the zero-energy effective potential in Eq. (24).
It should be noted that the Fredholm determinant
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«

< -100}- 1
'ZOO;—_—___//
-3001 N

n Ll L ] . L
0ol | 10 100
k2(fm™)

FIG. 1. Variation of the effective strength parameter
A with k% for a=2 fm™! and B=4 fm~!. In this case
A<—283, yielding an effective potential with a bound
state.
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FIG. 2. Wave function ¢(%k,7) at B%=0 for ¢ =2 fm!
and =4 fm"!. The zero-energy effective strength para-
meter A is —230.4 fm™3, The zero-energy wave function
shows an extra node due to a bound state at k2=—1.87
fm2,

D*(k) given by Eq. (26) is not zero for any real
value of the wave number greater than zero.2¢
Thus, as expected, this potential cannot produce a
continuum bound state and the required extra node
must be generated by a spurious state [D(k)=0] or
a bound state [D*(ik)=0].

From Eq. (25) we see that a zero of D(k) will oc-
cur only for A= 28, with the equality holding only

180} s
=
[}
z
e
€ ool N
£ 90
()}
(2]
(o)
~
a

% 20 40 60
k2(fm2)

FIG. 3. Variation of the phase shift with 2%, Note that
the change in the effective strength parameter with k?is
a necessary part of this variation.
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FIG. 4. Wave function at 22=0, 1, and 10 fm™? for
a=2 fm™! and f=4 fm~!. Note the small variation with
energy of the position of the inner node. This almost
energy independence of the extra node is similar to that
of the extra node due to the Saito potential (Ref. 20).

for a spurious state at zero energy. Likewise,
from Eq. (26) it follows that a zero of D*(ik) can
occur only for A< - 283, with the equality holding
only for a zero-energy bound state. Thus, for
values of X with £=0 which satisfy — 2% <X <283,
we should expect no zero of D(k) or D*(ik) and thus
no extra node by any mechanism. In the Appendix
it is shown that for all @ and B greater than zero
the values of X with £=0 given by Eq. (23) cannot
lie between +2B.2> Furthermore, A==x28* will occur
only for nonphysical values of a and B, namely
zero and infinity. Thus, for any physical values of
a and B, the zero-energy wave function always will
exhibit an extra node due either to a spurious state
or to a bound state.

1t also follows from Eq. (23) that as 22—, X
approaches the negative value —2a(a+ B)?>. For
B>%(5 - 1)a, A will be negative for all values of
%2, On the other hand, if B<3(\5 - 1)a, X will be
positive for 2*=0 and change sign at some positive
value of 2. Thus, there are two distinct circum-
stances which must be considered. As examples
of these two circumstances we fix the redundant
state parameter a at the value a=2 fm™, picking
B=4 fm™! in the first case and =1 fm™ in the
second case.

Case 1. A plot of A as a function of 2? is given
in Fig. 1 for =2 fm™, =4 fm™, As expected,
A is negative for all values of k2. Neither D(k)
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FIG. 5. Variation of the effective strength parameter

A with 22 for @ =2 fm™! and =1 fm™!. Note that A is dis-
continuous at k2-2 fm"%.

nor D*(k) can be zero for positive, real k. The
zero-energy wave function is given in Fig. 2. This
wave function has an extra node, indicating that
this Yamaguchi potential has one bound state. It

is easy to verify by direct calculation that the po-
tential with =2 fm™, =4 fm™, A= -230.4 fm™has

04} .

k2=0

0.2 B

b (k,r)
(@]

o4l 1

0] |

~oF

r (fm)

FIG. 6. Wave function ¢(k,7) at k%=0 for a=2 fm"! and
B=1fm™!. The zero-energy effective strength parameter
A is 18.0 fm™%. The zero-energy wave function shows an
extra node due to a spurious state at k%=8.0 fm™2.

¢ (k,r)

-08 —— Wave Function —
----- Free Wave
F———————————+
k2= 2.1 fm 2
08 A=-1,1160fm> ]

¢ (k,r)

-08 —— Wave Function —
----- Free Wave
Il ! | ! | |
0 | 2 3 4 5 () 7

FIG. 7. Wave function ¢(k,7) at #2=1.9 fm™? and at
k?=2.1 fm™2 for @ =2 fm™! and B=1 fm"!. These para-
meters yield an effective strength parameter of 1044.0
fm™3 at 2=1.9 fm™? and of —1116.0 fm™® at £?=2.1 fm"2,
For comparison, the free wave function k™! sinkr is
shown in each case as a dashed line. The phase shift at
k?=1.9 fm"? is 72.2° and at k*=2.1 fm™? is 68.9°.
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a bound state at 22=1.87 fm™, In Fig. 3 we plot
the phase shift versus k%. This figure clearly
illustrates the k=0 phase of 7. It is important to
see that the extra node is present not only at £=0,
but for larger values of & as well. Also note that
the position of the extra node is almost indepen-
dent of k. This is demonstrated in Fig. 4, where
the wave function is plotted for different values of
k2.

Case 2. A plot of A as a function of k% is given in
Fig. 5 for ¢ =2 fm™, f=1 fm™. This diagram
shows the change in sign of the potential strength
X at ¥2=2 fm™, It is important to recognize that
this singularity of the potential does not affect the
scattering wave function but is, in fact, necessary
in order for the wave function to exhibit the proper
continuity and nodal behavior. To see this, we
plot in Fig. 6 the zero-energy wave function. This
wave function has an extra node, as is required
for the phase shift to be 7 at #*=0. However, in
this case the extra node is due to a spurious state
of the potential and not to a bound state; since the
potential is repulsive, it cannot have a bound state.
Using the £=0 value of A, namely A=18 fm™, di-
rect calculation from Eq. (25) shows D(k)=0 at
k?=8 fm=, Thus, an extra node will appear at all
energies below k=8 fm™2 for the potential with
these parameters.?

As is clear from Fig. 5, this potential has a sin-
gularity and changes sign at #2=2 fm™, The scat-
tering wave function at values of ¥* below the sin-
gularity contains an extra node due to a spurious
state, while the scattering wave function for
k2>2 fm™ possesses an extra node due to a bound
state. The scattering wave function, however, is
continuous through 22=2 fm™, To see this we
show in Fig. 7 the scattering wave function for
k?2=1.9 fm™ (A= 1044 fm™3) and for £#%=2.1 fm-?
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FIG. 8. Variation of the phase shift with k2. Note that
at k2=2 fm"? there is no discontinuity of the phase shift
despite the discontinuity in the strength parameter of the
effective potential.
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FIG. 9. Wave function at 22=0, 1, and 10 fm™? for
a=2 fm™! and B=1 fm™'. The small variation with energy
of the position of the extra node is similar to that found
for the wave function for scattering by the Saito potential
(Ref. 20).

(A=-1116 fm™®), This figure shows the continuity
of the scattering wave function despite the enor-
mous difference in the potential strength para-
meter. This continuity is also demonstrated in
Fig. 8, in which the phase shift is plotted as a
function of £%. It is clearly continuous through
k?=2 fm™2, and the zero-energy phase shift is 7.
To see again that the extra node is present not
only at 2=0 but for larger values of 2 as well, and
that the position of the extra node is almost inde-
pendent of &, the wave function for different values
of k? is plotted in Fig. 9.

V. CONCLUSION

In this paper, we have discussed techniques for
including effects of antisymmetrization in scat-
tering formulations. We conclude that all of these
techniques ultimately reduce to methods for en-
suring an extra node in the scattering wave func-
tion by requiring an isolated zero of D*(ik), D(k),
or D*(k). Such a zero of the Fredholm determinant
corresponds to a bound state, a spurious state, or
a continuum bound state, respectively. An excep-
tion is a formalism which includes redundant
states. In this case D*(k) is equal to zero at every
energy. However, because of the rather compli-
cated nature of potentials which produce redundant
states, most techniques depend upon potentials
which result in an isolated zero.
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We have given an example in Sec. IV which
shows that an isolated zero of a Fredholm deter-
minant can result directly from a simplification of
an approach using redundant states. Obtaining a
“reduced potential” from a potential with redun-
dant states can, depending on the circumstances,
yield a potential with a bound state, a spurious
state, or a continuum bound state. In the example,
the reduced potential retains the extra node
through a zero of D*(ik) or of D(k). In the case of
the Saito potential, it has been shown?® that the
extra node is due to a zero of D*(k) at k=0. The
pseudopotential method'®'® also relies on a con-
tinuum bound state for supporting the required ex-
tra node. This continuum bound state is a bound
state which has been moved into the continuum by
the insertion of an extra term into the scattering
potential.

The example of Sec. IV also discusses the con-
sistency condition required when redundant states
are present. Potentials which produce extra nodes
without using redundant states are not subject to
this constraint. However, it is crucial to realize
that if the potential resulted from a reduction of
an original scattering equation containing redun-
dant states, then the consistency condition should
be imposed if the effects of antisymmetrization
are to be properly incorporated.

It should again be emphasized that all of the
methods discussed have similar on-shell effects in
that they all produce scattering wave functions with
the proper number of nodes. Off-shell effects,
however, may vary widely and have not been in-
vestigated thoroughly. Off-shell effects are cur-
rently under study in terms of the system of
Fredholm determinants discussed here.
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APPENDIX

For k*=0, the depth parameter X given by Eq.
(23) becomes
28°(a +B)?
2 = -
(A -0)_)‘0'——_a2_aﬁ-32 . (A1)
In this Appendix we demonstrate that A, satisfies
either the condition

Yo S - 282, (A2a)
or the condition
2> 288, (A2b)
For this purpose we set
A= =2B%+7. (A3)
Comparison with Eq. (Al) yields
et (A4)

From (A3) all negative values of 77 are consistent
with condition (A2a). We now show that if 7 is
positive, it must be at least as great as 4p°, which
is consistent with condition (A2b).

From Eq. (A4) it follows that if 1 is to be posi-
tive, the inequality

a>f (A5)
must hold. We now assume the inequality

n<4p®. (A6)
Using condition (A5) we see that this implies

3a<-%8. (AT)

Since, by assumption, both @ and B8 are greater
than zero, condition (A7) cannot be met. Thus 7
cannot be both greater than zero and less than 48,
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