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The (p,n) cross sections were measured from about 2.5 to 5.8 MeV with about 100-keV target resolution
for natural Pd, Ag, Cd, In, and Te and for Y, 'Nb, ' Rh ' ' ' '"OPd, '0" 9Ag, """""""Cd, and

Te. Systematic uncertainties are about +2% for ' Y, 'Nb, and the natural targets and about +4%
for the other nuclei. The isotopic o. „are fitted by adjustment in the depth 8'~ and diffuseness aD of the
surface imaginary part of a proton optical model potential (OMP) that was chosen previously to describe
precision (p,n) data for isotopes of Sn. The diffuseness af, is found to be nearly constant, about 0.4 fm, but
the depth W~ shows a large and systematic A dependence. A study of the parameter space indicates that at
least one OMP parameter must have a strong A dependence and that 8'~ is probably the only such single

parameter that will suffice. The explanation of this anomaly is currently unclear.

NUCLEAR REACTIONS: Pd Ag, Cd, In, Te, natural targets and 89Y, 3Nb,
03Rh 105, 106, 108, 110Pd 10?, 109A 111,112, 113, 114, 116Cd 125, 126, 128, 130Te enrichet gt t

.isotopic targets, E=2.5 to 5.8 MeV, target resolution-100 keV. Measured
0

& „. Deduced optical model parameters.

INTRODUCTION

This work, which was summarized in a Letter, '

is a study of medium weight nuclei in search of
broad resonances in the proton strength function
such as observed so far'- only for the Sn isotopes.
For the Sn isotopes Johnson et gl. 2 3 measured
precision (P,n) cross sections at sub-Coulomb
energies (3 to 7 MeV), corrected for y-ray and
proton emission to obtain total reaction cross
sections, fitted these cross sections with a proton
optical model potential (OMP), and divided out the
energy dependence of Coulomb penetration from
the observed and fitted cross sections to reveal'
the nuclear effects. The resulting fitted curves
for five isotopes from '"Sn to ' Sn are reproduced
in Fig. 1(a). The ordinate (St), which is defined
in Sec. IVD, is essentially the total reaction cross
section divided by a (2l+ 1)-weighted sum of Cou-
lomb penetration factors. Each curve exhibits a
broad resonance; the peak energies shift syste-
matically with increasing size of the nucleus. In
the OMP these resonances result from the 3P
state, which is quasibound by the combined real
well and Coulomb potential and broadened by the
imaginary potential.

It is reasonable to expect 3p resonances to be
observed also in neighboring nuclei and to be des-
cribed by the same OMP as for Sn, with minor
adjustments in the parameters. To predict the
curves in Fig. 1(a) for.the nuclei studied here we
have modified this OMP only by including conven-
tional isospin and Coulomb dependences such that
the depth of the real well increases 3% from 8tY

to '"Te. (Section IV includes the parameters. )
The predicted peak moves from 6.3 MeV for "g
to 5.3 MeV for ' 'Te. This slow decrease demon-
strates the nearly compensating effects of the in-
creasing volume of the real nuclear well and the
increasing repulsion of the Coulomb potential.
(As a consequence the predicted "size" resonance
of (S~) versus A for a fixed energy would be very
broad. By comparison, the neutron 3P size re-
sonance near A = 95, observed, for example, by
Camarda, 4 is relatively narrow. )

The mass region was included in a broader sur-
vey of (p,n) reactions by Schiffer and Lee' and by
Elwyn, Marinov, and Schiffer. ' Using thick tar-
gets of natural elements, they measured cross
sections with +10% relative and +20% absolute
uncertainties in 0.5-MeV steps from about 3 to 6
MeV (for our mass region). Their reduced (P,n)
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cross sections at an average energy, say 5 MeV,
agree rather well in both magnitude and shape
with the predicted A dependence in Fig. 1(a). How-

ever, there was no systematic energy dependence
observed such as was found from the precision
Sn data and predicted for the other nuclei in Fig.
1(a) .

The present work involves an OMP analysis,
for which the Sn results form an essential anchor,
of cross sections (mostly unpublished) which we,
measured some time ago. These cross sections
are less precise than the Sn data and extend over
a smaller energy region, about 3 to 5.8 MeV,
which in no case includes the peak of the reson-
ance. Thus each excitation function justifies
only two OMP fitting parameters rather than three

'

as in the Sn analysis. Nevertheless, the present
data are more accurate than any available in the
literature for 89&A &130 and yield new informa-
tion about the proton OMP.
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FIG. 1. Excitation functions for reduced proton total
reaction cross sections for nuclei from A. = 89 to 130.
(a) Predicted: The required optical model parameters
were derived from fits to data on the five Sn isotopes,
as shown (see Ref. 3). The vertical lines at 6 MeV aia
in visual comparisons to (b). (b) Observed: For clarity
of presentation, well fitted curves rather than data are
shown. See Sec. IV for enlarged figures of each curve
with the data.

I. EXPERIMENTS

The data were obtained over a period of sev-
eral years in Experiments 1 to 4, referenced ' ~

in Table I. All were done with the same basic
equipment, but the precision improved with time.
Thus, Exp. 4 had nearly the quality of the later
work3 on Sn. Protons were accelerated by the
5.5 MV Van de'Graaff at Oak Ridge National Lab-
oratory, analyzed by a 90 magnet and collected
on the target at the center of Macklin's' 4z flat-
response neutron detector. Most of the details
for Exps. 2-4 are given in the references. The
following details concern specific targets, the up-
dating of calibration standards, and details not
previously reported for Exp. 1.

A. Neutron detection

There was little error in counting neutrons
emitted from the targets. The absolute standard

,TABLE I. Experiments, systematic cross section uncertainties not including target uncer-
tainties, and a normalizing factor. The references give partial descriptions of the work re-
ported here.

Experiment Reference
% Uncertainty
for neutrons

% Uncertainty
for protons Normalization

Exp. C of Ref. 7
Exp. 2 of Ref. 2
Ref. 8
Ref. 9 and
Exp. 3 of Ref. 2

+1.5
+0.7
+0.7
+0.7

+0.6
+1.1
+0.6
+0.6

1.02
1.0
1.0
1.0

'Further normalizations for specific targets are discussed in Sec. ID.
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for the 4p detector in its flat-response region was
NBS-II, a National Bureau of Standards RaBe
source with a strength, based' on measurements
from two laboratories, "of 1.176&&10 +0.3% neu-
trons/sec on January 1, 1965. We corrected for
the 1620-yr half-life.

The NBS-II was used to establish secondary
standards for the (p, n) experiments. About the
time of Exp. 1 Gibbons and Macklin' used NBS-II
to calibrate a local source RaBe-A to +0.5% and

an SbBe source to +0.9%. Again about five years
after Exps. 2-4, Johnson et pl. ' obtained NBS-II.
Since RaBe-A, had been damaged after Exps. 2-4,
they made an indirect recalibration using a PuBe
source that had been compared to RaBe-A during
Exps. 2—4. This recalibration required a correc-
tion for the PuBe growth'3 of 0.45+0.1% per year
(as determined by Bair and Butler" from counting
the PuBe and another RaBe source over a seven
year period). These two calibrations of RaBe-&
had relative uncertainties of about y0.7% but
agreed to 0.3%. There is little chance of syste-
matic error because this agreement depends on
four teams of workers making five intercompari-
sons of different sources over a period of 20
year s.

The three substandards were used in various
ways during the (P,n) experiments. Before Exp. 1,
Gibbons and Macklin measured the detector's
efficiency to +1.5% using RaBe-A; afterwards we
measured it to +1.0% using the SbBe source, cor-
rected for its 60.2+0.12 day half-life. ' The two
calibrations agreed to 0.1/o. The relatively large
+1.5% uncertainty for the first calibration came
from the dead time per pulse, 9.5+1.5 p.sec. For
Exps. 2—4 the deadtime correction was less be-
cause the efficiency was reduced from 3% 'to 0.3%

by use of nonenriched BI3 counters in the 4p de-
tector. During Exps. 2-4 we calibrated twice
with RaBe-A and also measured the relative
counting rate from the PuBe source, which was
used for daily monitoring.

For Exp. 1 we corrected by 6% for absorption
in the target holder, as determined from the ob-
served counts from various sources with and
without the holder in place. For Exps. 2—4 this
correction was reduced to 0.15%. For all experi-
ments we corrected by 0.25% to account for the
lower response' to neutrons above 1 MeV from
the (p,n) reactions. tThat is an average value;
actually it should be zero near a (p,n) threshold
and rise to about 0.5% for 6-MeV protons on a
low threshold target. 3] The various uncertainties
are added in quadrature and listed as neutron un-
certainties in Table I. The larger value for Exp.
1 arises from the deadtime correction and from
+1% uncertainty in target absorption.

B. Proton uncertainties

Each systematic proton uncertainty in Table I
is a sum in quadrature of the uncertainty in cur-
rent integration plus +0.4% propagated~ to the
cross sections from the energy calibrations" of
the analyzing magnet. The current integrator was
calibrated to +0.5%, except in Exp. 2 where a mis-
take resulted in two calibrations with 2% discrep-
ancy. We averaged the two and assigned +1%.
There were also random errors in setting the pro-
ton energies; the corresponding errors in o& „(in-
cluded in the error bars in the figures) were~
+0.7% to +1.3% in Exps. 2-4 and twice as much
in .Exp. 1.

C. Normalization of experiment 1

The o~ „ from Exp. 1 averaged systematically
2/o lower than those from the later and more ac-
curate experiments, particularly Exp. 4. Thus,
we infer that the correct efficiency for Exp. 1 in-
cluding target absorption was 2% less than mea-
sured. In Sec. III all comparisons between Exp. 1
and Exps. 2-4 are based on Exp. 1 cross sections
normalized by 1.02.

D. Targets

Table II lists the targets and several of the
properties including the Q values" and the areal
densities. There are 19 nuclei of which 15 were
enriched and used only in Exp. 1. All thin tar-
gets were deposited on Pt backings. The enriched
targets of Pd, Ag, and Cd were prepared by elec-
trodeposition. All other thin targets were evap-
orated. Areal densities were computed from the
weights measured on a microbalance and from the
diameters measured by a microscope. As dis-
cussed in Sec. III, some were corrected for non-
uniformity. Nominally, the enriched targets were
2.2 cm in diameter ('"Te was 3.2 cm) and the
natural targets were 1.6 cm.

The largest uncertainties in this work arise
from the nonuniformities of the electroplated
enriched targets used in Exp. 1. The problems
of nonuniformity were further aggravated because
the proton beam in Exp. 1 irradiated only the cen-
tral one-third of the target, rather than two-thirds
as in Exps. 2-4. To assess the reliability of the
data from Exp. 1 we made further measurements of
of two types. Firstly, after Exp. 1 we obtained
chemical and/or physical analyses of most of the
targets. One test was to scan across a diameter
of a target with a collimated x-ray beam and to
observe the fluorescent scattering. Secondly, in
Exps. 2 and 4 we carefully measured o~ „for the
natural elements in order to compare to the
weighted sums of isotopic cross sections from
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TABLE II. Targets.

Target Exp.
Enrichment

(%)
Q

R

(kev)
Areal density
(mg/cm2 ~ %)

Total systematic '
uncertainty b

89'

9$Nb

10$+h
10$ah
105Pd
106Pd
'08p
110pd

Pd
Pd

107Ag

109Ag

Ag
Ag

iii( d
112Cd
11$Cd
114Cd

116Cd

Cd
Cd
In
In

'1 25Te
126Te
128Te
$0Te

Te

3
3
4

13
2
1
1
1
1
2

1
1
2

1
1
1
1
1
2
4
2

1
1
1
1
2

100
100
100
100
100
78.2
82.3
94.7
91.4

98.8
99.5

89.9
96.5
87.3
98.2
93.8

65.5
95.4
96.5
98.2

3618
1189

1328

2130
3765
2703
1661

2199
964

1631
3360
460

2226
1246

287

959
2938
2040
1233

0.64
thick
thick
1.10
thick
0.83
0.77
1.03
0.74
0.44
thick
1.86
1.68
2.36
3.92
1.10
1.19
1.82
2.93
1,92
0.80
2,60
3.74
3.91
0.389
0.325
0.798
0.670
1.045

k2
03c

+ 0.3'

~ 4b

k3
+6
+ 10
k3
+5
~ 0.3'
k2
k2
+ 1.5

+5

+3
+ 0.3
+1
+ 0.3

k3
+3
k3
kl

2.2
1.0
1.0
4.2
4.2
3.4
6.2

+ 10
3.4
5.2
1.0
2.6
2.6
2.0
1.4
5.3
4.3
4.3
4.3
4.3
3.3
1.0
1.6
1.0

~ 3.4
3.4
3.4
3.4
1.6

'Reference 17.
"Quadratic additions of target uncertainties plus uncertainties from Table I.
'Uncertainties from stopping powers and energy uncertainties.
~Q value fOr the major (95.5%) isotope 5In.

Exp, 1. Pure and uniform targets of most natural
elements are easy to prepare by evaporation be-
cause abundant pure supplies of the elements are
available. Uncertainties for most of the thin
natural targets are discussed in the references for
Exps. 2-4. The uncertainties for the thick tar-
gets are those propagated from the atomic stopping
powers' except for Rh, for which the proton
energy was not controlled well enough to obtain
accurate cross sections from the thick target ex-
citation function. Further details are given in
Sec. Ig.

Light elements. are often present as trace con-
taminants in the targets or on the target backings
and defining apertures. Contaminants of B, Cl.,
and Cu, in particular, give significant backgrounds
for low proton energies &3.5 MeV, where the
yields from the targets are small. Chlorine is
easily detected' by the sharply rising yield just
above the 1.85-MeV 3~CI(p, n) threshold. If CI(p, n)
was detected we subtracted the yield using the ex-

citation function normalized near the threshold.
Copper is a common impurity in separated iso-
topes and in natural Ag. Since the amount of Cu
carried over to a target is unpredictable and the
yield near the "Cu(P, n) threshold does not give a
"signature" similar to that of ~ICI(P,n), we had
the enriched targets (all but Cd) and one natural
Ag target analyzed for Cu. We then made correc-
tions using known Cu(p, n) cross sections. We did
not obtain similar analyses for the enriched Cd
targets but made rough estimates of the possible
Cu(p, n) backgrounds by comparison to the natural
Cd target, which was free of Cu because it was
evaporated at a low temperature. Traces of
boron were detected on some of the Pt backings
and apertures by the "B(p,n) yield, a broad bump
extending from the threshold at 3.02 MeV to about
4 MeV on an otherwise smooth background. Prior
to Exp. 1 we ineasured the excitation functions for
a few Pt blanks and found no "B(p,n) yield. The
enriched targets were deposited on similar back-
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ings, Later, prior to Exps. 2-4, we found that
some Pt blanks exhibited the "B(p,n) yield. With
this knowledge we were able in Exps. 2-4 to mini-
mize this background and to make accurate cor-
rections when necessary. As discussed below, .the
excitation functions for the enriched tar'gets sug-
gest that some of those backings had traces of
boron, even though the tested backings did not.

III. CROSS SECTIONS

Here we present the observed cross sections
and further details on individual targets. In order
to give linear rather than many-cycle semilog
plots, the cross sections are expressed as ratios
to smooth empirical excitation functions. Table
III lists selected values from the empirical curves
and the function for interpolation. The compari-
sons of the data from the enriched targets with
the more accurate data from the natural targets,
particularly from Exp. 4, are important. For the
subsequent OMP analysis we need data with no
more than about +4% uncertainty. Thus, we omit
from the least-squares OMP analyses the results
from four targets 6' io Pd and i2 ' 6Te, which
have uncertainties of up to about +10%.

In summary, we have corrected for deadtime
losses, for the average lower efficiency for fast
neutrons (-0.25%), and for capture in the target
holder (-6% in Exp. 1). We have subtracted back-
grounds for the room, for the target backing, and
for Cl and Cu contaminants in specific targets.
As discussed elsewhere' we used the observed
target-averaged cross section to deduce the 0~ „
at the average energy in the target. Our results
are stated in terms of these discrete values.

In Table II the total systematic uncertainties are

additions in quadrature of the proton, neutron, and
target uncertainties from I and II. The error bars
on the points in the figures represent random er-
rors not including these systematic uncertainties
and are combinations in quadrature of the uncer-
tainties from counting statistics, deadtime correc-
tions, random energy fluctuations, and background
subtractions. We estimated the background un-
certainties to be F10% of the amount subtracted
for the target backing, about +30% of the Cl(P, n)
correction and +30'%%up to +100% for Cu(P, n). For
some of the enriched targets the points scatter
more than expected'from the error bars and this
scatter may result from the wandering of the pro-
ton beam over the nonuniform target. Thus, part
of the systematic errors from Table II could be
included in the error bars. Such fluctuations are
not reasonably attributed to the actual target-
averaged cross section, which should vary smoothly
(at least for A &100), such as observed for the
Sn isotopes. ' Qf course, true variations do occur
near isobaric analog resonances (IAR).

A. Yttrium and Indium

Yttrium is Y. The Y cross sections ob-
tained in Exp. 3 and analyzed in Sec. IV below
were reported previously.

Indium is essentially a pure isotope, 95.5%,
"'In and 4.5% '"In, and the thresholds" are below
2 MeV. The indium cross sections obtained in
Exps. 2 and 4 were reported earlier. ' The two
experiments agree on the average to about 0.1%.
For simplicity, only the data from Exp. 4 are in-
cluded in the OMP analysis. We also measured
the indium cross sections in Exp. 1. Those values,
which are not reported here, showed fluctuations

TABLE III. Smooth (p, n) cross sections in mb. Interpolation between adjacent energies is
done using exp(-B/E) with B determined by the ratio of cross sections at the adjacent ener-
gies. Values are listed to three or four figures; however, the uncertainties in the observed
0& „are given by the random error bars in the graphs plus the systematic uncertainties from
Table II added in quadrature.

E (MeV) ii Opd 'ieCd i30T

2.0
2.25
2.5
2.75
3.00
3.25
3.50
4.00
4.50
5.00
5.50
6.00

0.0056
0.0257
0.0918
0.288
0.762
1.62
3.12
9.23

21.7
43.3
82.3

0.0352
0.115
0.319
0.772
1.65
5.65

14.8
32.1
60.0

100.2

0.0293
0.0949
0.260
0.627
1.355
4.91

13.65
. 31.1

60.2
102.4

0.0333
0.162
0.415
0.950
3.63

10.43
24.9
49.3
85.9

0.0132
0.0466
0.138
0.357
0.826
3.39

10.54
26.4
54.8
96.9

0.0044
0.0173
0.0556
0.154
0.377
'1.68
5.55

14.5
31.5
59.3
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FIG. 2. Cross sections for 93Nb(p, n) determined from
a thick target yield. The ordinate is the ratio of o& „ to
a smooth curve for which Table III lists representative
values and the rules of interpolation. The insert shows
the known positions and relative heights of IAR' s (see
Ref. 19).

of a few percent but agreed on the average to 1/o
with the accurate data of Exps. 2-4.

B. Niohium

Niobium is Nb. Figure 2 shows the g~ „de-
duced from thick target yields from Exps. 3 and
4. No evidence was found for target contamin-
ants. The data from the two experiments agree
on the average to 1.4%, which is consistent within
the error bars. The enhanced yields near 5 MeV
are due to IAR; the insert shows the known'~

energies and approximate relative magnitudes of
the resonance cross sections.

C. Rhodium

Rhodium is ' Rh. Figure 3 includes the a~ „
obtained using the same thin target in both Exps.

f.2

Rh

b
x
O

f.0

O
O

g 09

0.8

& THICK, FXP.2—
~ THIN, EXP. f

o THIN, EXP. 3
I I I I

5 6
PROTON ENERGY (MeV)

FIG. 3. Ratios to a smooth curve {Table III) of 0& „ for
0~Rh measured both for a 1.10 mg/om2 target and by

differentiating a thick target yield. The averages for the
two targets disagree by, 8%; each is normalized by 4@
for the subsequent OMP analysis.

1 and 3. The two experiments agree on the av-
erage to 0.3/o. Corrections were made for Cl(p, n).
Qn the basis of subsequent x-ray scans we as-
sumed the central areal density to be 2.3% less
than the overall average deduced from the total
weight and area. The figure shows also the g~ „
deduced from the thick target yield in Exp. 2.
The thick and thin excitation functions disagree
on the average by 8%. In assessing this disagree-
ment we note that Exp. 2 did not achieve the energy
control required for thick targets. (Other cross
sections obtained from thick targets in Exp. 2
were later found to be as much as 5% too high. )
But we also lack confidence in the nonuniform thin
target. Therefore, for the subsequent PMP analy-
sis, we give equal importance to the two targets
by normalizing the thick and thin values by 0.96
and 1.04, respectively. The systematic uncer-
tainties of +4% in Table II are assigned on this
basis. The agreement in shape of the excitation
functions is more significant for the OMP analy-
sis than the uncertainty in magnitude.

D. Silver

Since Ag has only two isotopes with nearly equal
abundances, the isotopic cross sections can be
deduced from relatively poor data from enriched
targets supplemented by accurate measurements
on natural Ag. Figure 4(a) shows the accurate
data from Exp. 4 for natural Ag. No Cl(p, n) back-
ground was detected and the comparison below
with Exp. 2 shows that the Cu(p, n) background was
negligible. %e measured the average areal den-
sity to +0.3% by weighing. This accuracy was
confirmed by the observed average 0.5% ag~ee;
ment with the thick target data from Exp. 4.
Nevertheless, in Table II we assign +1% uncer-
tainty because the thick-thin comparisons showed
anomalous fluctuations. In particular, the two
points above 5.5 MeV may be 1/o low.

Figure 4(a) also shows the natural Ag from
Exp. 2. No Cl(p, n) background was observed
but an analysis showed 0.1% Cu. The Cu(p, n)
subtraction was 2.5% at 3 MeV but less at higher
energies. The excellent agreement of o~ „with
Exp. 4 represents a normalization of about 1%
because we chose the target density for Exp. 2
from several discrepant values. The density
used was reported to us from a quantitative emis-
sion flame spectroscopic analysis of a central
target cutout including the bombarded area. But
the densities deduced earlier by weighing the
original target and the cutout were, respectively,
2 8% and 1 3% higher.

Figure 4(b) shows the 'o' ~ 'o9Ag cross sections
from Exp. 1. The background corrections inc].u-
ded Cl(p, n) and Cu(p, n), the latter deduced from
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has several isotopes these results reveal little
about the individual isotopes but do provide an
overall normalization for the less accurate data
from the enriched targets.

Figure 5 includes also data from the thin Pd
target of Exp. 2. The large error bars at low

energies arise from the Cl(P, n) subtraction. A

spectroscopic analysis showed no other impurities.
We weighed a central two-third cutout of the tar-
get before and after the Pd was removed by acid
and found the central density to be 5% more than
the average for the whole target. This discrep-
ancy indicates a nonuniformity, as did also the
poor reproducibility (+3%) of some points. The
central density would seem to be correct because
we bombarded the cutout area, but we used the
average for the entire target to normalize to the
more accurate data from Exp. 4. These data
from Exp. 2 are included to confirm the shape of

Y

3 4
PROTON ENERGY (MeV)

the excitation function.
Figure 5 includes the isotopically weighted sums

of the ' "" '" Pd cross sections that were ob-

FIG. 4. Ratios to a smooth curve (Table III) of 0& „
measured (a) for natural Ag and (b) for ' Ag. The
curves in (b) are drawn visually to fit the data with the
restrictions that Ag must go to zero at the (P,n)
threshold and the isotopically weighted sum must be
unity to agree with the more accurate data in (a) for
natural Ag.

the analyzed 0.2 and 0.05 atomic percent of Cu
in ' Ag and ' Ag. We submitted cutouts of these
targets for flame analysis along with the natural
Ag above. In two independent sets of flame analy-
ses the relative values for the three targets were
reproduced to +1%. We used the relative values
to deduce the ' " Ag densities on the same basis
as for the natural Ag. Originally we found 5 to 7%
higher densities by weighing the full enriched tar-
gets. The discrepancy is attributed to the targets
being thinner than average in their central regions.

The smooth curves in Fig. 4(b) are drawn vis-
ually to fit the data under the necessary conditions
that the isotopically weighted sum of. the curves
is unity and the ' 'Ag curve goes to zero at the
2.22-MeV threshold. Smooth excitation functions
are expected in this energy region, which includes
no IAR's. We attribute the deviations from the
curves to target nonuniformities and, at low ener-
gies, to possible errors in background corrections.
The data points used for the following OMP analy-
sis are obtained by multiplying the accurate Ag
data from Fig. 4(a) by the curves in Fig. 4(b).

E. Palladium

Figure 5 includes the accurate 0~ „obt'ained in
Exp. 4 from a thick natural Pd target. Since Pd

tained in Exp. 1 and are discussed below. The
isotopic cross sections for each point were mea-
sured at slightly different energies, depending on
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FIG. 5. Ratios to a smooth curve (Table III) of 0&,„
for natural Pd. A thick target was used for Exp. 4 and a
thin target, reasonably normalized, for Exp. 2. The
solid curve is drawn visually to fit the data, with breaks
at th'e ' ' Pd(P, n) thresholds. The IAR corres-
ponds to the dashed IAR for 5Pd in Fig. 6. The solid
circles denote isotopically weighted sums of the ratios
from Fig. 6 and do not include the ~ 4Pd yield above the
5.08-MeV threshold.
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dashed curve for 10~Pd is an. IAR deduced from the cross
sections for natural Pd in Fig 5. The fluctuations of
some points for 6' Pd. are attributed to target nonuni-
formities, not to IAR' s.

the target thickness, but the summations were
made easily using the ratios to the smooth curve.
We weighed central cutouts of these targets just
as for Pd in Exp. 2 and assumed the central den-
sities to be correct in order to obtain agreement
with Exp. 4. For ' 'Pd and '"Pd the average den-
sities were the same as the central densities;
those targets must have been uniform and are
listed in Table II with small uncertainties. -For
'"6Pd and ' Pd, respectively, the central densi-
ties were 8% and 15% below the averages; those
targets must have been nonuniform and are listed
with larger uncertainties.

The smooth solid curve in Fig. 5 is drawn vis-
ually with breaks at the thresholds for ' 6'1 4Pd.
Above 5 MeV the weighted sums lies below natural
Pd because '04Pd is excluded. As discussed below,
the peak near 4.6 MeV is attributed to an IAR in
' 'Pd+ p. The less accurate data from Exp. 2

were included primarily to show that this peak is
real.

Figure 6 shows the individual ' "" " Pd
cross sections deduced using the central target
densities discussed above. We have made self-
consistent corrections for the minor isotopes in
each target. For '04Pd, which was only 3.8% of
the Pd target and less for the others, we as-
sumed consistent cross sections. Backgrounds
included Cl(p, n) and Cu(p, n). Spectroscopic and

l analyses showed the 105pd 106pd 108pd

and "OPd targets to have 0.15. 1.5, 0.0, and 0.15%
of Cu, respectively. We attribute the fluctuations
for ' 6Pd and ' 8Pd to the nonuniformities of these
targets. Since these two targets have large un-
certainties and ' 'Pd has a high threshold, they
are omitted from the subsequent OMP analysis.

Several IAR are expected for "'Pd(p, n). Figure
6 shows the positions for the stronger resonances,
including multiplets, predicted from the neutron
analogs found" by '05Pd(d, P). The energies are
based on a typical'0 13.00-MeV Coulomb displace-
ment energy, and the magnitudes of the resonance
cross sections are calculated with weighting based
on spectroscopic terms and on optical model trans-
mission factors. ""' These magnitudes agree
qualitatively with the observed fluctuations. A
strong resonance (dashed curve) is probable for
the 4.616-MeV s-d multiplet because a pronounced
peak was observed for natural Pd in Fig. 5, even
though 'O'Pd is only a 22% isotope.

F. Cadmium

Since Cd has a low melting point we started
each bombardment with a small current at a high
energy and took care to avoid beam damage sub-
sequently at lower energies. For Cd, as for Pd,
the data from Exp. 4 provide an accurate standard.
Figure 7(a) includes the accurate o~ „ for natural
Cd from Exp. 4 and the less accurate values from
Exp. 2, normalized by +3% to give average agree-
ment with Exp. 4. The energies23 for the "'"3Cd
ground state IAR are indicated and the solid curve
is drawn visually to fit the nonresonance cross
sections. Breaks in the curve are shown at the
"2Cd and "0Cd thresholds" of 3.39 and 4.76 MeV,
respectively. The target thicknesses and proton
energies were such that the IAR were missed in
Exp. 2 but averaged over in Exp. 4. Thus, for
Exp. 4 the two points near the IAR lie above the
smooth curve.

Figure 7(a) also shows the weighted sums of the
Cd cross sections discussed below.

Above the 3.4-Mev threshold for 112Cd the agree-
ment with Exp. 4 confirms that the isotopic cross
sections are correct on the average. Above 4.76
MeV the summed points are low because '~OCd(p, n)
is excluded. Below 3.4 MeV the sums are too
high. One might think that this discrepancy arises
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The solid curve is drawn visually to fit the data, with
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the same as in (a), and the discrepancies of the points
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reaction.
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FIG. 8 Ratios to a smooth curve (Table III) of o& „
for isotopes of Cd. The yield below the "~Cd(P, n)
threshold is attributed to a contaminant reaction, proba-
bly 'B(P,n). Sixnilar contaminant yieMs may be present
near 3.2 MeV for the other isotopes. These contaminant
ratios decrease above 3.5 MeV.

from errors in isotopic target thicknesses, i.e.,
the partial sum for ' ' 3'" ' 6Cd could be too
hj.gh and the values for Cd could be too low such
that the total above the '~ Cd threshold would still
be correct. But Fig. 7(b), which shows the partial
sum, demonstrates that the high points are on a
local maximum. As discussed below we attribute
this to backgrounds of Cu(P, n) and/or B(P,n) in
the targets or backings.

Figure 8 shows the ' ' ' '~ 6Cd cross sec-
tions from Exp. 1. %e have made self-consistent
corrections for the minor isotopes-in each target.
For '"Cd, which was 1.7% of '"Cd, we assumed a
reasonable excitation function. A Cl(p, n) back-
ground was subtracted for each target. For "2Cd,
which has a high threshold, we also subtracted
Cu(p, n) normalized to the spurious yield observed
below 3 MeV. The correction corresponded to
0.2 atomic percent Cu or, in terms of the ordin-
ate in Fig. 8, to ratios of 0.10, 0.03, 0.01, and
0.004, respectively, at 3.0, 3.5, 4.0, and 5.5 MeV.
Unfortunately, we did not obtain Cu analyses for
the other targets and so made no correction. As
suggested from Fig. 7(b), one or more of the

other targets has a significant Cu(P, n) and/or
B(P,n) backgrounds for energies below 3.5 MeV.

%e assumed the enriched targets to be uniform.
The small fluctuations of the points support this
assumption. (The points for "'"3Cd miss the
IAR'. s.) Some time after Exp. 1 we made central
one-third cutouts for the " ' 3'" Cd targets
("""Cdwere no longer available) and compared
the central and average weights of the deposits.
The results suggest that the "Cd, ' Cd, and
'"Cd cross sections should be changed by +3.5,
—3.5, and —2.5/0; respectively. We have simply
assigned +4% uncertainty to each target in Table
II except '~'Cd; the '~~Cd target is assigned +5%
because it had an irregular perimeter.

G. Tellurium

Figure 9 shows the 0~ „ for natural Te from
Exp. 2. The target was evaporated at a low temp-
erature to avoid Cu contamination and the areal
density was determined to +1% from the weight
and area. No Cl(p, n) background was observed;
however, the subtracted background included a
B(p,n) yield equal to that observed in Exp. 2 from
other backings prepared exactly as that for the
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For the subsequent least-squares OMP analysis
we omit points below 3.5 MeV for ' Te. We also omit
entirely the data for the very thin targets '" '"Te,
because the poor yield-to-background ratios re-
sulted in large fluctuations even at higher ener-
gies.

IV. ANALYSIS

A. Optical model potential form

We use a conventional proton OMP for calcula-
ting proton total reaction cross sections. It is
a sum of Woods-Saxon, surface absorptive, spin-
orbit, and Coulomb potentials:

d
Rf( ~R oR) +D D f( ED ~D)

dh

o ~ 1 t'I l'd
+ v,. ( (

y(r,z...o,.) + v,(z,),
~no,c &

dh

(1)

where

I'r —R )f(r. ,It,o) = 1+expI a )

v, (E) = v, (0) —f,E.
As discussed in Sec. IV E we fix all but two of the
eleven parameters.

B. Corrections for y-ray and pr'oton emission

At the higher proton energies the compound nu-

cleus decays mostly by neutron emission. Thus,
an observed cross section (o~ „) averaged over the
many levels of the compound nucleus is essentially
the reaction cross section (o,) for the average po-
tential model. But at energies nearer to the (p,n)
threshold the emission of y-rays is important.
Proton re-emission may also compete, especially
for the lighter nuclei ~Y and ' Nb.

Using Penny's '" computer code HELGA to make
Hauser-Feshbach" statistical theory calculations,
as reviewed in Sec. VIA-E of the Sn paper, we
predict an F(E) for each nucleus:

F(E) =(o „)/(o„) .
This ratio vanishes at the (P,n) threshold and ap-
proaches unity at the higher energies, which are
still well below the Coulomb barrier.

The predictions of F(E) require data from sev-
eral sources. We need the proton and neutron
OMP, the y-ray strength function, the Fermi-gas
density parameter, and the low-lying levels for the
target, compound, and final nuclei. To obtain the
proton OMP we use an iterative procedure such

that the parameters used to calculate F(E) are
consistent with the values required for the subse-
quent analysis of the (p,n) cross sections. [Ac-
tually, the proton OMP is not very critical for
obtaining F(E).] For the neutron OMP we use
the parameters which Moldauer 7 deduced from
low energy neutron data for 30 &A&140. The neu-
tron spin-orbit term is not critical and is omitted
for computational convenience. The y-ray strength
functions were obtained" by fitting average radia-
tive widths in the present mass region. Low-
lying levels are obtained from the Nuclear Data
Sheets" '9 supplemented by recent references. '0 "
For the Fermi-gas constant we assume the aver-
age curve deduced from earlier fittings45' 6 of
level densities in this mass region. Finally, we
deduce for each nucleus a second density para-
meter, the fictitious ground state 6, consistent
with the low-lying states.

The fluctuation ' factor 6 which enters3 into
F(E) ls based oil a Pol'tel'- TlloIIlas dlstrlbutlon

(y with one degree of freedom) of the partial pro-
ton or neutron widths for emission to each final
state. For y rays the calculations involve the
total width for emission to all final states; these
widths have a narrow distribution which we ap-
proximate by y' with infinite degrees of freedom.
The factor 8 is less than unity near the (P,n)
threshold where few neutron channels are open
and approaches unity at higher energies.

C. Corrected analyses for the Sn isotopes

Although the statistical model equations in Sec.
VIA-D of Ref. 3 are correct, there was an error
in the computer code such that the fluctuation fac-
tor 8 was always set equal to unity. Thus, the
predictions in Sec. VIE of Ref. 3 show F(E) in-
creasing too rapidly above each (p,n) threshold.
Johnson, et pl. ' concluded erroneously that the sta-
tistical model was a partial failure and compen-
sated by introducing two additional free parame-
ters into their OMP analysis of the six Sn iso-
topes. Using a corrected code" with statistical
model parameters deduced as outlined above we
have recalculated F(E) and repeated individual
optical model analyses of the published data on'I Sn. [We omitted ' 8Sn because the
high threshold makes the OMP parameters too
sensitive to F(E).] The points in Fig. 11 show
the least-squares fitted OMP parameters, VR(0),
TVD, and gD,. and the straight lines are from the
earlier analysis.

D. Definition of the reduced cross sections

In the following analysis OMP parameters are
chosen by least squares to fit the observed e~ „
corrected for y-ray and proton emission. To in-
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small T, the ratio T)/(4wP)) is the nuclear strength
function or reduced width per energy interval. j
The corresponding radius for a diffuse-edge po-
tential is not well defined; nevertheless, we can
reveal qualitative features by using an appro-
priate radius. Figure 13 shows T,/(4nP, ) for P
waves calculated from Figure 12 for R= 1.45 A,

' 3.

We see that most of the Coulomb dependences have
been removed such that the peak energy remains
nearly fixed as the resonance broadens. Since the
energy of the peak would have been increased or
decreased if the radius had been chosen respec-
tively larger or smaller, the location of the re-
sonance for large R~ is not given precisely by
this simple analysis. Nevertheless, it is clear
that the broadened resonance results from the 3p
state.

The actual measurements sum over partial
waves. For consistency with the Sn analysis3 and
with earlier literature" we plot a reduced cross
section defined by

terpret a fitted OMP it is instructive not only to
give the parameters but also to show excitation
functions. To avoid a many-cycle semilog plot
which would obscure the details, we divide out the
Coulomb effects and plot both data and theory lin-
early. This procedure is analogous to the fa-
miliar one of plotting proton differential cross sec-
tions relative to Rutherford scattering.

To deduce a reasonable divisor for the Coulomb
effects we first write the reaction cross section
for /-wave protons,

(o'„), =(2I+1)n'k )T, ,

&oo

4 'k-'g(2I+1)P, ' (4)

where T, is the transmission factor. (Spin-orbit
splitting is neglected here for simplicity of illus-
tration but included in the final analyses below. )
Figure 12 shows T, calculated for p waves for
"4Sn+P using the real well and the imaginary
well geometry deduced from the observed cross
sections' but various imaginary well depths from
0.5 to 12 MeV. The resonance for WD=0.5 MeV
results from the 3p state, which is quasibound
by the combined nuclear-Coulomb potential. As

WD increases, this resonance broadens such that
for WD= 12 NeV, which is about the value required
to fit the observed o~ „, the resonance is no longer
apparent.

Our task is to divide out the dominant exterior
Coulomb effects in order to reveal the broadened
nuclear resonance for-large WD. If we had mea-
sured 0~ „ for each partial wave and if the nuclear
potential were a square well we could plot T)/(4mP, ),
where P, is the penetrability kR/A, ' at the square-
well radius and k is the proton wave number. [For

&o-'

&o-4
5 6 7

PROTON ENERGY {MeV)

FIG. 12. P-wave transmission factors calculated for
the fitted OMP for ~248n+ p except for variations in the
imaginary well depth. The resonance results from the
quasibound 3P state.
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N~ {MeV)
Element V~(O) (Mev) Element V~{0}(MeV}

TABLE V. Fixed real well depths.

0.5 62.3
62 3
62.7
62.9

Ag
Cd
In
Te

62.9
63.1
63.4
64.0

'In the final analysis adjusted by least squares to 61.5
MeV.

In the final analysis adjusted by least squares to 61.1
MeV.

0.1

0
5 6 7

PROTON ENERGY {MeV)

1178n )
We use the same fixed parameters but must fix

one more because only two free parameters are
needed to fit the magnitude and energy dependence
of (S&) for each target over the energy range of
our work. Our choice is to fix V„(0) for all iso-
topes of each element at the value listed in Table
V. These values were calculated for the isotope
in the valley of P stability using a conventional48

isospin and Coulomb dependence,

FIG. 13. P-wave transmission factors from Fig. 12
divided by 4& times penetrabilities calculated at 1.45
xZ~» fm.

where P, is calculated at 1.45 A' ' fm, the same
radius as used in Fig. 13. The divisor is seen
to be a weighted sum of 4vP, . By analogy, (S~ „)
is found by replacing (o„)by (o~ „). Figure 1(a)
shoWs curves of (S~); each broad maximum is at-
tributed to the 3p state. Further discussions of
Eq. (4) appear in the literature. 2'5

E. Fixed and variable OMP parameters

The previous analysis3 of the precision Sn(p, n)
cross sections is an essential anchor for the pre-
sent work. Each Sn isotope required only three
free OMP parameters to fit the energy, width, and

height of the observed resonance in (S~), and a
study of parameter space showed that aD, W&, and

Vz(0) were appropriate parameters. These were
adjusted by least squares while the other eight
were fixed according to published analyses of
data obtained above the barrier. Table IV lists
the fixed values. (The small isotopic dependence
of x, is neglected here, and the value listed is for

v„(o) —:v,+ 24(x- z)/w+ o.45 z/w'~', (5)

where VD
——55.4 MeV has been chosen to fit Vs(0)

for the Sn isotope. in the valley of P stability.
The remaining free parameters are W~ and gL, .

Qualitatively, for our mass and energy region,
the imaginary well depth %~ controls the energy
dependence, and the diffuseness ga varies the
magnitude of (S~). Since the following analysis of
the data shows that S~ is.an essential variable
whereas pD comes out nearly constant, the fixed
and free roles of Vz(0) and ao could possibly have
been reversed for most of the targets. In fact,
the fits for 89Y and "Nb require that Vs(0) be free
whereas g~ can be fixed.

F. Least-squares OMP analysis

The (p,n) cross sections were fitted by least
squares using the OMP program GENOA49 modi-
fied to include the statistical model predictions
of the ratio E(E) =(o~ „)/(o„). Figures 14 and 15
list the best fit parameters and show the fitted
curves (lower solid) and data in terms of (S~ „) for
14 nuclei, The corresponding (S~) are shown by
the upper solid curves and are reproduced in.Fig.
1(b) of the Introduction. Data shown by triangles

TABLE IV. Fixed proton optical-model parameters.

~so
(MeV)

~so
(fm) (fm)

bo
(MeV+) (fm)

+c
(fm)

6.4 1.03 0.63 1.2 0;7.3 0.32 1.3 1.22
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FIG. 14. Reduced (p, n) and total reaction cross sections, (S& „) and (SP. In each figure the data points and the lower
solid curve are (S& „). The upper solid curve shows the cor'responding (S&). The best fit parameters are listed and the
fixed parameters are from Tables IV and V, except that aa was fixed as indicated for SY and 3Nb. Data shown by tri-
angles were omitted from the search The da. shed curve is (Sp predicted on the basis of the Sn analyses using Wz
=11.8 MeV, a&=0.385 fm, and the fixed parameters in Tables IV and V.

were omitted from the fit because they are either
too near the IAR's (33Mb and '9'Pd), or too near the

(p, n) threshold for a reliable prediction of E(E),
or too low in energy for reliable background sub-
traction. Actually, except for points near the
IAR's, the fitted curves usually agree well with
the omitted points. The dashed curves are (S~)
predicted with the imaginary part of the potential
taken from the Sn analysis (specifically aD
= 0.385 fm and R~ = 11.8 MeV for "'Sn) and the
fixed parameters from Tables IV and V. These
latter curves are reproduced in Fig. 1(a).

Figure 16 shows the imaginary diffuseness zD
for A. &100, including the values for the Sn iso-
topes from Fig. 11. The values average about
0.4 fm with little fluctuation. Since g~ acts par-
tially as a normalizing factor, some of the fluc-
tuations may result from errors in target thick-
nesses.

For Y and 3Mb our initial attempts to fit the
data with fixed Vz(0) failed. Therefore, for the
final fits shown in Fig. 14 we let Vz(0) be free and
fixed gD at the average of 0.4 fm for the other
nuclei with A. &100. The fits were achieved by
decreasing Vs(0) about 1 MeV such that the valley
below the 3p peak has been moved up to about 5
MeV. [For given WD a 1 MeV decrease in V„(0)
shifts the minimum upward 0.8 MeV. ] The failure
of the initial searches is related to the low ob-
served strengths in the valley.

The most striking result of the study is given
by Fig. 17, which shows the imaginary well depths
from Figs. 11, 14, and 15. The curve has been
drawn visually to fit the points. The point for
'~3Rh lies far above the curve. Rhodium's flat
excitation function (Fig. 14) requires that WD be
large but with large uncertainty because the re-
sonance is much broader than the energy region.
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G. Targets omitted from the OMP analysis 100

As stated in Sec. III the yields for four targets,
6'~ BPd and '- 26Te, ~ere not analyzed because

of uncertainties in target uniformities and back-
ground subtraction. But, even though the magni-
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tudes of these observed cross sections may not
be reliable, the shapes of the excitation functions,
at least for energies above 4 MeV, must be con-
sistent with the neighboring nuclei in order to be
consistent with the anomalous variations of 8'
~ ~ fi2

D

ln Flg. 17. The Cd cross sections were also
omitted from the analysis because of the large
corrections needed for y-ray emission.

Figure 18 shows the observed (S~ „) for these
five nuclei and the (S~ „) and (S~).predicted using
gD=0.4 fm and using S~ from the smooth curve
in Fig. 17. For the dashed curves the imaginary
part of the OMP is that of '"Sn, just as in Figs.
14 and 15. The predicted solid curves agree well
with the data for "2Cd and are generally consistent
with the data for the other nuclei within the errors
discussed in Sec. III. The rather flat (S& „) func-
tions observed for '06' Pd at energies more than
500 keV above the threshold support the conclu-
sion that S~ is large, -24 MeV, in this mass re-
gion.

H. Study of the OMP parameter space

Since the anomalous behavior of R~ in Fig. 17
has not been observed for protons above the Cou-
lomb barrier, we must ask if the anomaly might
be avoided by searching in some other region of
the OMP parameter space. Although it is diffi-
cult to obtain a definitive answer, the following
study strongly suggests that the proposed varia-
tion in R~ is the simplest way to describe our
results. We chose '"Ag for this study because
the data are relatively accurate, the Hauser-
Feshbach corrections are almost negligible, and
the fitted WD of 21.3 MeV is high up on the ano-
malous peak. In the six plots of Figs. 19 and 20
the solid curves show the best fit (S~) from Fig.
14 and represent the data. The long dashed curves
labeled "zero" are the same as the dashed curve
for ~Ag in Fig. 14, as predicted from the Sn
potential. These "zero" curves are based on
rather extensive studies' of parameter space for
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F(E) for the fitted data increased from about
0.72 at low energies to 0.98 at high energies, for

d and Sn, it increased from about 0.82 to
0.99, and for "Y from 0.53 to 0.85.

The predictions of E(E) (see Sec. IVA) involve
many assumptions and parameters. Ideally the
uncertainties in F(E) would be avoided by mea-
suring both (P,y) and (P,n) cross sections. Al-
ternatively, we can examine the results for internal
consistencies. The predicted E(E) produce
smoothly varying OMP parameters for isotopes
of Pd, Ag, Cd, In, and Sn. For example, '

Ag
and 'O~Ag differ considerably in (o~ „) but agree well
well in (o,) after the E(E) correction is made to
'O'Ag (see Fig. 14). Also the calculations of E(E)
used to fit Y and ~3Nb only above excited state
thresholds predict the observed excitation func-
tions below those thresholds (see Fig. 14). There
is also consistency of "Y and "Nb with new data
from the University of Kentucky on neighboring
nuclei for which E(E) is nearly unity (see Conclu-
sions).

Fortuitously, the error (see Sec. IV C) of omit-
ting the fluctuation correction in the earlier Sn
analysis supports the present predictions with
fluctuations included. The (p, y) competition is
negligible for ' ' Sn and relatively small for
"~Sn, but significant for "'~ "' Sn. With the
fluctuations inadvertently omitted, a consistent
set of OMP parameters could not be found. There-
fore, the F(E) functions were adjusted3 to force
consistency between the OMP parameters for the
Sn isotopes that required an F(E) correction and
those that did not. Now we find those functions
agree with the predictions including fluctuations.
Also the new OMP parameters are essentially the
same as before.

To examine the uncertainties in the assumptions
and corresponding parameters in E(E) for each
target would be an exhaustive study. We made a
partial study by varying a few parameters for
'O'Pd for which the E(E) correction is fairly large
and the deduced WD is more than twice that for
the Sn isotopes. In accordance with the uncer-
tainties in radiation widths, we varied the p-
ray strength function by +25% and found a corres-
ponding '~~05% variation in Wo. Since an anomaly
might exist also for neutrons, we doubled WD for
neutrons and found a 6% increase in Wo for pro-'
tons. Changing to the neutron potential of Wil-
more and Hodgson' reduced Wo by 16%. None of
these possibilities removes the anomaly for "'Pd.

CONCLUSIONS

By measuring (pn) cross sections for sub-Cou-
lomb protons we have found that the proton reac-

tion cross sections for 89 &A &130 do not follow
the systematic trend expected from a proton OMP
with parameters chosen to be consistent with the
observed3 resonances in the Sn isotopes. The pre-
dicted, and observed behavior of the reduced cross
sections are summarized respectively by Figs.
1(a) and 1(b) of Sec. I. We find no way to des-
cribe these data. iri the true spirit of the OMP, i.e.,
with all parameters having only slight and mono-
tonic dependences on N, Z, and A. We have found
the simplest procedure is to vary the imaginary
well depth W~, as shown in Fig. 17, with only
minor adjustments in the other parameters.

At present, the explanation for these variations
is not clear. Perhaps they result from vibra-
tional effects which are particularly strong '

near A. = 105. However, - vibrational effects
should show structure other than the observed
smooth A. dependence. In particular, the ""Cd
nucleus, which is more deformable than the Sn
isotopes, might be expected to show a flattened
resonance rather than the observed strong energy
dependence similar to that in the neighboririg Sn
nuclei.

Possibly we are observing the shell effects pro-
posed by Lane et zl." and Lynn' to explain anoma-
lies in the neutron strength functions in this mass
region. Near closed shells the low density of
two-particle, one-hole states available to the inci-
dent particle is expected to reduce the absorptive
strength R~. Thus, in Fig. 17 the small WD near
4 =120 may result from the 50-proton shell and
the lower WD near 4= 90 may result from the 50-
neutron shell.

Further measurements over broader regions of
mass and energy should be very interesting. Cur-
rently at the University of Kentucky, Hershbergel
et gl. '4 and Flynn et gl." are measuring both (P,n)
total reaction cross sections and proton scatter-
ing in this mass region. They have not only con-
firmed and extended' the present work on Ag and
In, but also have made extensive new measure-
ments" in the mass region 89 &A &98 where the
present study is inadequate because it includes
only two nuclei Y and ~3Nb, both of which require
rather large theoretical corrections to convert
the observed (o~ „) to total reaction cross section
(o„). The OMP deduced here for "Y and "Nb
has a small WD, about 6 MeV, and a real well depth
such that (S~), the reduced cross section, has a
minimum for 5 MeV protons. Howe'ver, as Fig.
14 shows, the predicted minimum is not seen
directly in the reduced (p,n) cross section (S~ „).
Confidence in the analysis would be increased if
we could actually observe the minimum by bom-
barding neighboring targets for which (o~ „) is es-
sentially the total (o,). In fact, Flynn et al."ob-
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tained such data by bombarding ' Zr and 'Mo.
For each target they found a broad minimum and
deduced an OMP with real and imaginary well
depths in agreement with those deduced here'for

Y and 3Nb. Consistent data were obtained also
for ~4' ' Mo. Thus, the anomalous behavior of

R~ is confirmed.
It would be interesting to extend these measure-

ments below A = 89 and to compare with the
strength functions deduced for A &65 from high
resolution studies near IAR's by Bilpuch et pl."
However, it is' possible that the fine structure
studies complement rather than confirm the pre-
sent type of measurements because of the different
dominant partial waves. From ~2Mo(P, P) studies,
Brandle et g/. "found the dimensionless strength
function s, to be 0.035+ 0.005 for s waves at 5.3
MeV and 0.02' 0.01 for d», at 4.3 MeV. Bil-
puch et g/. "found the same value for s waves.
Both our predicted and fitted potentials in this
mass region tFigs. 1(a) and 1(b)] give about 0.031
for s waves and 0.017 for d waves, in agreement

with the IAR data. But for P waves the predicted
and fitted s, at 5.3 MeV are 0.048 and 0.027,
respectively, and either of these values appear to
be consistent with the fine structure studies.
[We have approximated s, by T,/(4wP, ) and, to be
consistent with the fine structure work, used R

1.25 (1+4'~') fm ]
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