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In the time-dependent Hartree-Fock approximation, the fermions are assumed to interact only through the
mean field and the collisions between particles are neglected. We formulate an extended time-dependent
Hartree-Fock approximation which incorporates particle collisions due to the residual interaction, with the
usual time-dependent Hartree-Fock approximation as the collisionless limit. It is obtained by a truncation of
the Martin-Schwinger hierarchy at the second level and by using a simple representation of the one-body
Green’s function in terms of time-dependent occupation numbers. The final set of coupled equations consists
of a modified time-dependent Hartree-Fock equation and a master equation for the occupation numbers.
These results are physically transparent and describe properly the physics of the collision process. They may
also be simple enough to be of practical use to study heavy-ion collisions or the dynamics of other fermion
systems. Furthermore, as the configuration-space analog of the quantum Boltzmann equation, many
important results concerning statistical dynamics are obtained. Concepts such as entropy, temperature, and
local and ‘thermal equilibrium can be quantitatively introduced. The well-known H theorem that entropy
never decreases can be readily recovered. With the collision term explicitly exhibited, the macroscopic
equations (equations of continuity, momentum flux, and energy) and their associated conservation theorems
can also be derived. Analytic solutions for the master equation for simple cases lead to new “level crossing”
formulas having characteristics distinctly different from the Landau-Zener level-crossing formula and
illuminate the salient features as to how a nonequilibrium fermion system approaches thermal equilibrium.
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I. INTRODUCTION

This is the fifth of a series of articles dealing
with the dynamics of nuclear fluid. Other studies
concern themselves with the equations governing
the dynamics starting with time-dependent Hartree-
Fock approximations (TDHF),' the generalization
of the time-dependent Hartree-Fock approxima-
tion to include spin and isospin degrees of free-
dom, 2 the kinetic theory of quantum fluids, ® and
spin and isospin properties of finite nuclei in the
hydrodynamical model.* We present here an ex-
tension of the TDHF approximation and the con-
sequences of such an extension on the dynamics of the
nuclear fluid. Abrief summary of the mainresults
hasbeen reported previously.® Independentbutlater
investigations®?® along similar lines have also been
carried out by Shakin and Weiss® and also by Orland
and Schaeffer’ leading to similar results for the
extended time-dependent Hartree-Fock approxima-
tion.

Recent renewed interest in the time-dependent
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Hartree-Fock approximation (TDHF) for the
microscopic description of the dynamics of nuclear
systems was pioneered by Bonche, Koonin, and
Negele.® Since then, many TDHF calculations
were carried out®!? and many different theoretical
investigations were initiated.**!* "7 However, in
the TDHF approximation, the fermions are assumed
to interact only through the mean field and the
collisions between particles due to residual inter-
actions are neglected. Because particle collisions
are capable of altering the energy and momentum
states of the colliding particles and dissipating
energies, the pattern of behavior of the quantum
fluid can be that of hydrodynamics® or elastic re-
sponse, ' '®3 depending on the degree of particle
collisions. Because of such dependence, it is of
interest to extend the TDHF approximation to in-
clude particle collisions.

A previous extension of the time-dependent
Hartree-Fock approximation was discussed in
terms of a multideterminant representation and
Pauli’s master equation.> However, the use of a
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multideterminantal wave function is unsatisfactory
in that, in a channel coupling sense, the number
of determinants one can couple in a practical
multideterminant TDHF calculation is rather
limited. There is also the associated difficulty of
extracting statistical dynamical information from
a limited set of determinants. It is desirable to
seek a different extension of the time-dependent
Hartree-Fock approximation.

Although the TDHF equations can be derived from
a variational principle, 2°-22 it is well known that
it can be viewed as the lowest truncation of a hier-
archy of coupled equations.2»2% 13 The fact that
one has high expectations that even the lowest
truncation can give a good representation of the
dynamics relies on the introduction of effective
interactions for which much of the higher-order
correlations have been, in principle, incorporated.
What has not been incorporated is the dynamical
correlation due to particle collisions. From this
viewpoint, a natural extension of the TDHF ap-
proximation can be obtained by truncating the
hierarchy at a higher level.

There are two hierarchies in which the TDHF
approximation appears as the simplest truncation.
In terms of the density matrices, there is the
hierarchy of the quantum kinetic equations of
Bogoliubov and Gurov, ?® and Born and Green®®
coupling the one-body density to the two-body
density matrix which in turn is coupled to the
three-body density matrix.3 It is the quantum
analog of the Bogoliubov-Born-Green-Kirkwood-
Yvon (BBGKY) hierarchy in classical many-body
problems.?%"2® On the other hand, in terms of the
Green’s functions, there is the Martin-Schwinger
hierarchy®® coupling the one-body Green’s function
to the two-body Green’s function which in turn is
coupled to the three-body Green’s function. Be-
cause density matrix is a special equal-time
Green’s function, the Martin-Schwinger hierarchy
contains the quantum BBGKY hierarchy as a
special case and is therefore a larger and more
general set. The possibility of manipulating
Green’s functions with unequal time coordinates
makes the Martin-Schwinger hierachy well adapted
to discuss transport phenomena. The success of
deriving the Uehling-Uhlenbeck®® equation for an
infinite medium using the Martin-Schwinger
hierarchy by Kadanoff and Baym? suggests the
fruitfulness of a similar approach for finite nuclei
which we shall follow. As the TDHF single-parti-
cle equations are usuall'y solved in the configura-
tion space, we wish to limit our consideration to
that space in preference to the Wigner space where
much progress in obtaining the kinetic equation
for normal quantum fluid has been made recently.?!

We wish to obtain a set of final equations for our

finite nuclear systems as the configuration-space
analog of the quantum Boltzmann equation. Con-
sequently, this set of equations should retain
certain characteristics of the Boltzmann equation.
It should be Markovian in the sense that all the
quantities are to be specified at the same time
coordinate.®® This requirement necessitates an
integration over the collision history analytically.
Just as in the Boltzmann equation, we wish to keep
terms only up to the second order in the residual
interaction. This means that it suffices to include
only the Born collision term in the perturbation
expansion of the Green’s function. Finally, as the
Boltzmann equation violates time-reversal invari-
ance, we would like to take note of the time-rever-
sal violation when it is introduced.

By truncating the Martin-Schwinger hierarchy
at the second level and using simple representa-
tions of the one-body Green’s functions in terms of
time-dependent occupation numbers of modified
time-dependent Hartree-Fock single-particle
basis states, we obtain a final set of equations
which consisSts of an equation defining the basis
states and a master equation for the occupation
numbers. The equation for the single-particle
states is a “modified” TDHF equation in the sense
that the density which appears in the self-con-
sistent potential now depends on the time-depen-
dent occupation numbers. The master equation
for the occupation number is simple and physi-
cally transparent. It could have been written down
directly by taking note of energy conservation,
Pauli principle, and transition probabilities.
Nevertheless, the Green’s function method adopted
here has the advantage that higher-order correc-
tions to the TDHF approximation can be systema-
tically introduced if one so desires.

To obtain a generalization of the TDHF approxi-
mation and indicating how corrections can be in-
troduced systematically is not the only purpose of
the present investigation. Knowing the kinetic
equations, one has a powerful tool to study trans-
port phenomena and the approach to equilibrium.
Although much progress has been made recently
concerning dissipative phenomena in nuclear sys-
tems, 33-3% many important questions remain un-
answered. For example, one may wish to know
how a nuclear system (either in a heavy-ion col-
lision or in the vibration of a single nucleus) does
or does not equilibrate, and if it does equilibrate,
how a temperature is acquired. One may also
wish to know whether concepts such as entropy,
temperature, thermal equilibrium, local equili-
brium, valid enough for macroscropic systems,
can be quantitatively introduced for finite nuclear
systems, and if so, how one can prove that en-
tropy never decreases. These and related ques-
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tions can be discussed with our final set of equa-
tions for the extended time-dependent Hartree-
Fock (ETDHF) approximation. In the process, we
obtain analytic solutions of the master equation.
These solutions give rise to new “level-crossing”
formulas having characteristics quite distinctly
different from the Landau-Zener level crossing
and illuminate the salient features as to how a
nonequilibrium fermion system approaches equili-
brium.

Our results are useful also in a different con-
text. Previously, from the TDHF approximation,
we wrote down the equations of motion for the
macroscopic variables which are what one obtains
in classical inviscid hydrodynamics with the ex~
ception of the presence of terms of quantum
origin.»#%%1° Qur formulation of the collision
term paves the way for a better connection bet-
ween the microscopic description and the macro-
scopic description involving irreversible dissipa-
tion.

This paper is organized as follows. In Sec. II,
we introduce the Martin-Schwinger hierarchy and
show how the lowest truncation obtained by ne-
glecting the correlated part of the two-body Green’s
function g, due to particle collision leads to the
time-dependent Hartree-Fock approximation.
Thus, a natural extension of the time-dependent
Hartree-Fock approximation is obtained if one
includes the correlated part g,.. ' In Sec. III, we go
to the next level of the hierarchy to obtain an equa-
tion of motion for g,.. In the Born approximation,
this equation can be solved to obtain g,, in terms
of the one-body Green’s function. The resultant
equation of motion for the one-body Green’s func-
tion is, however, non-Markovian in the sense that
it contains not only the Green’s function at the
present time under consideration, but also the
Green’s function over the past collision history.

In order to obtain a Markovian equation of motion,
we first specialize in Sec. IV to a simple repre-
sentation of the Green’s function in terms of time-
dependent occupation numbers in a complete set of
“modified” TDHF basis states. Such a choice leads
to a clean separation between the effects due to
the mean field and the effects due to particle col-
lisions. Next, in Sec. V, we limit our attention to
slowly varying mean fields such that simplifying
assumptions can be made concerning the temperal
behavior of some of the quantities. These simpli-
fying assumptions allow one to evaluate the corre-
lated part of the two-body Green’s function g,, in
terms of quantities defined at the same time
coordinate. A master equation for the occupation
number is obtained to complete the formulation of
the ETDHF approximation and forms the basis of
investigation in the subsequent sections.

The consequences of the ETDHF approximation is
explored in Secs. VI to XII. Before such an ex-
ploration, we summarize the resultant equations
of the ETDHF equation and indicate possible re- -
finements in Sec. VI. Analytic solutions of the
master equation are obtained for four isolated
states in Sec. VII. These solutions have features
distinctly different from the Landau-Zener level-
crossing formula. In Sec. VIII, we introduce the
entropy and prove the well-known theorem that the
entropy never decreases. A scenario on how a
finite nucleus approaches thermal equilibrium is
presented by making use of the features of the
solutions of the master equation obtained in Sec.
VIL. In Sec. IX, we investigate the properties of
the static self-consistent equilibrium solutions in
the presence of particle collision. In Secs. X and
XI, the macroscopic equations and their associated
conservation theorems are derived to make a
connection between microscopic descriptions in
the ETDHF approximations with the macroscopic
descriptions in terms of density, velocity, and
kinetic energy density. The many-body informa-
tion extracted from ETDHF approximation is in-
vestigated in Sec. XII. Section XIII summarizes
the present discussion.

As one can see, this paper consists of two main
parts. Namely, Secs. II to V deal with the deriva-
tion of the extended time-dependent Hartree-Fock
approximation, while the remaining sections are
concerned with the resultant statistical dynamical
information extracted therefrom. Each part is
more or less self-contained. Thus, if one is
interested mainly in the consequences and applica-
tions of the ETDHF approximation, one can satisfy
oneself that the final set of equations of the ETDHF
approximation describes properly the physics of
the process with regard to Pauli principle and
transition probabilities and can go directly to
Sec. VI for a summary of the ETDHF approxima-:
tion. One can then proceed to the next few sections
to see how it can be used to study irreversible
dissipative phenomena in nuclear dynamics.

In this paper three appendices are provided to
clarify some of the points discussed in the main
text. In Appendix A, the equivalence of the TDHF
approximation in density matrix form and the
TDHF approximation in terms of single-particle
equations are investigated from a rigorous
mathematical viewpoint. In Appendix B, we write
down the master equation for the more general
(but less practical) case when the Green’s func-
tion is represented in terms of an occupation
number matrix #,,., instead of an occupation num-
ber n,(=n,,). The complexity of the problem is
indicated by the presence of a sevenfold summa-
tion in the master equation. In Appendix C, for
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practical purposes, we exhibit the master equa-
tion for the occupation numbers when the spin and
isospin degrees of freedom are averaged over.

II. THE FIRST EQUATION OF THE MARTIN-SCHWINGER
HIERARCHY

For a quantal many-body system, much of the
detailed dynamical information and possible in-
formation about the statistical mechanics of the
system are contained in the Green’s function intro-
duced by Martin and Schwinger.?® A comprehen-
sive review of the formalism is given by Kadanoff
and Baym?* and also by Abrikosov, Gorkov, and
Dzyaloshinski.®® We shall briefly summarize the
pertinent results of Martin and Schwinger as the
starting point of our investigation.

In the Heisenberg representation, the Hamil-
tonian for a system of nucleons of mass m inter-
acting through an instantaneous two-body potential
v(x,, x;) is given by

H ziﬁ% fdxvfp*(x, t) Vd(x, t)

+3 f axa o, 036, Do (e, )

sz(x', t)w(x’ t)y (2'1)
where x represents the collection of the spatial
coordinate r, the spin, and isospin coordinate &.
The equation of motion for the field operator  is
therefore

.9 PV .
(ma—t+—27n—)zp(x,t)

=[xl W, 006, DB, ). (2.2)
By multiplying the above equation on the left by

3% (x’, ') and taking the expectation value of the
time-ordered product, we obtain

o8 I ) ,
(mat1+2m v.?)eg,1’)
=76(1 = 17) + (=d) dev(1,2)g2(12, 1'2%),  (2.3)
where the symbol 1 (and analogously 1’, 2, and

2*) represents the collection of coordinates x, and
¢t,. The Green’s functions are defined by

and‘
£,(12,1'2') = (-i)XT@EWP@)I @)PT 1)),
’ (2.5)

the expectation value of the time-ordered product
being taken with respect to the dynamical wave-
packet-like state in question. We have also used
the symbol v(1, 2) to represent v(x,, x,)6(, —¢t,)

and the symbol 2* to imply that the time coordinate
t, here is greater than, but approaches ¢, in the
limit.

Equation (2.3), the first of the Martin-Schwinger
hierarchy of equations, couples the one-body
Green’s function to the two-body Green’s function.
The two-body Green’s function is, in turn, coupled
to the three-body Green’s function. This kind of
coupling continues on to form a hierarchy of coup-
led equations for the many-body Green’s functions.

It is instructive to show that the time-dependent
Hartree-Fock approximation can be obtained as
simplest truncation of the hierarchy. For this

" purpose, it is convenient to introduce the Green’s

function g¢ and g> as?®?2*

ig(1,1") = = 1 @)PA) (2.6)
and

ig(1, 1) =@yt a’), 2.7)
so that

g1, 1')=g<(1, 1') if ¢, <¢; (2.8)
and

g(1,1)=g(1,1") if t,>8]. (2.9)

For our application, it is sufficient to limit our
attention to the case where ¢| is greater than ¢, but
approaches £, in the limit. We separate the two-
body Green’s function into a free uncorrelated
(Hartree-Fock) part g,, and a correlated part g,,
due to particle collisions:

2,(12,12%) = g,,(12, 1'2%) + £,,(12,1'2") | (2.10)

where .
820(12,1'2%)=@[g4(1, 1)g*(2, 2*)] (2.11)
=g4(1,18°(2,2") -g4(1, 2)g4(2, 1),
(2.12)

and the operator @ is the antisymmetrization
operator. Thus, Eq. (2.3) can be written in the

g(1,1%) = (-17) (T(ZZ(I)Z'ZJT(l'))) (2.4) following form:
J
(m%;%vf - UMHF(l)) g1, 1) =15(1 = 1)+ (=) [ d20(1, 2}, (12, 1'2%), (2.13)

where the modified Hartree-Fock potential Uyyx(1) is defined by
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Uyrs(1)g¢(1, 17) = (=4) dev(l, 2)@[g4(1, 1")g%(2, 2%)].

(2.14)

(We use the “modified” to indicate that as distinct from the Hartree-Fock case, here, the equal-time
Green’s function is not necessarily determined by a single determinantal wave function.)
From Eq. (2.13) and its adjoint equation of motion, we obtain

d

2 >
("ﬁé‘tf in at! "2m (V2= V,,2) = Upye(1) + Um(1'))g<(1, 11)=I(1,1"), C (2.19)

where the collision matrix I(1,1’) is defined for ¢;=¢] as

16,1, 2180 = (=) [ dxfole,, x,) - v, %,)]e,,(12, 1°2°)

(2.16)
e

N

The correspondence between the time-dependent Hartree-Fock equation and Eq. (2.15) obtained from the
first equation of the Martin-Schwinger hierarchy can be readily recognized. One notes that the equal-time

one-body Green’s function g€ is just the density matrix:

lim [—ig<(x,, ¢, %1, t))] =9(x , x{; ¢,) .
-t .

1

(2.17)

Thus, when the collision matrix I(1, 1’) is neglected, Eq. (2.15) becomes the time-dependent Hartree-Fock

equation
I n?
gy ey, 275 8) = = 5o (V% = 9,20, 275 2)
+ dez['U(xn xz) - U(x;) xz)][m(xp xi; t)m'(xz’ X25 £) —-9'1()61, X2 t)m(xz’ x;; t)] : (2.18)

The use of the idempotent property, symmetry,
and finite normalization conditions then leads one
from the TDHF equation in density matrix form to
the TDHF equation in single-particle equation
form (Appendix A).

The recognition that the TDHF is the simplest
truncation of the Martin-Schwinger hierarchy is
useful not only as a way to understand how TDHF
equations can be derived, such a recognition also
allows one to find the corrections to the TDHF
approximation. Obviously, the inclusion of the
collision matrix will provide the next correction
to the TDHF approximation. For thc evaluation of
the collision matrix, it is necessary to go to the
next level of the Martin-Schwinger hierarchy.

III. THE SECOND EQUATION OF THE MARTIN-SCHWINGER
HIERARCHY

For a quantum system in a canonical ensemble
of thermal equilibrium, the two-body Green’s
function can be obtained as an expansion in powers
of the interaction.?®2%3® Diagrammatic rules for
writing down the perturbation expansion have been
well developed using the field theoretical tech-

J

r

nique.?*® For our case under consideration, we do
not have a canonical ensemble, but a wave-packet-
like dynamical nonequilibrium state; the final
result of perturbation expansion of the two-body
Green’s function remains the same3™*° except that
the path of time integration and the ordering of the
field operators need to be defined in a more
general way. We shall obtain the perturbation
expansion using these diagrammatic rules. As we
mentioned before, in analogy with the classical
Boltzmann equation, we need to include only the
Born collision term in the perturbation expansion
of the Green’s function. For such a simple case,
the structure of the perturbation expansion can be
obtained by considering the second equation of the
Martin-Schwinger hierarchy. However, it is still
necessary to return to the field theoretical method
for perturbation expansion of the Green’s functions
in the real-time domain®** in order to define
properly the time-integration path and the ordering
of the field operators. In spite of such a limitation,
it is nonetheless instructive to study how the Born
collision term can be obtained from the Martin-
Schwinger hierarchy. The first two equations in
the hierarchy are of the form

(m%;%vfﬁu, 1)=m5(1 = 1)+ (~i) [ d20(1, 2)g,(12,1'2"), 3.1)
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(m;t—l+-2’%v12>g2(12, 1'2)= 158(1 - 1)g(2, 2') - 6(1 - 2" )g(2, 1)]+ (2) [ d3v(1, 3)g, (123, 1'23"). (3.2)
A truncation is achieved by assuming a product form of the three-body Green’s function
g,(123,1'273%) = Q[g,(12, 1'2")g(3, 3")], (3.3)
where ,
Qlg,(12,1'2")g(3, 3")] = g,(12,1'2")g(3, 3*) - g,(12, 3*2')g(3,1’) - g,(12, 1’ 3*)g(3,2), ~ (3.4)
which leads to
e o, L8 m_, ror o AL ros
(ma_tlf%v1 —UMHF(I)) (mé‘tz"ﬂvz -UMHF(2)‘ {g,(12,12") - @[g(1,1")g(2, 2") [} =i (1, 2)g,(12, 1’2 )+cz3(v;;.

To the first order in v, the correlated part of the two-body Green’s function is

g,(12,1'2") - @lg(1, 1")g(2, 2")] :’E f d1d2g(1,T)g(2, 20 (1, 2)@lg (T, 1)2(2, 2], (3.6)

which is the perturbation expansion result for the Born collision term. Thus, a truncation of the Martin-
Schwinger hierarchy at the second level and a neglect of higher-order terms lead to the Born collision
term. In terms of Green’s function diagrams, the result of Eq. (3.6) can be represented by the diagrams
in Fig. 1. ' :

As is well known, for the nuclear field, it is not possible to consider just the first few terms of the per-
turbation series for the corrections to the Green’s functions, if one starts with the bare interaction
vy(7,,7,). As a result, it is necessary to carry out partial summations so that some infinite sequence of
terms of the perturbation series involving the bare interaction makes a first-order contribution involving
the effective interaction to the quantities under consideration. The perturbation expansion (3.6) needs some
amendment in order to be useful. For this purpose, we would like to examine in a formal way how the
effective and the residual interactions are related to the bare interaction. It is convenient to introduce
the vertex function for the bare interaction in the unantisymmetrized form:

(12, 34) =v,(x,, x,)5(, —£,)6(1 - 3)5(2 - 4). (3.7
It is easy to show that the exact equation of motion involves the vertex function I'(12, 34) in the form®®
. 9 ﬁz 2 ’ ’ . ’ +
il +5—V,") g1, 1) =5 (1 - 1)+ (=i) J d2dsaar (12, 34)alg (3,124, 2], (3.8)
1 .

where the exact vertex function is given by the integral equation
T i T A9 42441 (0) A\ (@ T\~(A O\T 719 .
I'(12,34)=T'(12, 34) +%-_/d1d2d3d4r‘ (12,34)g(3,1)g(4,2)r' (12, 34). ) (3.9)

- [Equation (3.8), together with (3.9), is the same Eq. (10.15) of Ref. 36 except that in the last term of Eq.
(3.8), we have used unantisymmetrized vertex functions but antisymmetrized Green’s functions.] In
general, the vertex function Eq. (3.9) cannot be solved exactly. One can, however, obtain an approximate
solution, for example, by a partial sum involving compact diagrams to very high orders. Once this is
accomplished, we identify the diagonal part of the vertex function as the effective interaction » for the
mean field:

r(12,34)=v(1,2)5(1 -3)6(2—-4) for 3=1 and 4=2. (8.10)

920 ‘;Zc
FIG. 1. Diagrammatic representation of the perturbation expansion of the two-body Green’s function [Eqs. (2.10) and
(3.6)], up to the first order in the interaction represented by a dashed line.
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For the off-diagonal elements of the vertex function, as different space-time points are involved at the
vertices, the simplest parametrization in terms of a residual interaction v’ can be given in the form

r'(12,34)=»'(1, 2)g(1, 3)g(2,4)»’(3,4) for 1+ 3 and 2+4,

(3.11)

involving a second order in the interaction »’. This form is chosen as to correspond to the result of the
perturbation expansion (3.6) involving, however, the residual interaction »’ instead of v. With these

identifications, the equation of motion (3.8) becomes

(iﬁ;t-l—+%vf)g(1,1')=n5(1_1')+(-i)fdzv(1, Z)G[g(l,1')g(2,2’)]+(-i)fd2v’(1,2)g2c(12,1’2*), (3.12)

where

£.,012,12) =1 [ aTaZe(1, Tig2, 20’ @, 2065 (T, 196, 2°)].

We envisage that the mean-field theory of TDHF,
obtained by using an effective interaction »(1, 2) in
Eq. (3.12) and neglecting the residual interaction
v’(1,2) is a good approximate representation of the
dynamics. In using an effective interaction having

density dependence such as the Skyrme interaction -

and containing the effect of a rearrangement term
because of such a dependence, many of the higher-
order correlations are, in principle, included. It
becomes now necessary to take into account the
last term in Eq. (3.12) as a correction due to the
residual interaction. In general, the effective
interaction v and the residual interaction v’ need
not be the same. :

Even though the perturbation expansion (3.13) we
obtain for our Green’s function is the same as that
‘of Martin and Schwinger and Kadanoff and Baym,
our Green’s functions are defined with respect to
nonequilibrium dynamical states in the real-time
domain. The temporal path of integration needs to
be carefully selected. Many investigations of the
time-path for Green’s function in the real-time
domain have been carried out.3”*° In particular,
it can be shown that the perturbation expansion
for the Green’s function in the real-time domain
for nonequilibrium (wave-packet-like) systems is
identical with those of the zero-temperature per-
turbation theory; only the time-integration path
and the path-ordering of the field operators are
different. The path of time integration is such that
times runs from ¢, before which the residual in-
teraction vanishes to a time ¢, after which the

]

(3.13)

residual interaction is absent and then back from
t, to t, again. The ordering of the field operator
in the evaluation of the expectation value is along
the direction of the path; the further along the ‘
path, the “later” is the “time-path” in the order-
ing of the field operators. The justification for
such a type of time path and path ordering has been
discussed in detail and will not be repeated
here.’™% Briefly, this type of time-integration
path and path ordering arises because the Green’s
function is the expectation value of time-dependent
field operators. Thus, in the evaluation of the
expectation value, the time translation can be
viewed as developing forward in time from the
original state but later has to develop backward
in time to reach the same original state. Some
applications of this time-path method to obtain
the kinetic equation, similar to the ones discussed
here, have been presented previously.3%3% %

In our case, the residual interaction is present
in the remote past and one can choose ¢, to be
—». For our purposes, it is sufficient to limit
our attention to.?;=¢,. The residual interaction is
operative up to the present time ¢, under considera-
tion, and thus one can choose ¢, to be ¢], the nega-
tive superscript to indicate the limit lim,_ (¢, = 7)
so as to avoid the singularity of the Green’s func-
tions at ¢£,. With this choice of time path and the
path ordering for the Green’s function in the real-
time domain, the correlated part of the Green’s
function g,, of Eq. (3.13) is explicitly given for
t=tiby -

212,12 =% [aza%, [ Tt e, D@, 20, 7)ele [, 1964, 2]

-g‘1,1g2, 2w &, %,)8le (1, 1) (2, 2°)]}-

(3.14)

This form of the correlated part of the two-body Green’s function is also what is obtained by Kadanoff
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and Baym as one can deduce from their Eqs. (8-27a) and (8-29).2%%' There, the result for Green’s func-
tion in the real-time domain is obtained from those in the imaginary-time domain by analytic continuation.

With this result for the correlated part of the two-body Green’s function, we obtain the following equation
of motion for the one-body Green’s functions for ] =¢;:

(iﬁal+2ﬁv _U,mu) 1,1

=n5(1 - 1')+% fd2v'(1,2)d71d§2 fth—l(g’(l,T)g’(Z,E)v'(E“Tcz)(i[g<(T, 1)g4@2, 2%)]

This is a closed equation involving only one-body
Green’s functions. It is the extension of the time-
dependent Hartree-Fock approximation to include
particle collisions. This equation can be called the
extended TDHF approximation in Green’s function
form. The additional term [the last term of the
above Eq. (3.15), or equivalently, the collision
matrix I(1, 1’) in Eq. (2.15)] is second order in the
residual interaction, much as the collision term

in the classical Boltzmann equation. Furthermore,
because the integration over “past collision his-
tory” extends only from 7, =~ to f,=¢#;, time
reversal invariance is destroyed, much as in the
Boltzmann equation. The only qualitative differ-
ence from the Boltzmann equation is its being
non-Markovian in the sense that the equation for
the Green’s function depends not just on the Green’s
function at the time under consideration but also
on the Green’s function over the past collision
history.

IV. CHOICE OF TIME-DEPENDENT SINGLE-PARTICLE
BASIS FUNCTIONS

Although the TDHF equation can be expressed
either in the density matrix form or alternatively
in the form of a set of single-particle equations
(Appendix A), the practical application of TDHF
is simpler when one deals with the single-particle
equations rather than the density matrix.’-'2 Simi-
larly, in the extended TDHF approximation the
introduction of single-particle basis functions will
simplify its practical application. A proper choice
of the basis functions also allows a clean separation
between the effects due to particle collisions and
the effects due to the temporal variation of the
mean field and thus makes the connection between
the single-particle equations in the TDHF approxi-
mation and those in the ETDHF approximation very
transparent.

The Green’s function g<(x,t,x¢]) is a matrix in
x,¢, and xjt]. We wish to represent it in terms of
‘an orthonormal set of single-particle states y,(xt).

~state is a convenient one.

-21, Dg(2,20' &, %) [T, 1)¢° (2, 29).  (3.15)

{

In general, this will lead to an occupation number
matrix having diagonal and off-diagonal elements.
The presence of the nondiagonal terms will lead to
an equation for the number matrix with a sevenfold
summation over the indices of the complete set of
the basis single-particle states (Appendix B) and
renders the dynamics rather intractable. To

make the problem simple, we shall therefore
specialize to an approximate representatlon of the
Green’s function in the form

. 1ot = t
—ig (x,ty, x{t]) = E n, (
Py

lgt{)%(xltl)zﬁ (xt)),
(4.1)

with the complementary Green’s function

. ver < t+t]
Zg>("1tv x1t1) = Z [1 - nx( L 2 1>]¢x(x1t1)¢;f(x1't1’) s
Py

(4.2)
" satisfying the identity
Lm [ig>(x, 8y, %08]) = ig“(xyty, x78])] = 6(x, — /) .
P
(4.3)

The effect of particle collisions can be readily
separated by choosing the complete set of single-
particle states @,’s to satisfy the modified TDHF
equation:

zph(xt) (- L V2 + UMHF(xt)) B (xt), (4.4)

where the potential Uy r as defined by Eq. (2.14)
is the same as the ordinary Hartree-Fock poten-
tial except that the occupation number is now

time dependent. This choice of the single-particle
For, upon constructing
the equal-time Green’s function and substituting
into the equation of motion Eq. (2.15), many terms
cancel out with the exception of 8x,/8¢ and I(1,1’).
In fact, we have
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55 20 et - AtV (49)

Thus, the orthonormality of the basis function
¥,(xt) leads to

2 -1/ [ anaxipiad

X I(x, 8, {87, (x8) . (4.6)

Thus, with the choice of basis states satisfying
Eq. (4.4), the effect of collision is mainly to
change the occupation probabilities of the single-
particle states with time. Obviously, in the col-
lisionless limit, our equation reduces to the TDHF
equations with frozen occupation probabilities.

Equation (4.6) can, of course, be expressed com-
pletely in terms of the single-particle basis func-
tions by means of Egs. (3.15), (4.1), and (4.2). The
resultant set of Egs. (4.6) and (4.4) is closed in
itself as it contains only the basis wave functions
¥\(x,¢) and the occupation probability »,(¢). How-
ever, this set of equations is non-Markovian as
the time coordinate in the wave functions and the
occupation numbers range from -« to the present
time ¢; and is therefore difficult to use directly.
To be of good use, it is necessary to reduce the
right-hand side of the Eq. (4.6) into a simple
Markovian form. Our formulation will be com-
plete when we succeed in such a reduction. The
next section will be devoted to such a reduction
for the special case of a slowly varying mean
field.

As we remarked before, a more general repre-
sentation of the one-body Green’s function in terms
of an occupation number matrix makes the dyna-
mics rather intractable, although the equation of
motion can be obtained in a similar way. For
completeness, we present the results for the case
with an occupation number matrix in Appendix B.

V. SLOWLY VARYING MEAN-FIELD APPROXIMATION

The equation of motion (3.15) [or equivalently
Eq. (4.6) in its unsimplified form], is non-Marko-
vian and therefore cannot be of much use in prac-
tical calculations. It is desirable to reduce it into
a Markovian form so that all the quantities in the
equation of motion are specified at the same time
coordinate. This requirement necessitates an in-

tegration over the collision history analytically.
Obviously, this cannot be done in general but is
possible in a special case where the mean field

is varying slowly enough so that simplifying as-
sumptions can be made concerning the temporal
behavior of the Green’s functions. " As the assump-
tions are made only in connection with the evalua-
tion of the collision term, which is only a correc-
tion term, refinement of these simplifying assump-
tions only leads to higher-order corrections and
may therefore be less important.

Accordingly, in order to obtain g,, by integrating
over past collision history, we shall consider the
case in which the mean field is a slowly varying
function of time. We substitute the representations
(4.1) and (4.2) for the Green’s function and per-
form the integration over #,. The Green’s func-
tion is expected to peak sharply about the relative
time coordinate®** so that only a small region of 7,
within a width of the correlation time is important
in the integral of (3.14). We assume that the mean
field varies so slowly that the typical time scale
for the variation of the mean field is long compared
with this correlation time. It is then reasonable
to assume for the evaluation of g,, that the time’
dependence of the single-particle wave function
satisfies the approximation

B, T+3T) > e DT My, () (5.1)

where ¢,(T) = [, (xT), (T)¢,(xT)] and #(T) is the
modified Hartree-Fock single-particle Hamiltonian
defined by

2
h(t) = - g—n V2 + Uyur (%, £) - (5.2)
Such an approximation is found to account quite
well for the predominant time dependence of the
TDHF single-particle wave functions for small
time intervals of 7.*> Similarly, it is also rea-
sonable to assume that

€x[(t1+?1)/2] ~¢,(4) . (5.3)
and
m[(t,+5)/2] =n,(t,) . (5.4)
From Eq. (3.14), the result of the integration

over 7, gives the correlated part of the equal-time
two-body Green’s function:

Galxtyx"tx't, x7t) = 2 [(1=1,)(A = mp)mgng = myng(1 = m)(1 = m,) ]

1234

X (€;+ €5 = €3 = €4 — M7t o ¥y (0P, (x ")PF(x ") (x't) (12]v’]43 = 34) . (5.5)

Thus, from Eq. (2.16), the equal-time collision matrix is given explicitly by
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I(xt,x't) = =i fdx”[v (x, x") = v'(x",x")]

X Z [(1 = 7)1 = ,)mmy — myna(1 = m)(1 = n,) ]

1234

X (€1 + €5 — €5 — €4 =AM, 0 Uy (2P (x ") YF(x ") 9F(x't) (12]v’ |43 - 34), (5.6)

where the antisymmetrized matrix element (12|v’|43 — 34) is given by

(12]v’[43 - 34)= fdxdx’zpi"(x)z/);(x’)v'(x, 2[5 (x") = Pa(x)hy(x7)] (5.7)

With this explicit form of the collision matrix, the scalar product with ¥,(x) and ¢,(x’) can be readily
obtained. From Eqs. (4.6) and (5.6), we find the master equation for the occupation probability:

an1(t) -
ot

Together with Eq. (4.4), this equation completes
our formulation of the ETDHF approximation. It
describes properly the physics of the collision
process and could have been written by taking
note of energy conservation, the Pauli principle,
and transition probabilities.** Thus, Eq. (5.8)
can be used not only in ETDHF but also in other
microscopic non-self-consistent descriptions of
collective dynamics.

Our formulation of the extended TDHF made use
of the Green’s function and slowly varying mean
field to arrive at the simple results of Eq. (4.4)
and Eq. (5.8). An independent investigation using
the Green’s function formulation has also been
undertaken by Shakin and Weiss.® They obtained
equations similar to Egs. (4.4) and (5.8) with the
exception of the omission of the exchange term and
the introduction of a correlation time T resulting
in the appearance of the function

nmsinle, +€, -~ €, -, T
le,+€p—€3— €4l

in the master equation which, with the proper ad-
dition of a small imaginary component to ¢, + ¢,

— €3 —€,4, can be considered as a special represen-
tation of the 6 function when T approaches infinity.
A, we shall see in the next section, a more re-
fined form of the master equation can be obtained
by taking the lifetime of the particle into account.
In that case, the & function in Eq. (4.4) needs to be
replaced by a Lorentzian.® An independent inves-

tigation by Orland and Schaeffer” using-also the

% Z Bley + €5 — €5 — €)[(1 = 1) (1 = m)ngmy — mymy(1 = my)(1 = m,) ]| 12]07[43 = 34)| 2. (5.8)
254

I

Green’s function formulation leads to similar
results. ‘ >

V1. SUMMARY AND REFINEMENT OF ETDHF
APPROXIMATION

In the previous sections, we have shown how the
ETDHF approximation can be written in the non-
Markovian form and how in the case of slowly
varying mean field the results can be reduced to
the Markovian form so that the explicit history
is not used to describe the present state. For
practical applications, obviously, it is desirable
to work with the ETDHF approximation in the lat-
ter form. We shall henceforth focus our attention
on such a formulation, keeping in mind the limita-
tions with regard to the slow variation of the mean
field.

We hereby summarize the main results of the
ETDHF approximation (in the Markovian form).
We select a complete set of time-dependent basis
states y,(x, t) to separate the effects due to the
mean field and the effects due to particle colli-
sions. The complete set ¥,(x,¢) is chosen to satis-
fy the modified time-dependent Hartree-Fock equa-
tion

2
if % dylxt) = <- Eh—; v+ UMHF(xt)> d(xt), (6.1)
such that the effect of collision can be included

in terms of a variation of a time-dependent occu-
pation number #,(¢) for the single-particle state

¥, (xt) where A runs from 1 to infinity. The modi-
fied Hartree-Fock potential is defined as

Ugree (x8) 0, (28) = f dxyp ()0, 2,0, () = f dxzz: 1y L) ()0, %,) 05 (5) « (6.2)

The interaction v(x, x,) can be density dependent in which case it must include the rearrangement terms.
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The density p(x) is given by '

p(x) =2 m (O, (xt)P(xt) . (6.3)
A
The occupation numbers », for the single-particle states now satisfy the master equation:
9 .
.5’% - % 2,3,4 Ole; +€;—€5— €4)[(1 = nm)(1 = np)ngny — niny(1 = mg)(1 = my)] , (12,1)"43 - 34>I2 ’ (6.4)

where we have used the abbreviated subscripts 1, 2, 3, and 4 to stand for the state labels 1, A,, };, and
A4, respectively. The matrix element of the residual interaction v’ is defined as

(12[v’|43 ~34)= f dxdx ") (x o (%, 2 Mgy () = 93 (x)y(x")], (6.5)

and the single-particle energies ¢, are

6,()= f dxp¥(xt) (_ ;% V24 UMﬂF(xt)) Dy(xt) .

(6.6)

It is easy to cast Eq. (6.4) in terms of transition probabilities by taking note of Fermi’s “golden rule”
that the transition probability W(12;34) is related to the matrix element by

W(12;34) = (27/n)| (12]v’|43 - 34)]?, (6.7)
which leads to
om =1 Z W(12;34)8(e, + €, — €5 — €) [nam,(1 = 1,)(1 = 13) = mymp(1 = m5)(1 = )] (6.8)

3¢ 234

We note in passing that in Eq. (6.8) the summation over the final states 3 and 4 is unrestricted so that a
given pair of final states appear twice in the summation (state 3=, state 4= 8, and state 3= 8, state
4=a). One can introduce a restricted summation 25 2, (3,4 Such that each combination of final states 3 and
4 appear only once. In the form of the restricted summation, Eq. (6.8) becomes

an, _
dt 2(3,4}

which is identical to the usual form of the master
equation in the literature [see, e.g., Eq. (1.147)
of Ref. 43].

Our approximate result (6.4) makes use of only
the expectation values of the single-particle Ham-
iltonian and occupation numbers whose time de-
pendence is slow enough that Eqgs. (5.3) and (5.4)
are good approximations. However, one finds
from the subsequent result of the master Eq.
(6.4) that a particle in a single-particle state has
a finite lifetime (Sec. IX). To the lowest order of
approximation, the occupation probability varies
in time according to the exponential decay law:

(6.10)

(855 ) 1) expl T, 7 - /2],

where the width T, is related to the inverse of the
lifetime of this particle in the single-particle state

A
r,=i/1,. (6.11)

The master equation can therefore be refined in a

E W(12;34)6(€1+€2—€3_(4)["3”4(1 —nl)(l_nz)"nlng(l _ns)(l _‘n4)]; (6‘9)

self-consistent manner in which the derivation of
the collision matrix takes into account this tem-

~ poral dependence of the occupation number. Oper-

ationally, in the evaluation of the collision matrix,
this dependence of %, on (f; - ¢#,) is equivalent to

an occupation number having no such dependence
but with the single-particle energy ¢, replaced by
€,~-4iT,/2. When this is taken into account the
master equation appears in the same form as that-
of Eq. (6.4), except that now the 8 function in en-
ergies is replaced by a Lorentzian

6(€1+€2—53-€4)"D(€1+€2"€3—€4)
1 T

= 2 (€1+€2 —-—€5— 2:)%4' (1"1234/2)2 ’
(6.12)

where
Tipeu=T +T,+T,+T,, (6.13)

A self-consistent treatment of the width for all
the single-particle states is probably a rather
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formidable undertaking. A simpler treatment is
to assume that since the most important effects
of the collision process occur with nucleons in the
velocity of the Fermi surface, it is possible to
introduce an average width T" for all the single-
particle states resulting in a width parameter in
the distribution D(g, + €, — €; — €,) in (6.12) inde-
pendent of the states. The implementation of the
ETDHF can then be greatly simplified. Other
types of distribution can also be useful. For ex-
ample, instead of the distribution (6.12), one can
follow Shakin and Weiss to introduce a correla-
tion time T to represent the distribution® as

7sinle; +€,—€;—€,| T
€, +€y—€5—€,l

D(e,+€,— €5 €)=

(6.14)

or as a distribution as those used in Strutinsky’s
shell correction method*¢:

D(x)=\/% e (x?/4T%) i:aZkHZk(x/ZF), (6.15)

k=0
where x=¢,+€, - €;—€,,
ay,= —(1/4k)ay, , for k>0 with a,=1,

and H,, is the Hermite polynomial of order 2%.
The advantage of distributions of the type (6.14)
and (6.15) is that as they assume negative, as
well as positive, values, they may lead to better
convergence in a numerical calculation. Clearly,
much experimentation is needed to find the best
distribution function for future numerical imple-
mentation of the ETDHF approximation. However,
because of their not always being positive definite,
the H theorem concerning the non-negative nature
of the rate of change of entropy cannot be obtained
(Sec. VIN).

It is easy to see that in the absence of residual
interactions, our set of equations reduces to the
usual TDHF equation as a collisionless limit with
frozen occupation probabilities.

With regard to the total particle number, we note
that upon taking the summation of Eq. (6.4) with
respect to the state label A, we obtain

% ; n,=0,

(6.16)

which remains true even when the 6 function is re-
placed by a distribution D(g, + €, — €5 — €,) Sym-
metrical with respect to the interchange of ¢, = ¢,
and €, =¢; such as Egs. (6.12), (6.14), and (6.15).
Thus, in our set of equations of motion, the total
number of particles is rigorously conserved.
There is no need here to introduce a Lagrange
multiplier to conserve a particle number as was

done previously by Shakin and Weiss.®

So far, the results obtained are general and
include the spatial, spin, and isospin degrees of
freedom. However, for some practical problems,
it is often desirable to restrict ones attention to
only the spatial degree of freedom, while the spin
and isospin degrees of freedom are averaged
over. We shall show in Appendix C how this is
done in the case when the residual interaction
depends only on the spatial coordinates.

VII. SIMPLE ANALYTIC SOLUTIONS OF THE MASTER
EQUATION FOR FOUR ISOLATED STATES

The set of occupation number equations are
coupled to the modified Hartree-Fock equation
through the two-body matrix element. They run
through the whole set of occupation numbers of all
the single-particle states. In order to obtain some
clear insight into the physics involved, we shall
consider the special case of four isolated states
and look for the analytic solutions of the master
Eq. (6.4). Here, we have a coupled set of equa-
tions for 3ni/8t, where 7=1,2,3,4. Because of the
symmetry which exists in the factor containing the
occupation numbers in the master equation, it is
convenient to work with generalized occupation
numbers S(sum), F, D,(difference), and D,(dif-
ference) related to the occupation numbers n,; by
the linear transformation:

S=n+n,+ngt+n,, (7.1)

F=n+n,—n; -n,, (7.2)

D,=n,-n,, (7.3)
and

D,=n;-n,. (7.4)
One finds that

which leads to the useful result that S, D,, and D,
are constants independent of time. The only equa-
tion that we need to solve is

8F(f) _ - ,
TR [<12[v’]43 - 34)|?
X 5(€1+€2—53‘54)W(F75:D1,D2): (7.6)

where the function w is a polynomial cubic in F
given by

w(F,S,Dy,D;) = F[F?+4S(1-S/4) - 2(D,?+ D,?)]

-4(1-S/2)(D>-D,?). (7.7)

For simplicity of notation, ‘we shall introduce the
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constant a (which may be complex) and the real
constant b to write the above polynomial w in the
form

w(F)=F(F%+a®)+b, (17.8)
where

a%=45(1-5/4)-2(D2+D,?), (7.9)
and

b=-4(1-5/2)(D,2-D,?). (7.10)

To turn the relation given by (7.6) into a proper
equation of motion for F, we make the assumption
that the “levels” E,=¢,+¢, and Eg=¢,+¢, are
linear functions of time and cross at t=¢,. We as-
sume further that the absolute square of the resi-
dual interaction matrix element varies slowly
enough so that it can be taken to be a constant.
Then, we obtain the equation of motion for F as

dF(t)

T (7.11)

== Z”Gz[F(FZJr a?)+b1o(t-1,),

where we have converted the 6 function of energy
into that of time, and we have introduced G? as

d(E, - Ep)

i . (7.12)

G*= % |(12]v’|43 - 34)]2/

With G? independent of time and w a cubic poly-
nomial of F, the equation (7.11) can be solved
analytically. We shall discuss the types of solu-
tions for level crossings of three different kinds
characterized by the different (but constant) values
of D, and D,. We name a level crossing to be of the
first kind when the differences D, and D, are zero.
This is the case when »n, - n,=n, -n,=0. The so-
lution for this case is particularly simple. We
name a level crossing to be of the second kind
either (i) when the differences obey D,=+D,#0,
or (ii) when the total occupation number S=2. We
name a level crossing to belong to that of the
third kind when the initial occupation numbers
are arbitrary. This is the most general case for
a system of four isolated states and the solution is
slightly more complicated. We shall discuss these
three kinds of level crossing separately.

A. Level crossing of the first kind

The level crossing of the first kind is the special
case in which initially, #n,=n, and n,=n,. We see
from the constancy of D, = (n, - n,) that n, remains
to be equal to n, if they are initially equal. Simi-
larly, »n, remains to be equal to », if they are
initially equal. In this case, Eq. (7.11) is greatly
simplified to become

OFW) __ 7
ot 4

G F(F%+a®)b(t-t,), (7.13)

where a®, as given by (7.9), assumes the special
value

. a®=4S(1-S/4), (7.14)

and a?> 0. The solution to Eq. (7.13) is readily
obtained by direct integration. It is given by

nl(t) = nz(!)

=5 [(y0 + 1130) + (130 — 130) £(£)] (7.15)
and
ng(t) = ny(f) ‘
=3 [(y0+ m30) = (130 = 1130) £(£)], (7.16)

where n,, are the initial values of »; before the
levels E, and E; cross. The time dependence is -
governed by the function f(f) given by

JAG) ={[1 + <€_°)2] A T/DPEC% ot _ (%)2}-1/2 ’

(7.17)

where

Fo=m0+ 150 = N30 = Nyo 5 (7.18)

and 6 is the usual step function.

Solutions of the level crossing of the first kind
given by Eqgs. (7.15)-(7.18) represent a physically
simple but interesting situation. The jump dis-
continuity of the step function leads to redistribu-
tions of occupation numbers after the levels cross
at t=¢,. This kind of level crossing has the follow-
ing distinct features. If the rate of change of the
energy difference, |d(E, - E;)/dt|, is large, or if
the matrix element of v’ is small, then G? is
small. Accordingly, the occupation numbers are
essentially unchanged for ¢>¢,. This situation
is depicted by Fig. 2(a). On the other hand, if the
reverse is true, that is, if [d(E, - Ep)/dt| is
small, or if the matrix element of v’ is large,
then G? will be large; the solution (7.15)-(7.18)
gives n, ~n~3(n0+ ng0), as illustrated schema-
tically by Fig. 3(b). Such a redistribution can be
easily understood. For, in this case of large G2,
the master equation becomes at ¢= ¢,

ny1(1 = 1) (1 = m,) = mgn, (1 = m,)(1 = ) =0,
(7.19)

which admits »n, =n,=n;=n, as the solution when
there are the initigl constraints »n, =, and n;=n,.

It is of interest to compare and contrast our re-
sults with the Landau-Zener level-crossing for-
mula. There, one can consider also two-particle
states E, and E, and a residual interaction such
that G? of Eq. (7.12) is the same as the parameter
G? which appears in the Landau-Zener formula
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FIG. 2. The redistribution of the occupation probabil-
ities in level crossings of the first kind where the oc-
cupation probability #; is equal to 7, and z3 is equal to
n4. The occupation probabilities are unchanged when
G? is small, which is the case when the motion is rapid
or when the interaction matrix element is small (a).
The occupation probabilities are evenly divided among
the four single-particle states when Glis large, which
is the case when the motion is slow or when the inter-
action matrix element is large (b).

(e.g., Fig. 34 of Ref. 45). Our result is the same
as that of Landau-Zener for small values of G2,

as they should be. However, for large values of
G? (when either the collective motion is slow or
when the matrix element is large), only the lowest
level is occupied in a Landau-Zener level crossing
in contradistinction to our case where the occupa-
tion probabilities are evenly distributed between

(o]
;
;
;

FIG. 3. Scenario for a nonequilibrium system which
has not achieved thermal equilibrium. The solid line
indicates occupied levels and the dashed line the un-
occupied levels. The movement of the single-particle

states is indicated by the thin lines between the subplots.

The unequilibrated system evolves from (a) to (d) as
time proceeds.

the upper and the lower levels after the levels
cross. Such a difference arises from the special
ways of including correlations in our problem.
Specifically, to arrive at our Markovian form of
equation of motion, we evaluate, in essence, the
two-body correlation anew at every instant of time
by propagating backward in time, allowing a col-
lision to take place and then propagating forward -
in time. Once such a correlation is obtained, at
the present time, say, the past collision history

is “erased” and the correlation in the future time
has to be reworked again. In contrast, in the
Landau-Zener case, all the correlations from the
past to the present and to the future are kept intact.
There is no such “erasing” of memory so that a
coherent propagation of correlation is maintained.
It is clear that for a system with only a few parti-
cles for which the coherent phase information can
be kept throughout, the Landau-Zener formula is
more suitable., However, for a system with a
large number of particles, statistical treatment

of the present kind will be simpler and more ap-
propriate. In fact, one can easily see that irre-
spective of the initial distribution of the occupa-
tion numbers, it is our kind of redistribution which
eventually gives rise to a Fermi-Dirac distribution
characterized by a temperature.

B. Level crossing of the second kind

The simplifications of the solution in the pre-
vious subsection canbe ultimately traced back to the
fact that in the polynomial w given in (7.8), we
have specialized to the case where

b=-4(1-S/2)(D,2-D,?)=0. (7.20)
For a level crossing of the second kind, we have
either (i) n, —n, =% (; —n,)# 0, or (ii) S=2. The
same equality (7.20) again holds. Thus, Eq. (7.11)
leads to the same time-dependent function f£(¢).
When the initial values of the occupation numbers

are taken into account, one obtains the general"
solution for a level crossing of the second kind:

n,(£) = i[(3n1o =Nyt Ngot Tg0)
+(”10+"2o"”36—n40)f(t)], (7.21)

() = 5[(=7my0+ 310+ g0+ 140)

+ (30 + 0 — Mg — 149) £(1)], (7.22) .
14(#) = 1[(210 + 150 + 31150 — 70)
"(nlo + Mg — Ngo — n4o)f(t-)] , (7.23)

and
14(£) = 1[(n0 + 150 — 1130+ 31,45)

—(n10+n20-n30-n40)f_(t)] , (7.24)



where f(f) is given by (7.17) except that the con-
stant a? is now given by the general expression of
Eq. (7.9) instead of the special value of Eq. (7.14).
Similar to the previous case, in the limiting case
of very small G?, the occupation numbers remain
practically unchanged after level crossing. In
the other extreme of large G?, however, they are
redistributed accordingly in the following approxi-
mate way:

1y~ 1130+ Mo+ Mgg+ Myg) + 3 (30 = 13) (7.25)

1y~ 5 (g0 + Nag + N30+ Mgg) = 3 (1130 = M) (7.26)

7y~ 5 (g0 + 10+ N30+ Mg0) + 3 (M50 — 140) (7.27)
and

Ny~ é(nlo + 0 + Mo+ Ma0) — %("30 = Ng0) « (7.28)

Thus, when the collective motion is slow or when
the interaction matrix elementis large, the occupa-
tion numbers are redistributed in such a way that
the sum and difference of », and n, become equal

to the corresponding sum and difference of », and
Nge

C. Level crossing of the third kind

The level crossing of the third kind is the general
case for which the initial values of n;, n,, n;, and
n, are completely arbitrary. Even in this case, it
is remarkable that Eq. (7.11) admits an analytic
solution in a simple form which contains the solu-
tions of the previous cases. To obtain this general

]

e (B2 - 2Bt 000 s B2

and

4 (4a%+ 3y2)1/2

n(x)= (4a%+37%)172 tap 2x+y - (7.39)

Thus, the functions «(¢) and B(¢) appearing in the
solutions (7.31)-(7.34) can be written analytically
in terms of the function f(¢). The latter quantity,
however, contains a function of the unknown

F() =n,(8) + ny(2) = ng(£) = ny(e) . (7.2)

The final result needs to be obtained in an iterative
manner when one uses (7.31)-(7.39).

As a limiting case, when y=0 (i.e., when b=0),
f is simplified to the same expression as given by
Eq. (7.14) and a =f, thus recovering the solutions
(7.15)=(7.16), and (7.21)-(7.24) for the level
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solution, one notes that the polynomial w can be
rewritten in the factorized form:

w(x)=(x - Nx2+yx+(@®+v?)], (7.29)

where y, without loss of generality, is a real root
of w(x)=0 and satisfies the equation

(7.30)

Applying the method of partial fractions one ar-
rives at the following solution after some tedious,
but simple, algebraic manipulations:

wN=v(¥*+a?)+b=0.

n(8)=n+73 D, +1 Foa(t) - 5 v B(1), (7.31)
ng(t)=ﬁ—%D1+%Foa(t)—?11'7/30)y (7-32)
ny()=7i+3 D, — 1 Foa(t)+ 1 v B(¢), (7.33)
and
ny(t)=n -3 D, - 5 Foalt)+5 v B(1), (7.34)
where
7= 5(nyo+ Mgo + Mgo +1y0) (7.35)
2 1/2
a(t)={ [1+-3-Y—(4 3( . 7) fz)]} ,
(7.36)
and
B(t) = alt) + —( ) -1, (7.37)
with
Fo=nyo+1a0 ~ 130 = Myg 5
(7.38)

r

crossing of the first and second kind.

The step function 6(f - #,) in all these solutions
[Egs. (7.17) and (7.38)] results from the integra-
tion of the 6 function in time. When we allow for
the finite lifetime of the single-particle states,
the energies ¢,’s will then take complex values and
the 6 function 1s replaced by the Lorentzian given
in (6.12). The solutions given by (7.17) and (7.38)
are then only modified by the following replace-
ment:

d(E, - Ep)
dt

e(t-to)-— tan™ (l (t—_to)/r1234)+%.

(7.40)

where T';,;, has been defined in (6.13).
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VIII. THE ENTROPY, H THEOREM, AND
THERMAL EQUILIBRIUM

The coupled equations (6.1) and (6.4) we ob-
tained are just the configuration-space analog
of the quantum Boltzmann equation. It is applica-
ble to both finite and infinite systems. For an
infinite system, the energy levels are no longer
discrete and the states can be labeled by the
momentum state 2. The master equation for the

occupation number becomes the usual Uehling and
Uhlenbeck equation®® for an infinite system. As
with the quantum Boltzmann equation of Uehling and
Uhlenbeck from which much information concern-
ing conservation laws and the apprSach to equili-
brium can be obtained, so it is with the coupled
equations (6.1) and (6.4) presented here for our
systems. We shall begin first by proving the well-
known H theorem that entropy never decreases.

We introduce the entropy density to be

olx, )= —kp 9, Bxt)y¥(xt) 1n,(8) Iny(8) + [1 = () | 1n[1 = (D]}, (8.1)
A

where k5 is the Boltzmann constant. Accordingly, the total entropy of the system is given as

S(f)= f dxolx, )=k 3 {ny () Inmy(8) +[1 = ny(8)]1n[1 - my(1)]}. . 82)

We now consider the time rate of change of entropy
das(t) _ -mky , 2
3 . ;;X 6(6"1 T, €y~ €x4)|<7\17\2!v [7‘47‘3 =252)|
142434

x[(1- nxl)(l - n).z)n)%nh - nxlnxz(l - ”).1)(1 - ";.4)] In (1 nh; ), : (8.3)

=M,

whlere we have applied the master equation (6.4) to eliminate #,. Exchanges of the indices A, 1, A, and
A, among themselves lead to different representations of the same expression. This gives

ds(t) _ —mkp E
dt an ST L

x[(1=my )1 —n)\z)n)\;‘nk4 =y, (1=, )1 —n)\q)]ln<

6(€x1+ S W ‘5)\4)‘()\1)\2]7)'[7\47\3 =) )2

(1 =1 ) (1 =ny )
(1 -—nh)(l —n)\z)n)\g,n)\q ) : (8.4)

For any combination of A;, X,, A;, and A,, the product of the factor containing n,’s and the logarithmic
term is of the form (x —y) In(y/x), whichis easily shown to be negative definite. Hence, we have arrived

at the H theorem which states that

as(t)at=0.

(8.5)

It is easy to see further from (8.4) that the equality of the above expression occurs if and only if for any

Ay, Ay A, and A, We have

[(1 —n)\l)(l —n)\z)nhn)\q —n)\ln,\z(lx—nh)(l —ﬂ)‘4)] ln(

which is equivalent to the condition that for any
Ay Ag Ag, and Ay,

(1 =ny )X =ny ny iy,

=y, (L=ny J(1=ny )=0, (8.7)

leading to an,/8t=0. Thus, when the entropy of
the system becomes stationary, so do the occupa-
tion numbers.

It is clear from the arguments given above that
the conclusion reached in Egs. (8.5) and (8.7) re-

a1 =my ) —my )\ _
(1-n,,)(1 -;\2)">\3">\4> 0, (8.6)

mains valid when the & functions in the master
equation are replaced by the Lorentzian distribu-
tion function D(e,, + €5, — €y, — €, ) of Eq. (6.12)
[but not by distribution functions of Eqgs. (6.14)
and (6.15)].

With the H theorem, we have a way to measure
how far a nonequilibrium system is from thermal
equilibrium by calculating the rate of change of
the entropy. The analytic solutions we have de-
veloped in the last section also help us understand
in a microscopic way how a nonequilibrium sys-



tem approaches equilibrium.

The collision process we are considering is a
real process and is therefore subject to the re-
striction of energy conservation. This restriction
on the exact equality of €,,+¢€,, and €, +€,, may
be relaxed slightly when one considers the possi- -
bility of a width for the single-particle states.
How is such a near equality achieved in order to
have the occurrence of a “collision”? It is
achieved by the dynamical motion of the system,
thereby a change in the mean field and the kinetic
energy of the particles bring about a change in the
values of €,. The change of €, as a function of
time then gives rise to accidental near equality
of the levels E, and Egz, an occurrence which we
call level crossing, and a “collision” then takes
place to rearrange the occﬁpation probabilities
of the four different single-particle states. It is
in this context that level crossings, particularly
from those involving states near the Fermi sur-
face, are very important in the discussion of the
approach to thermal equilibrium.

It is instructive to devise a scenario for the oc-
currence or nonoccurrence of thermalization,
based on the analytic results we have obtained.
For simplicity of discussion, we shall consider
level crossings of the first kind and take states
A, and X, (and similarly A; and A,) to belong to the
same single-particle level and the same time-re-
versal doublet. In this case, levels E, and Eg
will cross when the single-particle states €,, and
€), have a level crossing. The matrix element
appearing in Eq. (7.12) has the magnitude of the
pairing mixing element. This matrix element is
so much greater than the average matrix elements
of the other types that we can neglect level cross-
ings-of the third kind for our qualitative descrip-
tion of the thermalization process. Level cross-
ings of the second kind have qualitative features
much like those of the first kind and need not be
discussed separately. )

We have now the following scenario for a system
which does not achieve thermal equilibrium. We
can envisage that at time ¢ =0 the single-particle
levels €, of a system are arranged as in Fig. 3(a)
with the occupation number indicated by the lengths
of the solid lines. "As the time proceeds, the
change of the mean field, as well as the dynamics,
will result in a shift in the positions of the levels.
Such a shift is indicated in Fig. 3 by lines joining
the levels for a few of those levels near the Fermi
surface. For example, there can be a level cross-
ing on top of the Fermi sea, as illustrated in Fig.
3(b). We can envisage a situation in which the
dynamics proceeds in such a rapid manner that
the parameter G2 in Eq. (7.12) is very small so
that after level crossing (of the first kind) takes
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place, the occupation number remains unchanged.
The system will reach the configuration at Fig.
3(d) at a later time. As unoccupied states now lie
below occupied states, this is not a thermalized
system.

Thermalization takes place when the dynamical
motion is sufficiently slow. We have the follow-

- ing scenario for a system in a slow motion de-

picted in Fig. 4. Now, when a level crossing on
top of the Fermi sea takes place in Fig. 4(b), a
redistribution of the occupation probabilities
takes place to divide them evenly between the two
levels [Fig. 4(c)]. If further level crossings take
place as in Fig. 4(d), the occupation probabilities
are further redistributed to give a smooth tail for
the occupation probabilities. It is this kind of re-

- distribution which leads eventually to a Fermi-

Dirac distribution of occupation probabilities
characterized by a finite temperature.

So far, the thermalization process is discussed
with regard to the influence of the speeds of the
dynamics. There is another important factor
which also enters into the process of thermaliza-
tion. Clearly, the larger the number of levels
which cross at the top of the Fermi sea, the
greater will be the rearrangement of the occupa-
tion probabilities. The thermalization process
proceeds more readily when the density of single-
particle states at the Fermi surface is high.

It is possible to put all the above discussions
in slightly more quantitative terms by finding from
the master equation (6.4) a time scale with re-
spect to which the dynamics is considered slow or
fast. For systems not far from equilibrium,
an, /8t~ 0 for states A - much above or much below
the Fermi surface. We focus our attention on the
occupation number for states A near the Fermi
surface for which the factor containing the occupa-

FIG. 4. Scenario for a nonequilibrium system to ap-
proach thermal equilibrium. The length of the solid line
indicates the degree of occupancy of the single-particle
states, while the length of the thin dashed line the de-
gree of emptiness. The movement of the single-par-
ticle states are indicated by thin lines. As time pro-
ceeds, the system evolves from (a) and (b), then (c),
then (d), and then (¢). In (b) and (d), we show the oc-
currence of level crossing, with the resultant redistri-
bution of occupation probabilities shown in the subse-
quent subplot.
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tion numbers in the square bracketed expression
of E. (6.4) assumes a value of the order of 3. We
restrict ourselves to the case where A, and A,
(and also A, and ),) are time-reversal doublets.
We can give a value of 2 MeV as the average value
of the matrix element*® and obtain

on, ple;) _w 1
RALONPUN A LS LAV 2y — .
a2 3 Xﬁ(ZMeV)Xg’ (8.8)

where p(e;) is the density of single-particle states
at the Fermi surface and is given on the average
by44

ples)~ 55 A MeV L. (8.9)
Thus, we have the approximate rate of change of
the occupation probability

E:TM 1.2x107%A (fm/c)~!.

(8.10)
We can therefore obtain a time scale by taking
the inverse of the above equation. This is ap-
proximately the time it takes for the occupation
probability of a state on top of the Fermi surface
to change by unity. As in the classical case
where a few units of the time between collisions
are enough to lead to thermal equilibrium,® so it
is here that the relaxation time 7., leading to
thermal equilibrium is expected to be a few units
(say, 5) of the time for a state on top of the Fer-
mi sea to change its occupation probability by
unity:

~ 4000/A fm/c . (8.11)

Trelax

A dynamical motion is therefore slow or fast de-
pending on whether the time scale involved is much
greater or much less than this unit.

IX. STATIC SOLUTIONS OF THE MASTER EQUATION
AT THERMAL EQUILIBRIUM

In the previous section, the concept of thermal
equilibrium of a nuclear many-body system has
been introduced in terms of stationary occupation
numbers. This is a direct consequence of the H
theorem which plays a central role in the dis-
cussions of irreversible dissipative phenomena.
We have seen pictorial examples which illustrate
the mechanism and conditions by which a final
equilibrium configuration is approached from an
initial, nonequilibrium configuration. We wish
to study the characteristics of the solutions at
thermal equilibrium themselves.

From the H theorem the necessary and suf-
ficient condition for thermal equilibrium is that
for any combination of four single-particle levels
A Az, Ag, and Ay

D(A1A27 )\3}\4) [(1 —ﬂ)\l)(l —n,\z)nxsnh
=1y (1 —n)\g)(l —n)‘q)] =0, 9.1)

where, in general, the constraint of energy con-
servation is expressed by D, which may be any
distribution function peaked at Ex,TEX, — €y
—€,,=0 and vanishingly small outside a certain
neighborhood. In particular, it can be a é func-
tion or a Lorentzian as the case may be.

A. Fermi-Dirac distribution as the static solution in an
idealized case

We consider first the idealized situation where

" a6 function is used for D in Eq. (9.1). Equation

(9.1) is then equivalent to a functional relation
[1=n(e)][1 - n(e)nlenle,)
=n(e Jn(e,)[1 —n(e 3»)] [1-n()], 9.2)
under the constraint
€,+€,—€,-€,=0 ‘ (9.3)

where we have used the abbreviated subscript

1, 2, 3, and 4 to stand for A, X,, A;, and A,, re-
spectively. It is easy to see that a Fermi-Dirac
distribution .

_ 1
1+ exp[(e —€z)/kpT] ’

n(e) (9.4)

charact\erized by a temperature T and a Fermi
energy €5, will satisfy Eqs. (9.2) and (9.3).. How-
ever, one is also interested in studying the con-
verse in the hope of establishing the uniqueness
of this type of solution to the number equation.
We assume that the spacing of the single-particle
levels is regular enough so that the discrete set
{n(e,)} can be replaced by a smooth distribution -
function n(e) [0<n(e) <1]. We then introduce an
auxiliary distribution function y(e), so that
-1 9.5

n(e)—1+y(€). . (9.5)
It is clear that 0<y(e)<=. Then Egs. (9.2) and
(9.3) can be re-expressed by a single functional
equation

Y(Gl)y(€2)=y(€3)y(€1+€2—63)’ (9.6)

which is satisfied for independent values of €,, €,,
and €; over a domain of nonzero measure. For
any arbitrary but fixed value of €,, the partial
differentiation of Eq. (9.6) with respect to €, and
€, leads to

Y (€)y(er) =v(ey)y (€, + €, —€y) (9.7)
and '

y(€)y (€)= y(eg)y (€, +€,—€,) . (9.8)
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Combining Eqs:-(9.7) and (9.8), we have

Yie) _ yley) o

e) V) | ) (9.9)
Since Eq. (9.9) holds for any €, and €,, it must be
equal to a constant, Whlch, in turn, 1mp11es that
the auxﬂlary distribution function y must be an
-exponential function. Now, returning to the origi-
nal function n(()_, ‘it must have the functional form

1
1+exp[ﬁ € - u)]

for some constants 8 and . We note that if we
associate K with the Fermi energy then 8, the
inverse témperature, can-only be positive in
order to have a reasonable shape of the distribu-
tion. .‘We have thus established the uniqueness of
solution (9 4) as.the static solution for a system
in thermal equilibrium in this case.

n(e) (9.10)

B. S.tatlc solutions for a discrete system and I', # 0

It should be pointed out that the arguments. in the
previous paragraphs leading to the uniqueress of
the: Fermi-Dirac function as the static solution
are based on two assumptions. "It has been as-
sumed. that the spacing of the original discrete '
single-particle levels is sufficiently regular so
that the discrete distribution can be replaced by
a continuous function. Furthermore, the single-
particle states are assumed to have an infinite
lifetime so that the conservation condition is ex-
pressed in terms of a 6 function. With regard to
the first assumption, the restriction should be
removed whenever it is possible to do so. The
second assumptlon concerning I'; =0 needs to be
modified if one wants to be self-consistent.

It is-easy to see that particles and holes have
finite 11fet1mes due to-particle collisions.. The
master equatlon can be rewritten in the following
form:

M e PO+ KO (), (9.11)
where P\ stands for rate of outgoing probability
and P for rate of incoming probability. More
explicitly, the rates P\ and P4 are given by

5= - —ey - -
P n x2x3x4,6(€)‘+€"2 exg ), (1-m)
x(1=my) [0 A = A2 ) [?
(9.12)
and.

P(f)-‘- 7 )‘Z,:)\ 8(ex +e€x , —Exg— € )(l—nxz)nx3"x4
3tq

XI<A1A2hﬂlA4A;f-A3A4>lz. (9-13)

To obtain an approximate time dependence of the
occupation numbers, we assume that the rates
P and PY) are independent of time. In that
case, the occupation number of a single-particle
state is given by

T (e i eI (im
nn (D)= (tg)e™ NI 4 P (1 emTNESIOM),

(9.14)
where
r, =) + ¢ (9.15)
and
=P . (9.16)

Thus, for short-enough duration for which the
second term of (9.14) is very small, the occupa-
tion number decreases exponentially with a decay
constant of #/T'. Similarly, the degree of empti-
ness of a single-particle state 1-#,, which ap-
pears in'the particle Green’s function g>, depends
on time according to

[1 —”)\(t)] = [1 —n)\(to)]e-rx(t-to)/h

+ o (1 - g~TAlE=ta/n) | (9.17)
T\ :
Again, for short-enough duration for which the
second term of Eq. (9.17) is very small; the de-
gree of emptiness decreases with a decay constant
/i/Ty.

To provide a correction to the master equation,
one is well advised to modify the assumption of
Eq. «(5.4) by including the time dependence of the
occupation probability (9.14) and (9.17). However,
to include all the terms in (9.14) and (9.17) will
make the problem intractable. Furthermore, for
short time intervals where f - ¢, is small, the
second terms of Egs. (9.14) and also (9.17) are
small. We therefore neglect these terms in ap-
proximating the time dependence of the occupation
number and the degree of emptiness of the single-
particle states, so that the Green’s function for
the holes is approximately

g < (1, 1') ~ Z ny, (tl)e'r)\(‘ll“l)/zh
x 1

NCAANCAAY (9.18)

while the complementary Green’s function for the
particles is approximately

g>(1,1)~ Z)\ [1 —n;\(tl)]e'r)‘("l'tl)/zn

x¢x(xlt1)¢>;(xl1ti)~ (9.19)

As we mentioned before in Sec. VI, when‘Eqs.
(9.18) and (9.19) are substituted, one obtains a
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master equation which is the same as (6.4), ex-
cept that the 8 function now is modified to become
the Lorentzian distribution D(e, +€),~ €, —€y,)
of Egqs. (6.12) and (6.13).

We now return to study the static thermal equili-
brium of a discrete system and I'y #0. In such a
case, the occupation number is independent of
time, so that

2y = (F—Fr(})ﬁ—s) , | (9.20)

T =
x +IX

where

T{O=1 2, Dler+e,—eq — e, (L=my )(1=ny)
Aak3hg

X [ lo" A g = aa 02, (9.21)

Dlex+€;—€3=€,)(1 =my Iy ny,

X [0 A = A2 012, (9.22)
and

D(e,+€,—€5-¢€,)

= 1 F1234
21 (e,+€,—€5—€)%+ (D p3./2)% " (9-23)

Thus, knowing the energies of the single-particle
states and the matrix elements, one can iterate
Eqgs. (9.20)-(9.23) to obtain the occupation num-
bers, using a Lagrange multiplier to conserve
total particle numbers during iteration. As the
widths depend on the occupation numbers in a non-
linear way, the resultant solution should depend
on the initial distribution assumed. The class of
solutions can therefore be classified by the pa-
rameters which specify the initial distribution.
For example, one may use the parameter of a
temperature to characterize both the initial dis-
tribution and also the resultant distribution after
iterations. The case of zero temperature (T =0)
ground state occupation number distribution has
been studied by Orland and Schaeffer.?” Other
cases have, however, not been studied.

Before we close this section, we should note
in passing that the widths Iy as we discuss in
this static thermal equilibrium are due only to
particle collisions. In the general case when
there is also dynamical motion, the widths are
not just due to collision alone but also to the dy-
namical motion of the mean field. The latter
width, which we call the dynamical width T?,
is approximately

Ty = 2[Wr, (h —€,)%0 V2.
Thus, in the general case, the total width I") is

L=+ + 1,

and the Lorentzian of Eq. (6.13) is defined with
respect to this total width.

X. MACROSCOPIC EQUATIONS IN DENSITY AND
CURRENT AND THE CORRESPONDING
CONSERVATION LAWS

It is well known that macroscopic equations can
be systematically obtained from the equations of
the Green’s functions by taking appropriate mo-
ments and limits. These equations contain useful
information about the time development of the
macroscopic dynamical variables of the system.
With the incorporation of particle collisions in
ETDHF, the corresponding macroscopic equa-
tions—the equation of continuity, the Euler-type
equation for momentum density, and the equation
of energy density—can be obtained to provide a
clear picture of how microscopic and macroscopic
degrees of freedom are coupled via the mechanism
of particle collisions. In general, these equations
contain terms which are the same as those ob-
tained in the TDHF theory, with the exception that
the time-dependent occupation numbers for the
single-particle states need to be accounted for.
There are new contributions, however, which
arise from the additional collision matrix.

To obtain the macroscopic equations, it is con-
venient to start with the equation of the one-body
density matrix which is the equal-time limit of
Eq. (2.15),

I
<foa—t + é_r;(v"z = Vr®) = Uy (62) +UMHF(xlt)>

XN(x,x';)==illx,x";t), (10.1)

where the collision matrix I is given by Eq. (5.6)
explicitly in terms of occupation numbers and

the microscopic single-particle wave functions.
In the following discussion, our attention will be
focused on the new contributions to the macro-
scopic equation introduced by the collision ma-
trix. The derivations of the rest of the terms are
essentially the same as presented in some earlier
work (Refs. 1-3) and will not be repeated here.

A. Equation of continuity and total particle number
conservation )

The equation of motion for the density field is
obtained by taking the limit x’ - x in Eq. (10.1).
From Eq. (5.5), it is clear that

lim I(¢,x';¢)=0, (10.2)
x! =%

and hence the collision matrix gives no contribu-
tion to the equation of continuity. This result
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remains valid even when the 8 function in the
master equation is replaced by a distribution
D(e,+€,—€5—€,) symmetrical with respect to the
interchange of €,= ¢, and €,¥ €;, such as the
Lorentzian form of Eq. (6.12).

The usual continuity equation as given by Eq.
(5.4) of Ref. 2 is then preserved in a trivial man-
ner. In particular, in the presence of zero range
exchange interactions, we have

20 v T, 0=0, . (10.3)
where, for ETDHF, the number density field and
the current field are defined by

plx, 1) = z; ny (O YK (xt) (10.4)
and
Fot)= 20 n, ()T 5 (xt), (10.5)
A

with J »» the local current density due to the modi-
fied TDHF state A, defined in the usual way:

I et) = zfn ~ WA 0)VUAt) - VYRt (62)] - (10.6)

Accordingly, the velocity field U can be defined
as

G, t) = J (et)/p(xt) - (10.7)

The total particle number is obtained from the
density field as follows:

N (t) = fdxp(x, t). (10.8)

The conservation of total particle number is easily
obtained by an integration of Eq. (10.3) over all
space and an application of the master equation.

It should be noted that we have assumed a zero-
range exchange interaction for the density-de-
pendent part of the effective interaction. In the
case where there is a non-zero-range exchange
component, we shall have an additional source
term on the right-hand side of the continuity equa-
tion (10.3).2 But the conservation of total particle
numbers is still valid and can be readily seen
from Eq. (6.4). Hence, the presence of the ad-
ditional source term associated with exchange of
particies at different locations globally does not
affect the conservation of the total particle num-
ber.

B. Euler equation and total momentum conservation

The vector equation of the momentum density flux is obtained by taking the limit of T/ ~T after operat-
ing (V, - V,+) onto Eq. (10.1). In component form, this is given by

_(Et—L+ Z v, (Pusuy +p9)+pf)) = —

fdx’viv(x,x')[sl ! xR (e, x58) = Rx, x5 ORG, x58)] + F O (x4 8),

(10.9)

where 1)({} and p‘;‘} are the generalized quantum and thermal stress tensors, respectively,

PY e, t)= Z ”x(t)P(iqj);x(X,t),

P9, 1) = Z NG AN

(10.10)

(10.11)

These stress tensors are obtained by summing over components due to various single-particle states,®

that is,

9, N (— h_—vivjw(f, t)+%V;¢a(f~, 1)V;0q(F, t))Eo(ﬁ)E'{,(‘é),

dm

P, 8) = mdo2(V,Se — 1) (V4Sa — ;)| Eo (B)EL(E)

(10.12)

(10.13)

where the spatial part of the single-particle wave functions are rewritten in the polar form,?*

Yalr,8) = b5 (F, 1) exp[imS, (T, £)/K]E (&) .

(10.14)

The first term on the right-hand side of the Euler equation (10.9) represents the iorce density arising
from the mean field. It has the form of folding of the two-body force with the uncorrelated part of the two-
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body distribution function i%g,,(xt,x't;xt*,x’t") represented by quantities in the square brackets. As the
two-body distribution function gives the probability for finding a particle at position x’ when another parti-
cle is at x, such a force density term has a simple physical interpretation. '

The additional force term F(f) is due to the presence of particle collisions. In vector form, it is related
to the collision matrix as

FO (xt)=4ilim [(v, - V,)I(x,x";8)] . ' (10.15)
x'—>x

From the expression given in (5.6), after some straightforward calculation, F© can be written in terms
of single-particle wave functions,

FO@,t)= M)\ZZMM [ex,*ex, —€n, —€x, = TMl35ol(1=my )(1 =my g o, =mx i (1 =my ) (1 =my )]

X A0 [Ahs = AA,) f ax” Vo' (o, x" Yy (et)hy e )% e (xt) - (10.16)

This force density arises from particle collisions. It can be ghown to be the folding of the two-body resi-
dual force with the correlation part of the two-body distribution function i%g,. (xt,x't;xt%,x’t"), as ex-
pected.

The conservation of momentum associated with the Euler equation can be directly obtained by integrat-
ing over T. With a conservative two-body force which depends on the relative spatial coordinates, the
" contributions from the force densities arising from the mean field and the residual interaction vanish.
We have

a—f ’:
57 ) xPE=0, ‘ (10.17)

and thus the total momentum of the system is conserved. This result remains valid even when the & func-
tion in the master equation is replaced by a distribution D(e,+€, - €, —€,) symmetric with respect to the
interchange of €, €, and €, €.

XI. MACROSCOPIC EQUATION OF ENERGY DENSITY AND THE CONSERVATION OF TOTAL ENERGY

The equation for energy density can be directly obtained from Eq. (10.1) by taking the limit ¥’ —~ ¥ after
operating Vv, - V,, onto Eq. (10.1). We then obtain the following equation which is a generalization of the
corresponding TDHF energy equation given in Eq. (3.30) of Ref. 3:

3

9
o7 [PEs] +§_:vi (pEku‘ +2 01+ by + E)
3 7
=- fdx"; <p(x,t)p(x",t)u,(x",t) - ;Imﬂl(x",x;t)Viﬂl(x,x";t)) Viu(x,x') + P(x,t) , (11.1)

where the generalized kinetic energy density is given by

2
B = g 3 m(1 0 (x) - V(o) /)

=) m[3m,2(98) 2+ (i%/2m)(9$,)%)/p . (11.2)
X
and the generalized heat flux density is given by

: 2
F,(xt) =Z"A[<;_m¢x2(vsx)2 +§7(V¢))2>(V‘Sx - “i)

3
L8 2 ) L 2
+) , |-—V,V, +—v;9,V, V.S, —u;)) +5—¢,V,9,V°S, | . - 11.
;( am ViV m 1029502 ) (935, — uy) am PPV S, ( 173)
Equation (11.1) in form corresponds exactly to Eq. (3.30) of Ref. 3, except that on the right-hand side there
_is an additional density term P, which is due to particle collisions. It is obtained either from the collision
matrix or the correlated part of the two-body Green’s function as follows:
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By(x,f) == 5— Lim [(V, - V. ) [(x,x";1)] . (11.4)
2m xrex

This additional term gives the rate of change of the local energy density due to the residual interaction.

From the expressions of I or g, given previously, P, can be explicitly written down in terms of occupation

numbers and the single-particle basis states:

I3 ( 1
2im {7\ H €, €3~ €, —in

Pyx,t) = ) 0[(1 —n)(1 = ny)ngn, — nymy(l = ng)(1 - n,) K12 | v'l43 -34)

><f dx"'[ Vi, (2,000 (x" )03 (", D) (x,8) = By (x,8) o (") 0¥ (2", 1) Vi F (x,8) ] - Vo' (x,x"") . (11.5)

As one can see, the final form is somewhat complicated. It will be of interest in future work to investigate
if there are dynamical conditions under which this may be approximated in a simple way in terms of local
dynamical variables. '

We turn now to the discussion of the conservation of the total energy in ETDHF, we shall study the
slightly more general case where the correlated part of the two-body Green’s function g, is given by a
perturbation expansion up to the first order in v’ [Eq. (3.14)]. This will set up the framework for a subse-
quent discussion where one further invokes the next level of slow mean-field approximation.

An operation of —(}i/'2m)lim1,,,(<7r1 . V,,l) onto Ey. (3.12) of the one-body Green’s function, and a subsequent
integration over the coordinate x, leads to the following without any approximations:

9 n . ro+y
é—tTfdx1T(x1,t1)+2~i;n—fdx,dx2[v(x,,xz) }HP(VHZ_ V,,lz)gzo(lz;l 2%)

+0"(%1.%) lli'rr11(V,12 - Vriz)gzc(lz;l'z')]= 0, (11.6)

where the kinetic energy density T is given by

A P
T(x,t) =m11}:1 Y, -V, glat;xt?) = E‘m—;nx(t)vﬂ(xt) Vi (xt) . v (11.7)
From the perturbation expansion of g,,[Eq. (3.14)], Eq. (11.6) can be finally simplified to become the
following:

v

9
F(fT(xﬂH)dxl + % fdxldxz [v(x1,x2)i2g20(12;1’2’) + v'(x1,x2)i2g2c(12; 1+2+)]> =0. (11,8)
| .
We can now define a total energy for ETDHF,

Emz_/rdx1 (T(x,t)+§fdxz[v(xl,xz)izgzo(lz;1’2’)+v’(x1,x2)i2g2c(12;1*2’)]), (11.9)

which, as can be readily seen from Eq. (11.8), is conserved. The terms in Eq. (11.9) have simple physi-
cal meaning. The first term is the total kinetic energy. As i%, (12, 1*2%) is the two-body distribution
function without the correlation due to particle collision, the second term is the interaction energy due to
the uncorrelated part of the two-body distribution function. The third term is the correlated interaction
energy due to particle collisions. ¢

Now we consider the next level of approximation with a slow mean field. The correlated part of the two-
body Green’s function and the collision matrix are now in the Markovian form. A direct evaluation of the
operation V, - V,, on the collision matrix of Eq. (5.6) leads to the following: '

-—Lfdxlim v, V. I(x;x";t) =% Z 1 ) [(1 = n)(1 = ny)ngn, — nmy(1 = n5)(1 —ny)]
2m ¥ 0

i34 \€1 H €3 —€3—€4—1in

x(12]0’|43 - 34)--(43 - 34] 0’| 12). (11.10)
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We wish to cast the above result into the form of (11.8), which is what one expects intuitively. Such a
manipulation introduces new correction terms to the right-hand side of (11.8). We have, for this level of
approximation, the energy conservation law expressed in the following form:

8 ’
gt—<fT(x1)dx1 +3 fdxldxz[v(x1,x2)i2g20(12,1’2") + v'(x,xz)izgzc(l2,1*2’)]> =0/+06/, (11.11)
t1=t2
where g,,(12,1*2*) is in the Markovian form as given by Eq. (5.5).
In terms of the matrix elements and occupation numbers, the contribution to the total energy involving
29 is explicitly

éfdxldxzv'(xl,xg)i2g25(12,1*2’),‘=¢2=%Zé;nmz(l—ng)(l—n4)0<m>|(12|v'|43—34)|2, (11.12)
I‘ .

where @ denotes the principal value. It has the form of what one expects from a second-order perturbation
theory. In Eq. (11.11), the new correction terms are

r_ 1 9 [ < 1 )] ’ 2 .
-1y — 1) (1 = n)® (——————) | |<12]v"|43 - 34 .
o 41%3; (a1 = m) (1 =)0 (———) |[12]0’|43 - 38)] (11.13)
and
5= D mim(1l=n)(1-n)8(€; + €, - € - €
1234
x((12|v'[43—34):7(43—34|1J'|12)—(43— 34|v'112>£t-<12[v'[43—34>) : (11.14)

The correction term O/ is a measure of the error in assuming the slow variation of », and ¢, in Eqgs. (5.3)
and (5.4). The correction term ©; is a measure of the error in using the approximation (5.1) for the tem-
poral variation of the wave function. If the temporal variation is indeed given by (5.1), this term vanishes
when the energy conservation is expressed by a & function but assumes- a finite value when the § function
in energy is replaced by a Lorentzian

T (€1 €)— €3 =€) T 934/2
or=_T_ 1)1 - 1t e —€3—€)Tiasy
Y g;:j”*"z( ny) (1 - m,) (e;+ €= €3 — € +(Typ34/2

2 [(12]v|43 - 34)|%. (11.15)
Such correction terms may be of practical interest in the actual numerical implementation of ETDHF in
the future. Except for these corrections which arise from the slow mean-field approximation and the ab-
sence of a width, the total energy as given by Egs. (11.9) and (11.11) is conserved.

The foregoing discussion concerning the conservation of total energy indicates the need for further in-
vestigation. There are many ways to address this problem. One can try to obtain a variational principle
in such a way that the resultant equations of motion are essentially those obtained there. In the process,
the total energy can be made conserved by the use of Lagrange multipliers. Another method makes a
more general parametrization of the occupation probability as

Ry 2
nx(t1,t2)=n)(7f;‘—i—'f-z-) exp| (t\}g—;gh/ZSl 1, (11.16)

Or, in the Fourier space, the occupation is parametrized as a function of p and w.’

different method with a limited objective of conserving only the energy defined by

We present below a

E= | dxT(x,t) +3 | dx,dx,p(x,,x,)i%8,000,t, %,t; 5,8, x,t) . (11.17)
1 2 1 2 201 2

That is, E is the total energy as calculated only with the mean field but neglecting the correlation energies
due to g,.. For such a purpose, we note that our equation of motion, because of the assumption concerning
the off-diagonal matrix elements of the occupation matrix #,,., is essentially
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7 , , 5 ,
zﬁ——g (1,142t e <2m (%2 = %) = Uy (1) + Upgrp(1 ))g<(1,1 )1t =t = 'ﬁ2<5t—""> DY) Jege ot -
A
(11.18)
One can show from the above that
L Z% (11.19)

The energy as defined by Eq. (11.17) is conserved if the right-hand side of Eq. (11.19) is made zero. This
can be achieved with the introduction of an energy shift 6¢ for each single-particle state.!® Specifically,
we parametrize the Green’s functions by

g<<1,1o,=;nx(t - )exp[—zcex ty = ) /HR (D) (11.20)

and, similarly,

g (1,19 =Z [1 - n,‘(—t%h)]exp[ —ide, (¢, = t)) /Bl (1)YX(1) . (11.21)

This parametrization preserves all the equal-time properties of the Green’s functions while exploiting the
unequal-time Green’s functions in a new way. If we modify our single-particle Hamiltonian in the follow-
ing manner,

sz(x,t) (—Lv + Uyue(x,t) - 65,(t)) hint), (11.22)

while maintaining

&) = @, bet), [-(7%/2m) V* + Uyy p (02) ), (2)) (11.23)

then the master equation is obtained in the same form as Egs. (5.8) and (6.12), except now the Lorentzian
is given by

1 T
D 1234 . .
(cvereyed =5 (€,+0€,+€,+0€,— €5— 06— €, — 0€,)* + (Iy5,/2)* (11.24)

The right-hand side of Eq. (11.22) can be made equal to zero if 6¢, is so chosen that
I“(-ﬁ)(l n )__ 1-'( )nx

0= -4 2[TV (1 -n) =T\ 'n, - @]’ (11.25)
where
i Tl (02127143 ~ 34)|?
® = - 1- - 1- 1- . 11.26
o 231 [(ex+ €3 - €= €)* + (Gp34/2)*T [0 =m)(1 = m)ngng = mmy(1 =) (1 = my)] ( )

Thus, by a proper shift of the single-particle energies, the total energy as defined by Eq. (11.17) can be
- made to conserve. Whether such a simple scheme can be made practical remains to be further investi-
gated.

XII. MANY-BODY INFORMATION FROM ETDHF APPROXIMATION

With the time-dependent Hartree-Fock approximation, we have a many-body wave function in the form
of a single Slater determinant, if it is initially a determinant. It is remarkable that this can be the case
in view of the fact that only a one-body density matrix is determined here. The transcription from a one-
body density to a many-body wave function is possible because of conservation of the idempotent property
which, together with normalization and symmetry properties, determines uniquely a Slater determinant
(up to a unitary transformation) (Appendix A).

What does the idempotent property become in the presence of particle collisions? We can use the norm-
alization condition for the two-body density matrix R,
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Aa- l)m(xl,x{;t)=fdx2mz(x1x2,x{x2;t) R (12.1)
and we obtain
Sl(xi,x{;t)=+fdxzm(xi,xz;t)ﬂl(xz,x{;t)+fdxgzc(lz,l'z*),.l=,; . (12.2)

ty=ty

.‘I‘h‘us, the idempotent property is modified by correlations due to particle collisions and cannot be of
‘direct use to provide many-body information for our case.

We would like to pose our question in a different way. We wish to seek the simplest kind of many-body
wave function which contains the same one-body and two-body information and into which the system
evolves continuously. The requirement on simplicity restricts our choice to the set of determinants 3,
formed by the set of ETDHF single-particle states y,(x,?)

’ “llk(x“. .

xt) = @Y, (0, (0:0) < 2y (20,0)],

(12.3)

&hér-e @ is the antisymmetrization operator. In Fqck space, we represent the determinantal many-parti-
cle state ¥, by a set of occupation numbers v,, such that

V=1 if state A is occupied for the state ¥,
and ’

;vn=0 if state A is unoccupied.

(12.4)

‘We seek a representation of our many-body system by a wave function as a linear combination of the

(known) determinants ¥,

‘Il(xi,xz,. .. ,xA,t) =Zak(l‘)\1’k(x1,x2,. .. ’xAyt)y
kR

(12.5)

where the amplitude g, depends on time. Thé requirement that this wave function contains the same one-

kody information leads to

z |alz(t) ' szx =My .
Tk

(12.6)

Tﬁe requirement that this wave function gives the same two-body distribution function leads to

' *
Z ap(t)agt) kaleszm3Vk'x4Dkk'
kR

= 0y.2,0
a0, Oa 2y Oagng

where D,, equals unity if the set of occupied sin-
gle-particle states in ¥, (besides A, and 1,) are
the same as the set in ¥, (besides A; and 1), and
D,,. vanishes otherwise. As the right-hand side
of Eq. (12.5) and also Eq. (12.6) are known quan-
.t"it_ieé‘ at every instant of time in a dynamical cal-
culation while the occupation numbers for the de-
terminants are also known, one can invert Eqgs.’
(12'.'5‘,)-'.and (12.6) for a truncated set of determin-
ants to obtain the time dependence of the ampli-
tude a,. When this is carried out successfully,
the resultant many-body wave function will pro-
vide information on the dyﬁamics of the system,
much as the single determinantal wave function:
does for the TDHF approximation. The many-

+ i, (L=m )L =m, ) = (1=m, (A =m )m m, N, + €, €5 €4~ ;12| v’[43 - 34),

r
body information obtained therefrom is, however,

deficient. It deficiency will be discussed in the
next section.

XII. SUMMARY AND DISCUSSIONS

Motivated by the need to extend the TDHF ap-
proximation to include particle collision both as a
way to study the approach to thermal equilibrium
and also to assess the validity of the TDHF ap-
proximation, we first obtain the relation between
the TDHF approximation and the exact many-body
theory. We begin to understand the TDHF approxi-
mation as the lowest and simplest truncation of a
hierarchy of equations, the so-called Martin-
Schwinger hierarchy involving Green’s functions.
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Such an understanding brings with it a natural
way to extend the TDHF approximation to higher
orders by truncating the hierarchy at higher
levels. When this is carried out, we obtain the
correlated part of the two-body Green’s function
due to particle collisions expressed in terms of
a time integral of one-body Green’s functions
over the past collision history. Such a non-Mark-
ovian form is computationally impractical. To
convert the collision matrix into a Markovian
form, it is necessary to integrate the collision
history analytically. This can be carried out
when the meanfield is varying slowly.

While the Green’s function is used to formulate
the central problem, for practical purposes, it is
convenient to project the Green’s function in
terms of a complete set of time-dependent single-
pai‘ticle states and their occupation probabilities.
The choice of these states to be solutions of a
time-dependent modified Hartree-Fock single-
particle equation gives a clean separation between
the effect of the mean field and the effect of parti-
cle collisions. The master equation for the oc-
cupation probability in Markovian form is obtained
when the mean field is varying slowly. It de-
scribes properly the collision process and takes
due account of the transition probability, energy
conservation, and Pauli exclusion principle. The
set of time-dependent equations for the single-par-
ticle wave functions [Eq. (6.1) and the master
equation for the occupation probability Eq. (6.4)]
constitutes the extended time-dependent Hartree-
Fock approximation and is the most important re-
sult of the present paper.

We proceed next to discuss the implications of the
the ETDHF approximation on nuclear dynamics.
The occurrence of a § function restricting the
equality of the two-particle energy levels (or near
equality when the width of a single-particle state
is allowed) in the master equation leads to the
concept of level crossing in our discussion of the
collision process. These crossings of levels are
made possible by the dynamical motion of the sys-
tem which changes the mean field and the kinetic
energies of the particles. Whenever a level cros-
sing takes place, an energy-conserving collision
can proceed to redistribute the occupation proba-
bilities. Remarkably, how the occupation proba-
bilities redistribute t'{lemselves can be given by
analytic formulas which are obtained here for the
first time. The parameter G* which appears in
the analytic formulas has the same meaning as
the same parameter in the Landau-Zener formula,
but the solutions for slow motion or large inter-
action are drastically different. The tendency in
such cases is to leave the occupation probabilities
nearly evenly divided. The redistribution of the

occupation probabilities in such a manner leads.
eventually to thermal equilibrium. In fact, upon
introducing entropy in the usual way, one obtains
from the master equation the well-known H the‘ofq,m
that entropy never decreases with time. Entropy
becomes stationary when the system attains ther-
mal equilibrium characterized by stationary oc-
cupation probabilities in the form of a Fermi-Di-
rac distribution with a temperature (or some
modified form when a width is allowed). Thus,’
with the ETDHF approximation, how a system ap-
proaches thermal equilibrium can be simply fol-
lowed step by step. Specifically, at every time.
step, one calculates the entropy and measures
whether the rate of change of the entropy is level~
ing off or not. If it is, one makes use of the dis-.
tribution of the occupation probabilities to extract
the temperature. :
Our equation of motion in density matrix form is
a configuration-space analog of the quantum Boltz-
man equation. Equations of motion for macro- .
scropic variables and the conservation laws can
be simply obtained by taking the proper moments
of our'equation of motion. We find that the equa-.
tion of continuity is preserved, and that the equa-'
tion of momentum and energy contain additional ' ..
terms due to the correlation coming from particle
collisions. These macroscopic equations are not
of much practical interest at present, but can be:"
useful as a starting point for future investigatibhs
in search of proper simplifying approximations
to reduce terms involving microscopic variablesl
into terms involving only macroscopic variables.
For example, one can follow a procedure similar
to that of Chapman and Enskog®® to obtain visco-:
sity and thermal conductivity out of our equatiohs
of motion for a system near equilibrium. )
Along with the macroscopic equations of motioi,
we also obtain the conservation laws. We can
prove that the total number of particles is rigor-
ously conserved and that the total momentum is.
also rigorously conserved. With regard to the
conservation of total energy, we discuss the two
different levels of approximation which enter into
our formulation. In the first level in which the
correlated two-body Green’s function is in the
non-Markovian form involving a time integration:
of past history of one-body Green’s functions, the
total energy is conserved. In the next level of ap-
proximation, one invokes further the slow meai
field to reduce the non-Markovian correlated two=-
body Green’s function to Markovian form; there-. -
fore, the total energy is conserved subject to the
restriction on the slowness of the mean field.
Whether some of the correction terms can be im-~
proved upon is a subject worthy of further inves-"
tigation in the future. For example, with the’ in-
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troduction of shifts of single-particle energies,
the total energy including only the mean field po-
tentials can be made to conserve.

Just as a many-body wave function can be ex-
tracted from the TDHF approximation, so it can
also be from the ETDHF approximation where a
many-body wave function can be extracted from
the knowledge of the occupation probabilities and
the correlated two-body Green’s function. How-
ever, it needs to be pointed out that much of this
many-body information is deficient in some res-

N5V (123 -+ 551°2°37 -+ s) =@ [ - - ele [o(1,19M(2,2) I3,3] - - - Jous,s )],

pects. For example, in the TDHF many-body
wave function, information concerning the one-
body quantities depends on the dynamics, but in-
formation concerning the two- and higher-body
quantities is obtained purely from this one-body
quantity, with proper allowance only for the cor-
relation effect due to statistics of particles and
not to the many-particle interactions. In fact,
in the TDHF approximation, a reduced s-body den-
sity matrix (for s=2,...,4) is given in terms
of the one-body density matrix by

(13.1)

where @ is the antisymmetrization operator. Similarly, in the ETDHF approximation, a reduced s-body
density matrix is given in terms of the one-body and the correlated two-body density matrix i’g,, by

N(123- - +5;172'3"- - +s") =IMF(123° + 551728 -+ 57)

+Za[{i2g20(ru,1"u') t;:z,}f’lif'”(lz‘ oy =ly+l-cru=lu+les;1°2 9’ =1

TolU
.
tu'tu

ty=ty,

where 2§ is given by (13.1) and s =3,...,A.
Thus, in using the ETDHF many-body density ma-
trix or wave functions for the discussion of three-
and higher-body clusters, one should keep in mind
that only the correlation effects due to the fermion
statistics and two-body correlations are included
and that there is the deficiency in neglecting three-
and higher-body correlations due to interactions.
We would like to turn now to the question on the
validity of TDHF for nuclear dynamics, which is
an important question in view of the large number
of calculations employing the TDHF approxima-
tion. Clearly, how good the TDHF approximation
is depends on the correction to the TDHF approxi-
mation. The smaller the correction, the better is
the approximation. This correction is embodied
in our ETDHF approximation. The correction
term, which we call collision matrix, gives rise
to temporal variations of the occupation probabili-
ties. The question on the validity of TDHF can
therefore be put in the form whether the occupa-
tion probabilities, which are frozen in the TDHF,
undergo large changes. Therefore, based on our

results expressed in Egs. (8.8) and (8.10), and the -

level crossing formulas, we obtain the comparison
of the circumstances in which the TDHF approxi-
mation is applicable to those when the collision
term is important as shown in Table I. Here the
time scale is called short or long depending on its
comparison with the unit of 7, given in (8.11).

Xr'+1 oy’ =1u'+1-+s)], (13.2)

r
Along with the time scale 7, one can obtain a
length scale by multiplying it with a typical veloci-
ty. The dimension of the system is called small
or large depending on its comparison with this
length scale. A motion is called rapid or slow de-

~ pending on whether the parameter G* determined

by Eq. (7.12) is small or large when compared to
unity. As a collision occurs only when the two-
particle levels cross, collisions become more fre-
quent and hence the collision term becomes more
important when the scale of collective motionbecomes
larger. Inheavy-ion collisions, the collisionterm
becomes more important as the energy of the colliding
system increases because the Pauli principlebe-
comes less inhibitive in preventing the collisionbe-
tween particles. Aside fromthese general criteria
in Table I obtained from our considerations of Eq.
(8.8) and the level-crossing formula, there are
peculiar cases where the shell effects make the
density of single-particle states on top of the Fer-
mi energy irregular. The dependence of the rate
of change on the density of single-particle states
at the Fermi energy argues for the applicability of
the TDHF approximation for closed-shell systems
in contrast to the opposite case of the importance
of the collision term for open-shell systems. Of
course, in such a discussion, the closed-shell na~
ture of the system may change with time and thus
the importance of the collision will also undergo
changes depending on such a variation.
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It is not difficult to envisage that with a large
number of particle collisions, a system can attain
thermal equilibrium during the course of the dy-
namical motion, and, subsequently, the quantum
stress tensor is characterized not by the totality
of the individual nucleonic degrees of freedom,
but by a few macroscopic variables such as local
density and entropy. The dynamics will then be
properly described by nuclear hydrodynamics.
Our comparison in Table I indicates that if nuclear
hydrodynamics has any region of validity, it is
likely to be in large open-shell systems in slow
motion with long interaction times. It will be of
interest to devise experiments where TDHF ap-
proximation and nuclear hydrodynamics can be
tested. Recently, an experimental test was pro-
posed®® to detect the formation of toroids in a
head-on or nearly head-on collision of very heavy
nuclei such as U on U. The formation of toroids
is a hydrodynamical feature®'%? which appears to
be absent in the TDHF dynamics.!® These toroids,
if formed, can be detected by toroidal fission into
three or more approximately equal fragments in
a nearly coplanar manner (coplanar in the c.m.,
system).

The equations of motion we have obtained are
similar to those in the Fermi-liquid theory.*
There are notable important differences such as
the presence of discrete levels, importance of the
mean field, and the absence of a thermal bath, It
will be of great interest in future work to explore
the implications of the similarities and differences.

With regard to other extensions of the TDHF ap-
proximation, the inclusion of pairing (TDHFB) has
been discussed previously.? Its reformulation in
terms of single-particle equations has also been
presented.!* The extension we obtain here in prin-
ciple includes the pairing interaction but only to
the first order. Therefore, it does not include the
kind of two-particle correlations of the pairing
type. In contrast, the TDHFB approximation in-
cludes pairing correlations which, because of the

Bogoliubov-Valatin transformation, contains high-
er-order effects. However, there the collisions
between individual nucleons are not included and
thereforeit cannotbe used todiscuss the approachto
thermal equilibrium and the increase in entropy.
What is needed is a unified theory incorporating
both pairing and particle collisions. Work is now
under way to formulate such a unified theory. Re-
sults will be reported later.

With regard to the computational implementation
of the ETDHF approximation, the large number of
summations one has to carry out in order to eval-
uate the rate of change of an,/dt in Eq. (6.4) may
be a difficult task. Fortunately, the restriction of
the 6 function (or a sharp distribution) limits the
number of summations. Because much of the im-
portant redistribution of occupation probabilities
occurs at the Fermi surface, one is well justified
in limiting one’s attention in this region only,
thereby reducing the number of summations. For
the residual interaction »', one may use simple 6-
function interactions such as the density-dependent
Skyrme interaction®® or those used by Buck and
Hill* and Marangoni and Saruis.”® Alternatively,
one may even use constant matrix elements as a
start. When this is implemented, a calculation
with and without particle collisions will illuminate
the effect of particle collisions on the dynamics.

Our restriction on the use of only the occupation
number but not the occupation number matrix is
dictated by practical considerations (see Appendix
C). Such an approximation brings with it the un-
pleasant feature that the result appears to depend
on the choice of the representation, as the expec-
tation value of the single-particle Hamiltonian can
change drastically by a simple unitary transforma-
tion. However, there is in fact not that much ar-
bitrariness in the choice of the basis states. They
should be chosen in such a way-that the initial oc-
cupation matrix is a diagonal matrix, so as to
comply with the initial conditions on the degree of
occupation of the single-particle states. The

TABLE I. Comparison and contrast of the circumstances in which the TDHF approximation
is best applicable to those when the collision term is important.

TDHF is best applicable

Collision term is important

(1) For short interaction time

(2) For small systems?

(3) For rapid motion®

(4) For small scale collective motion
(5) For closed-shell nuclei

(6) For low energy heavy ion reactions

(1) For long interaction time

(2) For large systems

(3) For slow motion

(4) For large collective motion

(5) For open-shell nuclei

(6) For moderate energy (Egy
2 10 MeV/A) heavy ion re-
actions

2 But sufficiently large so that the mean field can be a good approximation.
b But not so rapid as to invalidate the instantaneous effective mean-field approximation.
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growth of the off-diagonal occupation matrix ele-
ments n,, occurs near level crossing and depends
on the product of the type (\xglv I )X q 10" IX"2g),
where x and 1’ are different [Eq. (B7)]. As x and

A’ are not the same, the sum of the products has a
tendency to cancel out. One expects that when the
number of single-particle states is largé enough,
the off-diagonal occupation matrix remains approx-
-imately diagonal as time proceeds.

The master equation (6.4) we have obtained is
physically very transparent and could have been
written down directly without recourse to the use
of Green’s functions. This feature implies that it
can also be applied to problems which do not in-
volve a self-consistent mean field. For example,
it may be used to study the approach to equilibrium
when the mean-field single-particle states are
taken to be the Nilsson orbitals, while the collec-
tive motion is coupled to the intrinsic degree of
freedom through the conservation of total energy.
It will be of interest to see how the system ap-
proaches thermal equilibrium by following the re-
distribution of the occupation probabilities when an
initially cold nucleus is allowed to oscillate.

In conclusion, we have formulated an extension
of the time-dependent Hartree-Fock approximation
which includes particle collisions thereby extend-
ing the range of validity of the TDHF approximation
to regions where irreversible dissipation is im-
portant. The formulation opens up a new horizon
on the dynamics of many-fermion systems by il-
luminating the microscopic processes involved in
the approach from nonequilibrium to equilibrium.
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APPENDIX A: TDHF APPROXIMATION IN DENSITY-
MATRIX AND SINGLE-PARTICLE FORM

It is well known that starting from the TDHF
single-particle equations, the usual TDHF equa-
tion in one-body density matrix form can be ob-
tained. Moreover, such a density matrix is idem-
potent. In the literature, this property and the
two forms of the TDHF equation are used inter-
changeably. However, the proper inverse theo-
rem that the TDHF equation in density matrix
form leads uniquely to the TDHF single-particle
equations, is, as far as we are aware, never
proven explicitly. For this reason, and also for
the reason that a thorough understanding of the
converse theorem will help the future generaliza-
tion for cases where the one-body density equation
is of a more general form and the density matrix
need not be idempotent, we wish to analyze under
what explicit conditions the two forms of the TDHF
equations are equivalent,

The main arguments in this appendix adopt the
folIowing steps. First, we show that under appro-
priate conditions, a one-body density matrix has
the usual bilinear representation in terms of a
finite set of orthonormal single-particle wave func-
tions, Then, by construction, we show that,
starting with the usual TDHF equation in a density
matrix form, the usual TDHF equations in the
single-particle form can be uniquely determined.

Given a one-body density matrix # which satis-
fies the following properties:

(i) relation to two-body density matrix %, in the
form

N1 29, x1%3;8) =Ry, 13 IR (2, %75 1)
=R (o0, x5 )R(x2, %132) (A1)
(ii) hermiticity:
%.T(x,x';t)=¥t(x',x;t) , (A2)
and
(iii) finite normalization:

fdxm(x,x;t)=N< ©, (A3)

then R defines uniquely an N-dimensional sub-
space and has a representation

N
N(x,x5t) =§_:, alx, ¥ (', 1), (A4)
A=
where ¢, are orthonormal basis functions which

span this subspace.
To prove this, we note that the factorization of
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the two-body density in the form of one-body den-
sity as given by (A1) implies idempotency of the
one-body density. This can be readily seen by
noting the normalization of R, (Ref. 3),

(N =1)R(xq, x158) = fdxz‘,ltz(x,xz,x{xz;t) ,  (A5)
which leads from (A1) to the idempotent property
Ni=:, : (A6)

Thus, from conditions (A6) and (A2), % has the
properties of a projection operator. It follows
from standard theorems in operator theory®® that
it decomposes the functional space into two ortho-
gonal subspaces, S(%) and S'(%), where S(%) con-
tains eigenvectors of % corresponding to the eigen-
value 1 and S'(M) contains eigenvectors correspon-
ding to the eigenvalue 0.

There are then two possibilities to consider.
The subspace S(N) is either finite dimensional or
infinite dimensional. For the case of infinite di-

mensionality, S(‘R) is inconsistent with the condi-
1

S D , it '
ma—ti’?(x_,x ;t)=—§a(v,,2 -V ON(x, %" 8)

V +fdx”[v(x,x”) ~v(x’, )M, %" ;)R (x5 8) =R, 2”5 0R(x", x5 8)]

tion (A3) of finite normalization, and hence must
be excluded from further considerations.
Then, for some integer N, we have

dimS(%)=N. (AT)

We then construct a one-body density matrix in
terms of an orthonormal basis ¥, which spans
S(N)

N
9x,x"5t) =2; ha(xt)p¥(x't) . (A8)

It is easy to show that % satisfies conditions (A6),
(A2), and (A3). Moreover, operations of % and
% on any arbitrary single-particle wave function
lead to the same result, thus implying that % and
% are in fact identical. This completes the proof
on the bilinear representation of the idempotent
density matrix.

Now, consider the equation of motion for the
TDHF density matrix as the starting point:

(A9)

An application of the representation (A4) leads to the following:

é i (m-a%— —h) 0(xt) =g [(ma% —h)sz(x’t)]*zbk(xt) ,

(A10)

where ¥,(x,¢) are basis functions which span the subspace defined by % at time f. The single-particle
operator i is, in fact, the usual TDHF Hamiltonian, which can be defined by means of the density matrix

as follows

h—2
(W21 £) == 5 () + f dx"v(x,x")R(x", x5 t)p(xt) = f dx"v(x, X" )R(x,x"5 0 (x"t) .

In what follows, it is relevant to note that while
the correspondence between % and the subspace is
unique, so far, the choice of the basis is arbitrary.
For example, the basis functions in (A4) under a
phase transformation

Dy(xt) = Dy(xt) =e X, (xt) (A12)

leave the density matrix unchanged.
Now, construct the following N XN time-depen-
dent matrix

(A13)

., 0 '
Cft)= ép,‘(t) llhfgt‘ -h ll)x(t)> .
Since both # and the subspace S(R) (and hence the
basis functions) vary with time continuously, C,,.
is also a continuous function of time. A compari-

(A11)

r

son of both sides of (A10) shows that the matrix

C,, is Hermitian. Moreover, the operator (i%d/

ot —h) leaves the subspace S(%) invariant. Ac-

cordingly, at each time £, there exists a diagonali-

zation for the matrix C,,, with real eigenvalues

which are also continuous functions of time.
Without loss of generality, we can now take ¥,

to be such a basis which is diagonal with respect

to (é#d/at —h), so that

()it =) (a19)

where ¢,(f) are the real eigenvalues of the matrix
Coxe

We now define the following phase transformation
of the single-particle wave functions:
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i

- t
Yy(xt) = dy(xt) = exp (—ﬁ ft ex(T)dT) h(xt). (A15)-
0 .
It is now easy to show that
? -
(ih?,-t-— )w,‘(xt)zo ,

which is the usual single-particle form of TDHF.
This completes our proof of the equivalence of the
density matrix and single-particle representations
of the TDHF problem. o

We note in passing that both Eqgs. (A14) and (A16)
are equivalent TDHF single-particle equations
which follow from the TDHF equation in density
matrix form, the difference being an extra purely
time-dependent term in the single-particle Hamil-

tonian which leads to different basis wave functions

related by a phase [Eq. (A15)]. The equivalence of
these two forms of the single-particle equations
has been emphasized recently by Lichtner, Griffin,
Schultheis, Schultheis, and Volkov.!®

APPENDIX B: MASTER EQUATION FOR OCCUPATION
NUMBER MATRIX

We would like to consider a more general rep-
_resentation of the Green’s function in the form

I(t,x't") =—ifdx”[v'(x, x")y=v'(x,x")]

(A16)

, . 1+ :
(-g (1,19 =2 (i uaway @
with the complementary Green’s function .

X¢x(1)¢f(1 . (B2)

Again, by selecting our basis functions to satisfy
the modified TDHF equation (4.4), the equation of
motion for the occupation number matrix #,,.(¢) is
given by

2 1 )
2 nl=-1 [axasiptianint, xp

Xll)x(x{t) . (B3)

For a slowly varying mean field, we make the
same set of simplifying assumptions (5.1) and
(5.3) concerning the temporal behavior of the
single-particle wave functions. And, instead of
Eq. (5.4), we assume

b+ .
B (—1—2——1)u ane(ty) o (B4)

Then the integration over E; can be carried out to
give

x Z (1 =mn)(1 = agnMagxagng = Magaiiiag (1 =~ g1 _n"4"i)]

M i3y
MMM
X [& +& =& — & — inl 2o, (¥ (" EWEE DVR AN = A3A{ 1071 (B5)
where
€ =3(6, T€x) . (BS)
In consequence, the equation of motion for the occupation matrix is
d 1 , ,
e == 2 [8xa; O3 12" IA25) =830 (A3 10" I Xp)]
ot ﬁ’ﬂ" 1.1 4 !
22374
MMM
x[(1 "”xlxi)(l ‘nxzx:z)”xsxénx“;‘ _n"l"in"z"'z(l ’nxsxa)(l '"x4x;1)]
X(& +& =& =& — i)y e Ag =2 {10 1A . (B

As one can see, an eightfold summation over the complete set df indices of basis functions, which reduces
to a sevenfold summation because of the Kronecker 6 function, makes the problem intractable in practical

calculations.

APPENDIX C: MASTER EQUATION WITH SPIN AND. ISOSPIN AVERAGING

In this appendix, we show how the master Eq. (6.4) can be simplified when the spin and isospin degrees
of freedom are averaged over. In particular, we consider the case where the residual interaction depends

only on the spatial coordinates,
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v'(x,x) =" (1T =7'1). (c1)
We first explicitly introduce the one-particle wave function in the standard product form
wk(xyt)‘:d)a(;,t)aa(g) ) - (Cz)

where the single-particle level A represents the collection of the quantum number « labeling spatial wave
functions ¢ and the quantum number o labeling spin and isospin wavefunctions =:

x={a,0}. . (cs)
The state |xq},) in Eq. (6.4) is given by the wave function in product form,
U, (T30, (Faa) = b o (119 o, (F3) o, (64)Ee, (£2) (C4)

and the state Ix\5 —ag\,) is given by the antisymmetrized wave function which, for convenience, can be re-
written as a sum of two parts:

-

U (FeE U (F282) = (R 800, (Fafa) = 00 (1, To)Eg o (B Eo) + 05 (Fy, To)EG0, (£1 £2) « (C5)

In Eq. (C5) the signs (+) and (~) signify the symmetrized and antisymmetrized forms, respectively, with

regard to an exchange of the particle coordinates in the wave function in question and ¢‘*) and =% are the
two-particle spatial and spin and isospin wave functions, respectively:

Payag T T) =(1/ VD00, (7)00 (F2) £ 00 (F)9a,(F2)] (ce)
and

Eapoy(51> 82) = (/YD E, (8)Z (£) + Zo (£, (£2)]. ‘ €

From the expressions given in (C4) and (C7), the matrix element of a spatial-dependent residual interac-
tion can now be given in a simple form,
) (4)
<>‘1)‘2 |1)I IA4A3 —)\3>\4> 21}51&2; a4u3 50!"460208 - 6010360204) +Uala2; a4u3(6010450203 + 5010360204) ) ) (C8)
where the contributions from the symmetric and antisymmetric spatial wave functions are separated and

represented by v and vm, respectively,

(S) (6] gy
Vo, a,;0,a ¢aa(r1,r2)
1%2° %4 %3 . - - - 1%3
{ ) }=%ff dryd®ry08 (F)9 %, (F)v (rl,rz){(p . (C9)

(=) - >
Qgogia, g a4a3(rl9r2)

In principle, for each single-particle level A, different spatial wave functions can be associated with dif-
ferent spin and isospin components. However, in the case when the spin and isospin degrees of freedom
can be averaged over, the resultant master equation is considerably simplified. This is done by consider-
ing that, for each set A, only the spatial single-particle state o is enough to represent all the spin and iso-
spin substates. The final reduction is achieved by carrying out the summation of the spin and isospin in-
dices in the equation, independent of the spatial wave function indices. This leads to the master equation

d m
TG =%azza;a46(ea *eay ~€ay —€a ML =10)(1 =g Mo e, ~Natta,(1 =16 M1 =1q,)]
X(g(S)IU&i)z;a‘iaslz'*g(A)' U(Jt)z;akias}z) ’ (CIO)

where the weighting factors g4’ and g’
g4 =g (c11)
and '

g9=10, (C12)

have numerical values of

In passing, we note that, for a zero-range type of residual interaction, there is no contribution from the
antisymmetric part of the spatial wave function, and we are left with only the g(S) terms in the master
equation,
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