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The R-matrix expansion for the ground-state energy of a many-fermion system is carried
through fourth order. We evaluate this expansion for a potential modeled after the nucleon-
nucleon one. The calculation is described in detail. We find that the “hole-line” approxima-
tion seems to underestimate the attraction so that a hard-core force may well be consistent

with the experimental binding energy of large nuclei.

1. INTRODUCTION AND SUMMARY

A method, the R-matrix expansion, has recently
been proposed™? for the calculation of the ground-
state energy of a many-fermion system interacting
through forces which have a short-range strong re-
pulsion, an intermediate-range attraction, and
which vanish rapidly at long distances. It is the
purpose of this paper to carry through such a cal-
culation for a simple model potential, patterned on
the nucleon-nucleon potential. The results of this
calculation are compared with those of the two-
“hole-line” approximation, and it appears that the
“hole-line” approach substantially underestimates
the binding energy in this case. Consequently it
seems likely that hard-core potentials are compat-
ible with the “observed values” for the binding en-
ergy for infinite nuclear matter.

In the second section of this paper we describe
how to obtain the R matrix from the potential, both
in the absence and presence of an excitation of the
Fermi sea. The R matrix is basically the same as
Brueckner’s® K matrix except that it has been reg-
ularized? in the neighborhood of the Fermi surface
to eliminate the appearance of certain singularities
which occur in the Brueckner formulation.

Since the R-matrix expansion procedure involves
multidimensional integrals of products of the R
matrix elements, just as the potential perturbation
expansion involved multidimensional integrals of
products of the potential matrix elements, we have
found it desirable to have an accurate numerical
representation of the R matrix. We describe our
representation in the third section. As a guide to
the proper forms to employ, we compute the di-

lute limiting case, introduce adjustable parame-
ters, and fit them to our values of the matrix ele-
ments computed by methods of the second section.

In Ref. 1, the spin and isospin sums were left
in matrix form under the integrand of the multi-
dimensional integrals. We have, however, found
group-theoretic methods to reduce by mechanical
procedures all of these sums (at least through the
fourth order in the R expansion) ab initio. These
procedures are described in the fourth section of
this paper.

In the fifth section of our paper we detail how to
write out the R-matrix perturbation series and
give all the data necessary to construct the multi-
dimensional integrals whose evaluation is required.
In the final section we describe our evaluation of
these integrals by Monte Carlo methods and tabu-
late the numerical results. Comparisons are made
with the results of other methods.

2. EVALUATION OF THE R MATRIX

In order to evaluate the terms of the R-matrix-
expansion of the ground-state energy of a many-
fermion system which was recently proposed,*?2
we need first to evaluate the R matrix itself in
terms of an interaction potential. We have select-
ed the following potential for consideration in this
paper. First, for states of even relative angular
momentum,

VT(V):VI’ Vs(7)=112, 0<7’<C,
Ver)=V,, Vs(r)=V,, c<r<d, (2.1)
Ve(r)=Vs(r)=0, d<r,
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where Vg is the singlet potential and V; is the trip-
let potential. For states of odd relative angular
momentum we choose
Vp(r)=Vs, Vsr)=Vs, O<r<c,
(2.2)

Ve(r)=Vs(r)=0, c<7r.

The parameters in this potential have been chosen
as follows:

c=0.4F, d=%c,

K:%:%:%=105h2/MCZ,
(2.3)
V,=1.25(% nPH2/Mc?,

V,=0.96(% 7 n%/Mc?.

We have fitted the two-body data @z =5.39 F, 7,
=1.71 F, and ag=-23.7 F to determine these pa-
rameters. We compute E;=-2.20 MeV, and 7,5
=2.14 F instead of 2.6 F. Here F is fermi, a is
the scattering length, 7 is the effective range, and
E ; is the triplet ground-state energy. The singlet
phase shift §,=0 for & around 150 MeV, instead of
200 MeV as it should. Therefore, our model po-
tential, although too simple to reproduce all of the
features of the real two-body nuclear force, is
nevertheless sufficiently realistic to lead us to be-
lieve that our results are relevant to the under-
standing of the problem of infinite nuclear matter.

The R-matrix expansion® is basically derived
from the Brueckner K-matrix expansion,® where
no self-energy corrections are made to the prop-
agators. Each K matrix in the Brueckner expan-
sion is then expanded in powers of the R matrix,
so that every diagram in the K-matrix expansion
contributes to every higher-order term in the R-
matrix expansion. There are two types of R ma-
trices which enter. The first type involves no ex-
citation of the underlying Fermi sea, and the sec-
ond type does involve such an excitation. Luckily,
through fourth order in R, which is as far as we
shall carry the expansion here, in those R’s which
involve an excitation of the Fermi sea the excita-
tion is, in an approximation which we will detail
below, directly related to the initial or final mo-
mentum. We therefore need not introduce an addi-
tional parameter to describe the degree of excita-
tion of the Fermi sea. We will denote the R ma-
trix in the presence of this excitation as R.

The R matrix® is defined as follows. First we in-
troduce the Green’s function

B3 B2 k”’}’). (k”'r’)—kzj (k’i’)] (k’}")
le(yyyl)z_/(; dkn Jl( ]l k,,z_kz I 1

X F(p,k")+k*,(kr)j,(ky") /R, (2.4)

where 2 and p are the relative and center of mass
momenta of two states in the Fermi sea and j,(x) is
the spherical Bessel function. For a discussion of
the definition of R, the reader is referred to Ref.
2. The function F(p,k”) represents the now-stan-
dard approximation to the effects of the Pauli ex-
clusion principle and is defined by

F(Z),k"):(), (k”2+%p2)1/2<kp,

=1, k"-3p>kp, (2.5)
otherwise.

- (kI12 +%p2 _kFZ)/kup ,

Following Brueckner and Masterson,* we eliminate
p completely by using an average value in its place:

1+2k/kp+ 2R%/R 5%
1+3k/kp ’

éﬁ_z:%kz«‘z(l—k/kp) (2-6)

where again 2<%z, From the Green’s function and
the interaction potential, we define a wave function

Wy (r)=7,(k7) —:,271:00(1’, PV Yy, (' 2dy .

2.7)

We remark that V depends on / by (2.1) and (2.2),
and also that there will, of course, be separate
singlet and triplet wave functions determined by us-
ing the singlet and triplet potentials in (2.7). From
the wave functions we obtain the R matrix elements.
as

wIR D =Z [0V O rriar,  @.8)

where k2 <kg, and &’ is unrestricted. If we define

00 kzdk” _ " k2
L(k)= ; mF(p,k )—kF (2.9)

then® the K matrix elements can be given as

(F'| K |R) = (R'|R, | RY/[1 +1(R)RIR,|R)] (2.10)

in terms of those for R. Equation (2.10) readily
gives us the expansion

(R'|K | k) =(R'IR,|R) {1 - 1(R)(E|R | )

+[L(R)R| R |RYE =<+ } (2.11)
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of the K matrix in powers of the R matrix,

The contribution to the single-particle energies
made by the K matrix, i.e., the sum of the ladder
diagrams, is given by

1 2 Hag -m) 2
Em)=3m?+4 2Ik%dk
0

+ Jﬂklﬂ‘ m) <1 _ mz + 4k2 - kFZ Ikzdkjl
Yep-m) 4km ’

(2.12)
where
I:%[E(Zl+1)(? ig:;gn <k|Ks.zlk)
+L‘(21+1)<3 ! even)(kl&,,lk)}
(2.13)

with S and T standing for the singlet and triplet
states. By K in (2.13) weé mean the series expan-
sion (2.11) in powers of the R matrix. This series
is divergent, though summable>® for suitable po-
tential interactions. The divergence arises® from
the divergence of /(k) as % tends to kz. The inte-
gral (2.12) nonetheless converges in every finite
order in R. It is to be remembered that the K-
matrix expansion in powers of V is divergent,® and
the R-matrix expansion?® in powers of V is conver-
gent, so that the divergence of K(R) is expected.
This type of rearrangement of an infinite, diver-
gent series has been discussed in another place®
and found legitimate. The contribution to the
ground-state energy made by the ladder diagrams
via the R-matrix expansion of (2.12) is given by

3 kF

Ey=oi— | [E(m)-3m?]m2dm. (2.14)
2kp® Jo

Through fourth order in K we may use the follow-
ing special feature to restrict the number of pa-
rameters on which the R matrix in the presence of
an excited Fermi sea depends. To this order, ev-
ery excitation consists of a single filled-state hole
pair which combines with one filled state at the
previous or next vertex to form an unexcited Fermi
sea. Therefore, except for a hole momentum,
which we must integrate over in any case, the ex-
citation energy is directly related by momentum
conversation to either the initial or final relative
momentum at that vertex. Hence, by averaging
over the allowed values of the hole momentum in a
manner similar to (2.6), we may again reduce the
R matrix to a dependence only on &, 2, and I. If
one wishes to proceed to higher order than four,
one must then know R as a general function of the
excitation energy. One further special simplifica-
tion is available on this account. One finds (we
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will see this result below) that the averaged exci-
tation energy always exceeds the energy of the in-
cident state, so that R and K are equal in this case.
The calculational formulas are now?®

A §,(R"Y) i, (R Y') 5
"2 r/__l_____l____ ”
Gy, (v, 7") f k" 2dk 2771 AR) F(p,k"),

(2.15)

where F , by approximating the Pauli principle in
the same manner as F, has been extended to val-
ues of p outside the Fermi sea to be

F(p,k")=1, 3p—kp>k",
=0, (k”2+%1>2)1/z<kp,
(2.16)
=17 k,’_%pzk.l’y
=(k"2+3p® ~k:2)/k"p, otherwise.

The definition of the average value of p changes,
because we now have a vertex with one incident
filled-state line instead of an unexcited Fermi sea
as in (2.6). It is
2= (ke +k*/15%)/ (ks - %), k<kp,
(2.17)
kzkg.

As p>Pkp always, it follows from (2.16) that F is
never zero. The value of A(R) is, basically, (2k)?
— (k)?+ mean-square average of a hole momentum.
The average is restricted by the given value of %.
This quantity works out to be

kgt = 4k + k2R — Bk

A(R)=3k%+ b — 18 , k<kgp,
2.18)
=3k%+ k7, kE=>kg®.

The wave function and R matrix follow in the same
manner as above:

ity (r) =7, (k7) _%J; ém("’: )V by, (v r2dr’
(2.19)

(k’|}§,|k)=%£ 5B V)V ()i, (7 )r2dy . (2.20)

Through the use of these formulas, we can pro-
duce any desired matrix element numerically by
use of a high-speed digital computer. (We have
used the Brookhaven CDC 6600.) The numerical
procedures used are the following. In the calcula-
tion of the Green’s function for R [Eq. (2.4)] we
used a step size of Ak” =0.1k; and did a Simpson’s
rule integration to #” =10kz. For the contribution
to G from the remainder of the range, an asymp-
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totic formula previously derived’ was used, plus
the analytic integral of the part not represented
thereby. For G we break up Eq. (2.15) as

A "o ® w2 i (RY) G (R 7")
G, (r,7 )_j; k"2dk TR AR

RF+5D (k”r)j (k")
”2 // ]
+fo Rk AR

X[ﬁ(p,k")—l], (2‘21)
since by (2.16) F =1 for k” >kp+4p. The first term
in (2.21) can be evaluated analytically, and it yields

n2 !I (k 'V)] (k” /)
fo rrdr L ST =i 0 Ry 0)

(2.22)

where A®=A(k) and where 7, and 2, are spherical
Bessel functions of imaginary argument of the first
and third kinds. That is,

i4(0) =VEIT/X .y, (), 1o(x) = (sinhy)/x
(2.23)

k,(x)=v§ﬂ;xK,,+1/2(x), ko(x)'—‘(%”/x)e—x

Again we have used a step size of AkR” =0.1k; and a
Simpson’s-rule integration. To solve the integral
equations (2.7) and (2.19), a mesh size of Ay = Ay’
=%c was used. For our potential this choice re-
quires, for each value of # and [, the inversion of
a 29X29 matrix for / even and a 7X7 matrix for [
odd. The wave functions were computed for 0 <k
<kj at steps of k5, and from them the necessary
values of (¢'|R Ik) were computed by a Simpson’s -
rule integration of (2.8) and (2.20). The range of %
was extended for R well beyond kg, though in
coarser steps.

3. REPRESENTATION OF THE R MATRIX

In the previous section we have described how to
evaluate the necessary R matrix elements. As we
plan to evaluate many multidimensional integrals

in which R matrix elements appear in the integrand,

it is important to have an empirical representation
of these elements so that the numerical aspects of
this problem can be reduced to manageable propor-
tions.

We shall first treat the problem of representing
the R matrix with no excitation in the Fermi sea.
As a guide to what behavior is to be expected, we
will compute the limiting behavior for a dilute sys-
tem (k- 0). We expect, physically, that this ap-
proximation will also be valid when 0<%k, <<k, as

Do

the scattering should not be much affected when
the energy is large compared to that in the Fermi
sea. For a simple hard-core potential, one can
easily derive (6 is the angle between K and &’ )

(F|R|B = —%i 21+ 1)P,(cos8)j,(k'c)/n, (k).
1=0
(3.1)

The standing-wave normalization? has been used,

w,(r)=krlj,(kr) —tand,n,(kr)], 7-w, (3.2)

together with the Schrodinger equation

2,
%‘ﬁ—ﬁh[kz—U(r)_l(ly;z”Ju,(y):o,
(3.3)

Ur)=m/A*Vr), mE=n%k?

for u,(r), the Ith partial wave, and the formula®

->

(K'|RIK) = ——fdsre KTy (e(E) (3.4)
where (5 is the angle between ¥ and k)

i (F) :ZI"Z:) 20+ 1)itu,(r )Pl(cosé). (3.5)

Examining (3.1) closely and remembering that
k<kp for the problems of interest, we see that the
series (3.1) converges rapidly for any value of %’.
This result suggests that a partial-wave expansion
of {K’'|R|k) of a finite number of terms will be suf-
ficient to represent R. We expect, as mentioned
above, that the 2y =0 approximation will be good at
large k’. One can also work out the 25 =0 approxi-
mation where there is an attractive potential out-

side a hard core, as in (2.1). We will let
MW
W=Vg,orV,, Bz=h_2 +R? (3.6)

respectively, for triplet or singlet states. It is to
be noted that 8 may be imaginary, since W is neg-
ative. Then

B & .. _
M<kh—|§ [ > ﬂ _klZ[fl]l(kld) —fzk'jl__l(k’d)

+ (k2 =R?)j,(RC)], (3.7)

where

—n,(Bc)jr, (B (B - K7,
(3.8)

fl = (ﬁd)z[jz(ﬁc)nz-l(ﬂd)

fz = de[jl(ﬁc)nz(ﬁd) - nz(BC)]z(M)](BZ - k%),
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The distance d is the range of the potential (2.1).

In the kr =0 approximation, & is determined by
matching the solution to the form (3.2) at »=d. In
order to get a good representation of the values of
(k’|R,|k), we have adopted the following procedure.
For ! even, we have fitted our R-matrix data with
the form (3.7), allowing 8 and the wave-function
normalization as adjustable parameters, and deter-
mined them as a function of 2 for £=0, 0.1k, ...
k. We fitted over the range 0 <k’ <5k  and then
compared our extrapolations out to 10k,. We did
not, however, fit /=0, O0<k <k, 0<k’<Pkg but
rather have used a table of values and bilinear in-
terpolation in this range. Over-all, the quality of
the fit obtained varied between 3 and 2%, measured
in units of the local maximum. The B’s showed
weak but non-negligible variation with 2, ., and

l. The same general form was used for odd val -
ues of I, except that here f,=f,=0, and g2=k%
since according to (2.2) there is only a hard core
and no attraction. Consequently there is only one
adjustable parameter, ®. Here the fit is good to
about 3%. We have found for the range of densities
considered that truncating the expansion

)

(RIRIR) =23 (20 + 1)P(cos0) k' | R | ) (3.9)

at /=3 provides adequate accuracy, comparable to
that of the individual partial waves.

We will now consider the problem of adequately
representing the R matrix, when an excitation of
the Fermi sea is present. Here a fit is required
throughout the (%, %’) plane. Again, it is instruc-
tive to compute the 2 =0 approximation as a guide
to the structure of the R matrix. This approxima-
tion can be obtained as the solution of (2.21) of Ref.
1, namely,

(= V2 +@®)0pp(F) + U (@) = (B2 +g2)et F T
(3.10)

where U is as in (3.3) and ¢ is the excitation ener-
gy. The expansion of this equation in partial waves,
its solution, and finally taking the hard-core limit
are tedious but elementary operations, and we
shall omit the details. The excitation energy

(2.18) is

*=Ak) + k2. (3.11)

We find it convenient to define the quantities
K2=A(R) —mW/h?,

(3.12)
A2=A(k),

where W is as in (3.6). (Note that W is negative.)
Working out the details we obtain

MR B 2 B2 422
ne TR 4k?

[c2(B2 +A2)V, +c%Q,7,(k'C)

+d2V, + (k2 = A2)(R2 + Kz)dzT,Vs] ,

(3.13)
where

Vlzkh(k C)Jl'l(kgz__kkz]"l(k lifke) s
:%c[jlz(kc)—j,”(kc)j,_l(kC)], k=Fk',

i (kd)j, (kd) =G, ('d) j,(kd) ,
V2=k71(k )71-1( k?z_kzh 1( )]1( ) k,\l-k’,
=3d[j2(kd) = 4y (k) 1,y (RAD)], k=Fk',

2Aj,(k’d)k,_l()\d)+k’7'L_1(k’d)kl()\d)

VS:?T B2 422 :
(3.14)

The symbols @, and T, are parameters determined
by matching boundary conditions and are hence in-
dependent of 2’. We have divided the region into
two parts for the purpose of a fit: the small-%
range, 0skc <3, 0sk’c <5; and the large-% range,
which is the rest of the positive quadrant in the
(%, %’) plane.

In the small-% range we have fitted on a mesh
Ak =Ak’=0.1/c with the form

BB, 8) = 584,000 ), (3.15)

where the ®; are adjustable parameters and

2 RN
——+302],(k’c),

A, TRk

N2 (B2 +2%) (R +2%)
Ay =2 T e
(3.16)

2 2422

As(k’) :'7? PN szzvz s

(K% =A%) (R’ +A2) (R? + K?)
B2 4 k2

A4(k/)=.2_ dZVa.

1r
We have adjusted the ®; by least squares over the
range 0k’ <5,/c on a mesh of 0.1/c; the range of
% is 0<k<3./c on a mesh of 0.1/c. We obtained a
fit accurate to about 3% over this range.

This expression can be recast to display its ex-
plicit dependence on k’. Linear interpolation in %
can then be used to obtain the values in the small-
k range.
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M(R!RIE) B2422
72 TR? 4 k2

[r,7,(k’c) +a (k)]

[rei (k'd) + 7k §,_, (R'd)],

P
(3.17)
where
1 ) .
Q)= PYC kz[1'2],(k’c)+1'3k’7,_1(k’c)
+7, 4, R'A) vk G, (R'd)], R LR,
(3.18)
==3clryi,(k'c) +7,7,0, (k") /R']
—zdlyyi,(k'd) +v 5, ()R], R =E

and the 7; are functions of % alone and not of 2’.
The relation between the 7; and the ®; is easily ob-
tained from (3.14)-(3.18).

For the odd-/ states, where only a hard core is
present, the problem is much simpler. Taking the
hard-core limit in Sec. 3 of Ref. 1, we deduce in
the 2 =0 approximation

M(k}éfll@ 2 22 12y,

_Hljz(kc)]jz(k’c) ,
(3.19)

2 .
+';[k0]1—1(kc)

H,==Xk,_,(xc)/k,(xC).

We have fitted the R matrix using a least-squares
fit for two parameters. These parameters were
inserted in (3.19) where the factors of (2/w) appear.
We obtained results accurate usually to a few hun-
dredths of a percent ranging up to 0.2%. We can re-
cast (3.19) in a form to make the dependence on &’
manifest. It is

Mk’ |Rk
—L%Ql ciykre) + B ), (3.20)
where
1
B =pm—gzledikre) vek' ji,(e)l, R £k,
(3.21)
='—éc[csjl(k/c)+Czjl+1(k’0)/k’], k'=F,
and again the ¢’s are independent of 2. Over the

small-k range we found it sufficient to keep /<14
for / even, and /<5 for / odd.
For the large-k range we have developed an as-

ymptotic formula to represent the R matrix. One
would expect that at the higher energies involved
that the matrix elements would be dominated by
the effects of the hard core. To investigate this we
compared, in the range 3kp <k <5ky, the differ-
ences between the R matrix for hard core alone
and for hard core plus attraction. We found, for
the partial waves checked, agreement within about
3%. Besides, in this range, the contribution to the
final integrals to be done will be small, because of
the presence of other factors which go to zero.

In order to develop an asymptotic formula, we
propose to sum the k2, =0 approximation (3.19) to
all orders in I. First we will insert an approxima-

tion for H;. One can easily show from (2.23),
(3.19), and

ky(x) = (n/2x)e 1 + (1/x)] (3.22)
that

Hym =) (3.23)

for large A, or equivalently £#>>1. If we use the
standard recursion relations for Bessel functions,
one can show that

8

H,, =—22c/@2l+1-H)) (3.24)
exactly. If we make the hypothesis that
Hy=-xe+l, (3.25)

then expanding (3.24) for X large confirms (3.25)
for I+1 within O(x~'). In this approximation, we
will show that (3.19) sums to

M(k'|R|k) 20[ . , i (lkE-Klc)
e | 0 R Re k—&|c

+(xc+1)jo(|12-§'[c)].
(3.26)

Now to show that (3.26) is equivalent to (3.19) us-
ing (3.25), we first note that?®

: 1
L) fo o eE)EPdE (3.27)

which, together with the partial-wave expansion

,(cos8)j,(kc)j, (k'c)
(3.28)

Go( |1k =K'|c) 2 @l+1)P

and the observation that
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O i (E—le)]= (2 — . byl E=Fc)
ey Uo(Ik=Kle)] = (6 - - K= e =
(3.29)

allows us, by interchanging the order of summa-
tion and integration on differentiation, to write
(3.26) as

ME|RIK) 2c

s 5321 +1)P,(cos8) ke, (ke ), (kc)

=0
1
+ (A2c2+k202)f Filkcx)j (R cx)x%dx
0

+ (e =17, (ke)j,k'e)], (3.30)

where the recursion relation®

16 =10, - 2L, (3.31)

has been used. When we recognize the integral in
(3.30) as having® the value (V,/c), then we see that
(3.30) is equivalent to (3.19), where (3.25) is used
for H,. Thus the approximations in using (3.26) as
an asymptotic form are these: (i) k=0, (ii) H, is
given by (3.25), and (iii) that the hard core gives
the dominant scattering effect. We have also com-
pared (3.26) [as expanded (3.30)] with our numeri-
cal results, and for the / values we have checked
we find an accuracy of about 3% or better over the
range 3/c <k <5/c. We have therefore adopted this
asymptotic form for the large-% range.

4. GROUP-THEORETIC REDUCTION OF THE SUMS
OVER SPIN AND ISOSPIN SPACE

In the evaluation of the contributions to the R-
matrix expansions, in addition to the integrals
over the intermediate momenta, one must sum
over the various spin and isospin states. Through
fourth order in R, up to four independent spins and
isospins can occur, or 256 different states. Al-
though this sum needs to be performed only once
for each diagram, the formulas that result are
rather awkward and may indeed contain as many
as 256 terms. We will show how these formulas
may be derived in a simple and compact fashion
(at least through fourth order).

We first need to give a formalism which correct-
ly takes account of the contributions from the dif-
ferent states. It will be helpful to have an example
to illustrate the discussion. We choose the dia-
gram II.8." The Hugenholtz diagram is shown in
Fig. 1. This diagram represents the sum of a num-
ber of basic diagrams, each of which is an ex-
change variation of the Hugenholtz diagram. These
are obtained by expanding each vertex into the
form shown in Fig. 2. The X’s at the top and bot-

FIG. 1. The Hugenholtz diagram representing
case IIL.8.

tom represent two states each. Each of the four
states involved changes its occupation during the
interaction. If a state in the Fermi sea is emp-
tied, its line enters on the left as a blank and
leaves on the right as dotted. If, on the other hand,
it is filled, it enters on the left as a dotted line

and leaves on the right as a blank. For a state
above the Fermi sea, if it is filled it enters blank
and leaves as a solid line; conversely, if it is emp-
tied, it enters as a solid line and leaves as a blank
line. Thus one representative of III.8 becomes as
illustrated in Fig. 3.

For clarity, we will first explain the action of
the vertices (labeled V,-V,) for the spin- and iso-
spin-independent case. Before any vertex acts,
the system is represented by a Slater determinant
with one row for each occupied momentum state.
The action of the first vertex multiplies the wave
function by a factor and replaces the momentum
variables labeled M and 1 in the determinant by
new ones labeled ¥ and [, respectively. Of course,
we must integrate over appropriate ranges of m,
f, 7, and [, but we will treat this aspect in a lat-
er section. The action of the successive vertices
is outlined in Table I. We have numbered the rows
in the Slater determinant 1-4 and the originally
empty states which are later filled 5-8. These
types are separated by a dashed vertical line. As
every allowed vertex in a Hugenholtz diagram is
four pronged, there will always be exactly 2z col-
umns in such a table where z is the number of ver-
tices, although there need not be equal numbers of
the two types. The symbols P;; standing in the
right-most column are permutation operators on
the 2% position numbers. One sees that the effect

FIG. 2. Expanded vertex.
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of a vertex can be thought of in terms of these per-
mutation operators. Any valid perturbation term
must result in a final wave function which is not
orthogonal to the original one; by the orthogonali-
ty properties of Slater determinants the first four
entries on the last line of Table I must therefore
be the same, though possibly in different order, as
those in first line. In other words, the permutation

(P15 ‘PZG)(I)S’? I)AB)(PS’I RlG)(PIS })28)
= (P))(Pag) (Poa) (Bys) (Bry) (Pog) - (4.1)

representing the action of all the vertices must
factor into a permutation of 1-4 times a permuta-
tion of 5-8, as indeed we see in (4.1) that it does
for our example. When there are spin variables
attached to the momentum variables, we get

(25 +1)€ such allowed states, where C is the num-
ber of cycles in the permutation of (1-4). In our ex-
ample C =3, This count arises from noting that
there is one independent spin per cycle, and there
are (25+1) allowed states per spin. In our problem
we will deal with S=3, of course. A similar re-
sult is also obtained for the inclusion of isospin
with a factor of (27 +1)€ for those states. Now,

as every Hugenholtz diagram corresponds to many
exchange terms, we wish to write out the sum of
all such terms represented by one diagram in one
simple form. This task may be done as

2" 11 (R, +RE; P inPuy v, P v, oy, IIs),

1
i=n ivi

(4.2)

where [8) is the Slater determinant, Ry ; and Ry
are the coefficients for the direct and exchanged
vertex configurations, » is the number of vertices,
and m the number of pairs of equivalent lines. The
lines are labeled conventionally as in Fig. 3 where,
for example, ms=v,, v,=m,, etc. There will be
2n such relations, as each end of 2% lines is given

FIG. 3. One representative of the class of expanded
diagrams represented by Fig. 1. The line labels give
the momenta and the V; label the vertices in order.

a separate name in the above (4.2) labeling scheme.
It is these relations, of course, which distinguish
an individual graph.

Let us now consider the addition of a spin-depen-
dent force. We wish to consider only those forces
which conserve the total spin at a vertex. When
S=1%, spin exchange is the only possible such force.
It is convenient to write

P ;=P (k)P;;(0)P;;(1), (4.3)
where k, 0, and t stand for momentum, spin, and
isospin, respectively, and the permutation opera-
tor now permutes only the quantity specified by the
argument. When we recognize that there is a fac-
tor of (-1) where ¢ is the number of permuta-
tions required to express (4.2) as a coordinate in-
dependent multiple of |$), we can replace Py, (k)
by (-1) inside the parentheses in (4.2) provided we
remember to take account of the over-all sign of
the basic diagram representative of the Hugenholtz
diagram we have chosen. Consequently, the con-
tribution of a single vertex will be, in terms of
the singlet and triplet terms

[%(RT +Rs)o,j1+é‘(RT _Rs)o,jpmjnj(o)Pujyj(c)
- %(RT+RS)E.ijj"j(0>ij"j(L)P“jvi(o)P“jyi(L)
- %(RT_RS)E,.iPmJ'ﬂj(L)Pp;Vj(L)]' (4'4)

The contribution for a given Hugenholtz diagram is
then given as follows. Multiply the factors (4.4) to-
gether (in proper order) for all the vertices in the
Hugenholtz diagram, The result will be a sum of
terms each of which is a coefficient times an ele-
ment of the direct product of the permutation group
on spins and that on isospins on the 2% line names.
Each element can be factored into the product of
permutations on initially filled states only, and of
permutations on initially empty states only. Now

B

FIG. 4. Subdiagrams which occur in all possible rela-
tive vertex orders when the sum over all allowed dia-
grams is taken.
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take the trace of the matrix representation of the
permutation operators induced in the space of spin
and isospin states corresponding to the originally
filled states. (Note that permutations of one emp-
ty state into another are unity in this representa-
tion.)

We digress from our reductions at this point to
remark that it follows at once that the Hugenholtz
theorem,® which states that if a perturbation term
has two portions o and 8 as in Fig. 4, then when
one sums over all the possible vertex orders the
result is just the product of the two parts taken
separately. The different possible vertex orders
arise because all those different diagrams are pos-
sible which retain the order of the a vertices and
the B vertices but allow any relative order between
the aand B vertices. This theorem is important,
as it eliminates the extra complication of an excit-
ed Fermi sea in the calculation of the contributions
of both the @ and B vertices. This theorem goes
through because the permutation operators at the
aand B vertices are on disjoint sets and so com-
mute.

We can, at least through fourth order, make the
following reduction. We would like to reduce the
basis for the permutation operators as far as pos-
sible. Inasmuch as the trace of the permutation
operators is always 2¢, where C is the number of
cycles in the final permutation, we cannot expect
to reduce the basis below 2¥, where M is the max-
imum number of cycles. We propose the following
scheme.

Suppose that the Hugenholtz diagram is such that
we can draw a basic diagram which has the maxi-
mum number of cycles (closed loops made of solid
or dashed lines only) with the additional property

FIG. 5. Reduced form of an expanded representative
of a straightenable diagram.
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that a vertex order can be specified so that every
cycle (loop) is traversed in order. (For Fig. 3
such an order is V,,V,,V,,V,.) We call these
straightenable graphs. By inspection, all fourth-
order graphs are of this type, but not all fifth-or-
der ones. We illustrate by straightening out Fig.

3 (which is a suitable maximum-loop basic diagram
for Fig. 1) in Fig. 5. The loop lines as shown may
be either solid or dashed. The left and right sides
are supposed to be connected on the same level.
Now, if there is an interchange at V, and V, only,
the lines are crossed at those points, and a single
loop results. If an interchange at V; and V, only oc-
curs, the two crossed lines undo each other and
there are again three separate loops. If we consid-
er any straightforward graph which can be drawn
in the form of Fig. 5 (horizontal loop lines with
pair interactions between them, in order), then if
we replace a vertex with

[%(RT'*'RS)D,J'I'*'%(RT_RS)D,jPlj,}\j(O)
—%(RT+RS)E_jPlj'Xj(O)Plj,)\j(L)

_%(RT_RS)E,jPIj)\j(L)]: (4.5)

where /;,); are the interacting loop numbers at
vertex j (taken in straightened order), we will ob-
tain the correct statistical weight by taking the
trace in the space of states where each loop is as-
signed one independent spin and isospin.

We are now in a position to express the contribu-
tion of a Hugenholtz diagram in a way which can be
greatly simplified by group theory. Let

le = %(RT +Rs)D,j ’

R,=3Rp-Rs)p,; »

1l

iz
(4.6)
R = %(RT +RS)E,j ,

Rj4:%(RT—RS)E,j .

Then the contribution is

n
Tr[ IR I X +R I XM, — Rypg MyX M, — Ry M, XI)]
k=1

(4.7)
where M, =U(P,,,,), the representative in loop-
spin space. The second term in the direct product
is for isospin space, but the representation here
is identical to that in spin space. Now (4.7) is a
polynomial of degree » in the R,;. It has the 4"
terms in which one of the four values of j appears
with each value of 2=1,..., 7 in the subscripts in
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FIG. 6. R-matrix diagrams for the first three orders in the expansion.

the product. Our task is to produce these coeffi-
cients. We note that they can be obtained in turn
by setting, for each &, one of the R,;=1 and taking
the rest of the R’s to be zero. In this circumstance,
there is only one term in (4.7), and its value irre-
spective of which term it is, is given by

TI‘{ ﬁ [(R;u +Rp) I — (R +Rk4)Mk]}
k=1

XTr{II [(Ryy — Ria) I + Ry — Rys)M,, ) }
k=1
XTI Ry +Rpy —Rys —Ryy) s (4.8)
k=1

as the trace of a direct product is the product of
the traces. The traces which appear in (4.8) are,
for n=4, of maximum degree 16 rather than 256 as
in (4.7). The factor at the end is there because X*°
=X for X=+1, 0.

Now we know from group theory™ that these rep-
resentations are reducible. These representations
are made up of those whose Young tableaux contain
at most two horizontal rows. In Table II we list
the relevant irreducible representations, the num-
ber of times they occur, and their dimensionality
for maximum cycle numbers of 2, 3, and 4. The
necessary irreducible representations of the indi-
vidual permutations required are tablulated in Ham-
ermesh’s book,' or are easily derivable from
those he does tabulate. It will be noted that the
largest matrix we now need to consider is only 3
X 3. We have programmed this procedure for the

computer, and it has produced in a systematic
fashion the table of coefficients for each diagram
from the string of loop permutations. We believe
that this procedure is a reliable method of accom-
plishing what would be a very tedious and error-
prone task by hand.

5. R-MATRIX PERTURBATION SERIES

The R-matrix series in terms of diagrams is
simply derived. The first step is to write down all
the diagrams in the potential series perturbation
series. This job has been done through fourth or-
der.” Next we start in first order and group all the
higher-order diagrams which correspond to the
ladder insertions, with the first-order diagram.

TABLE II. The necessary irreducible representations.

Irreducible Number of
representation occurrences Dimension

c=2 (]| 3 1
O 1 1
O

c=3 oo 4 1
(] 2 2
O

c=4 Oooad 5 1
[m[mn] 3 3
O
oo 1 2
(]|
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FIG. 7. R-matrix diagrams for classes I and IA of fourth order in the expansion.

This group will be the first-order K-matrix term.
Then we proceed to the next order (third) and exam-
ine those diagrams which were not already grouped.
To each of these we add those higher-order dia-
grams which correspond to ladder insertions in it.
This procedure gives us a systematic procedure

for developing the K-matrix series. Care must be
exercised to sum all the different vertex orders to-
gether in situations like Fig. 4. Care must also be
exercised to sum together all the diagrams with
the same self-energy insertion in all the different
filled-state and hole lines along a particular verti-

J

k=1

cal line, in order to avoid divergent terms. After
this procedure has been carried out, we may ex-
pand the contribution of each K-matrix term in
powers of R as explained in Sec. 2.

When this is done, the resultant diagrams have
the topology of those of Ref. 7 numbered B1, R3,
H3, F3, 1.6, IA.1, TA.2, IA.3, IL.3, II.4, IL5, ILT,
1.8, I1.9, II.10, IL11, I1.12, ITA.1, ITA.2, IIA.3,
ITA.4, IIA.5, IIA.6, IIL2, III.9+10, IV.1, IV.4,
IV.5, IV.6, and IV.7. The general term is, apart
from a few diagrams with the opposite sign and a
few cases in which it is convenient to group sever-
al Hugenholtz diagrams together,

3

-1
D.

1
1

n
—3(=1)P*H-© / Trl II Ry, IXT + Ry IX My = Ry MyX My, = Ry M, X 1))
dar

167(~ 4m)" 2™

-
"

where the numerator is explained in the previous
section, the denominator is the product of the var-
ious excitation energies, » is the order, m is the
number of equivalent lines in the diagram, P is the
number of violations of the Pauli principle, H is
the number of holes, and C is the number of cycles.
We have illustrated the various diagrams in Figs.
6-10. The momenta are labeled and we have indi-
cated which vertices require the inclusion of an ex-
cited Fermi sea in their evaluation by means of a
carat over them in the figure. The value of the

) (5.1)

T
sign factor in (5.1) of (- 1)?*#7€ ig listed as a mi-
nus sign in front of the diagram name, where ap-
propriate. The flag symbol always means that an
R matrix is required for the self-energy insertion
on every filled-state line, but an R matrix is re-
quired on every hole line. Where we need to use
the vertices in an order other than left to right for
the reduction procedures of Sec. 4 to be valid, we
have written the vertex order directly above the
figure.

In the numerical approximations set out in Secs.
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FIG. 8. R-matrix diagrams for class II of fourth order in the expansion. The superscript numbers are the
straightened vertex order.
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Ino

FIG. 9. R-matrix diagrams m+49 n-q+q
for class IIA of fourth order !
in the expansion. The super- -
script numbers are the
straigthened vertex order.

| 3 2 4
m+q
A -
ny+q-q
m+q,
- A.5 -IT A.6
TABLE III. Momentum transfer table for the integrals.
Diagram Permutations c¢ 2ky 2K} 2k 2k} 2k, 2k
H3 12) (12) 2|28, +m~f| m~1 .@aﬁ—ﬁ 2§+ﬁ§—r:1
R3 (23) (13) 3|A-g-q |8+3-§ m-=q m+2q—dq;
1.6 (12) (12) (12) | 2| 2g;+m~f| m-h 24, +m -1 24, +m—1 2q,+m-f |2q+m-1
1A.1 (13) B4 49 | 4| m+d~§; | m~g—q d2~d1—-q 4 +q -y 4; -1 24 +q, -1
1A.2 (4 @4 (13) | 4|my~iy fn_:ﬁ?_a‘*t m, -1 23 +my -1 m - fiy m+2§ -1y
IA.3 (23) (14) 84 | 4| my~-2+d | my-F-n m+q —ny m-ny;—q my —ny my —2q —ny
M4 (12) @3) (13) | 3 | 2§ +m~7| m—1 m,— 1+ £2+‘2q1:q—‘ﬁ x§+c§-ﬁz m +2§ - m, —§
.5 (13) 3) 12) | 3 |m+d—-1h; | m+2§;-0;~q ny—n+d; 29 +ny—qy—n m-—n 2q;+m-—-n
.7 23) (13) (12) | 8 |my—A+d | 2§ +3+my~7 fn_}fiﬁ&—ﬁi r§+a:r?11:€1 r_n':—ﬁ’ R m +2§; +24 -1
1.9 (23) (13) (12) | 3 | my—n—3§; | my+§; =1 m—m, m —m, — 24, m-2§;, -7 |m+2d-1n
II.10 (13) (13) @3) | 3 | m+d; -1, 1_11-:—51‘61 T;l_:+§l—ﬁ1 1}1t+2§"51_-61 11—'51:51‘*5 Ai-g-fy -4,
mi1 ©@3) (13) 12) {3 |my~n+d; | my—§; -1 m-—my m +23; - my m+2d; -0 |m+23-1
IA.1 23) 12) 23) |3 |my—-n+d §1+2a1-ﬁ+q 13'1_:-5+al x:n-:+2§-§+ai x_n]—g rgi+2§1-—§
IA.2 (23) (12) 23) |3 |my~n+d | my+28;+§d—-n |m+d;—n m+24+4; -1 m; —1 my+24; —n
A3 @3) (12) @3) |3 |my—A~F | m+§-h 1—11."5‘:1 m+24-A-§ @1"13*‘2“31 m, +3; —*ﬁﬂi
A5 (13) (12) (13) |3 |m+gy—my| m+2d-my—g; |A-§~m-&; |[A-m+d;—g my—n+q-qy Mp—q+g;—n
IIA.6 (13) (12) (13) | 3 éﬂi—ﬁz r}l_:+2§1—ﬁ£-6 é+1—ﬁ+& fn_:—ﬁja-qi r’}z—ﬁ ?}g+2§-_2_61‘ﬁ
L2 (23) 23) (12) |3 | my -1y my +ny —2n my -1y my +1ny —2n m-n m+24—n
m1.9-+10 | (13) (13) (12) |3 | m; — 7, 2m +234 —my — 7 | my — 1 2m+2 —my —ny | m—1 m+2§-1
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FIG, 10. R-matrix diagrams for classes III and IV of fourth order in the expansion,

2 and 3 each R,; depends on the initial relative mo-
mentum, k, and the final relative momentum vec-
tor k’. We have tabulated these in Table IIL

These are derived in the main from the paper of
Baker, Hill, and McKee,'' where the momentum
transfer and the exchanged momentum transfer are
tabulated; however, the relative signs listed there
are not always consistent, as their functions do not
depend on this sign. For all diagrams we have

K =3@+g-1). (5.2)

[aR

1=%(I‘ﬁ—ﬁ),

The M, matrices are described by the permutations
in Table III. The permutation at the first vertex is
always (12), and so is omitted.

All the required denominators D; in (5.1) are tab-
ulated in Ref. 7, to which the reader is referred.
The notation has been kept the same. The region
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of integration in (5.1) is defined by the Pauli prin-
ciple, which states

|G| <kr, [D]>kp, (5.3)
where m is any hole momentum (line with an arrow
to the right) and 7 is any filled-state momentum
(line' with an arrow to the left in Figs. 6-10). The
vertex order in Table III is the straightened order,
where that order differs from the left to right or-
der.

We will now discuss the diagrams listed at the
beginning of this section which do not appear in
Table III. Diagram Bl has been thoroughly dis-
cussed in Sec. 2. The contribution from the follow-
ing diagrams is identical to that of another, but
must be included to obtain the correct total. Hence
we only calculate one of each pair, II.3=IL4, IL7
=I1.12, 1.8 =II.11, IIA.2 =1IA.4, IV.4=1IV.5, IV.6
=IV.7. The remaining diagrams not yet discussed
represent the sum of several Hugenholtz diagrams
each, and consequently the form (5.1) is modified
appropriately. All of these diagrams are the sum
of the same self-energy bubble acting on all lines
in a given vertex position. The factor for this ver-
tex is obtained by replacing R;;(j=1-4) by the sum
of the appropriate R’s for the filled-state lines
minus the sum of the appropriate R’s for the hole
lines.

Thus for F3 we get

(5.4)

The subscript 24 refers to the filled state +R con-
tribution at vertex 2, and the subscript 2B refers
to the —R contribution at vertex 2. In addition, we
have an extra factor of 2, as the bubble could have
been on either of the two equivalent filled-state (or
hole) lines. The minus sign that comes in front of
the bubble on the hole line arises from the Pauli
principle.

For diagram IV.1 we have

In this diagram the subscripts A and B refer to
filled states, and C and D refer to holes.

For diagram IV.4 we have Kl and E; given by
(5.2) and Ezm Kiar Koms Kip, Koo Eéc, Ezm and Eén
given by (5.5). The rest are

kg %(ﬁ—q—ql)y ngé(-’l_q—ﬁ))

-

k,

(5.6)
(M -4,),

1}
=

Again the A and B subscripts refer to filled states,
and the C and D refer to holes.

For the last diagram, IV.6, &, and k] are given
by (5.2), and k,,, k;,, K,., and K}, are given by
(5.5). The rest are

(5.7)

Here A refers to a filled state and C to a hole.
This diagram requires an additional factor of 2 for
correct counting due to two pairs of equivalent
lines. We have listed the permutations required to
describe the M, in Table IV. Again the permuta-
tion of the first vertex is always (12), and so is
omitted.

If no approximations were used in the computa-
tion of I%, then it would reduce to R when all the
lines meeting at that vertex lie in the surface of
the Fermi sea. This property is important, as
there is a related vanishing of the relevant D; at
the same time. If our approximation (the use of an
averaged excitation energy) should destroy this
property of R (as it does), then we would introduce
spurious singularities into the integrand of (5.1).
To prevent this undesirable behavior, we have mod-
ified the definition of R in diagrams F3, IV.1, IV.4,
and IV.6 as follows

D (+K|R|K) + [k + A(k) - D, K+K|R|k)
k2 + AR) ’
k<kp,

(5.8)

(K[ R poaifieal K) =

=(xk|R|k) Ek>kp.

The denominator D, happens to be (or is equal to)

TABLE IV. Permutations specifiying M,.

Diagram Permutations c
F3 @3) (12) 3
v.1 @3) 24 (12) 4
.4 (14) (23) (13) 4
Iv.6 (13) (12) 12) 3
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the correct relevant vanishing denominator in the
aforementioned diagrams, and this modification
serves to make R equal to R at the right points, It
will be noted that by (4.6), (5.4), and (5.5) that only
the matrix elements (+k|R gireq|K) are required;
the off-energy-shell elements do not enter into
these diagrams.

The integration for each diagram was done by a
Monte Carlo procedure. We select the independent
momenta in the Fermi sea, m for example, accord-
ing to the prescription that m3=kz3,, where 7,
is a random number which is distributed uniform-
ly on the interval (0,1). For momenta which can
be infinite, we select a filled-state momentum,
say |m+d| =k, %, where 7, is again a random
number which is uniformly distributed on the inter-
val (0,1). The set of momenta selected in this way
are then tested to retain only those points which al-
so satisfy the restrictions due to the Pauli prin-
ciple and which are not automatically taken care of
by our selection procedure. The cosine of the an-
gles between independent momenta has been taken
as uniformly distributed.

Only in two diagrams is special comment re-
quired on the integration procedures. In IL5 and
ITA.1 (where “real” three-body scattering occurs)
there are two independent momenta which become
infinite instead of just unity as in the other dia-
grams. Here we select instead

[M+d| =ksQcos®, |M+d,|=FsQsind,

(5.9)
Q=V2/r%, B=35m7,.
This choice is necessary to make the integral do-
able by a Monte Carlo procedure. Because of the
hard core the quantity R which comes in does not
vanish at infinity, and hence these special addition-
al precautions are necessary to assure a conver-
gent numerical procedure.

As a test to determine whether our programming
of the diagrams was correct, we have also special-
ized every diagram to the case of spin only (no
isospin); we use the spin-independent repulsive
square-well force of Baker, Gammel, and Hill? in
place of the R and R matrix elements. We can then
compare our results directly with theirs and check
whether we get the same answer. The specializa-
tion was accomplished by using the one-dimension-
al representation P;;(t)=1 in (5.1). Also, by (4.6)

R =v@;), R;3=v(q; exen) s
(5.10)
R

2=R;,4=0,

Js Js
where ¢; is the momentum transfer and qj, exch is
the exchanged momentum transfer at the jth vertex,

and v(q) is the momentum transfer of the potential
function.

At this point we would like to thank Crichton and
Anderson?? for pointing out that Eq. (2.15) of Ref. 7
for diagrams ITA.5-6 is wrong and that the form
given there for diagrams ITA.1-4 is also correct
for ITA.5-6. We cannot therefore use this test on
IIA.5-6. We note that this particular error does
not persist in Ref. 11.

The application of our test procedure has turned
up two additional minor errors in previous work
(Refs. 7 and 11), as well as eliminating a number
of potential errors in this work. The entry for x,
for diagram IL.9 in Table II of Ref. 7 should have
been |§+4,| instead of |{—d,]. Also one of the
Pauli restrictions was wrongly programmed in dia-
gram ITA.2 (=IIA.4). These errors also persist in
Ref. 11. The numerical effect of all these errors
on previous work is rather small.

The integrals were evaluated by using 10° to 10°
Monte Carlo values of each integrand.

6. NUMERICAL VALUES

In this section we tabulate the numerical values
of the coefficients of the R-matrix expansion de-
scribed in the previous sections for the potential
described by (2.1)-(2.3). We also analyze these co-
efficients and discuss their implication for the
ground-state energy function.

We have only computed the higher-order terms
of R-matrix expansion for the first-order K-ma-
trix diagram. As the leading corrections here are
very small, we have not calculated the first-order
corrections to the third-order diagrams, which
should be done to complete the expansion through
fourth order. Other than that, we have a complete
expansion through fourth order. In Table V we have
listed our best values for the integrals through
third order for various densities. In Table VI we
give our best values for the fourth-order integrals
at a density of kzc =0.625, which, we believe, is
close to saturation for this potential. The errors
quoted are one standard deviation observed in the
Monte Carlo evaluations.

In order to analyze what these data imply about
the ground-state energy of a many-fermion system
interacting with this potential, we need to sum the
R-matrix series. To do this, we shall use the
Padé approximant method.”® An assessment of the
accuracy to be expected has been obtained by
means of a model calculation® on a lattice gas.
There it was found that, while the lowest-order ap-
proximations were rather wide of the mark, im-
provement was quite rapid, and by the time fourth-
order terms were taken into account in the region
of interest here, the saturation density was locat-
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TABLE V. R-matrix expansion data (units 1=259.2 MeV).
kpc=0.5 kpc =0.625 kpc=0.75 kpc=0.875
Diagram Value Deviation Value Deviation Value Deviation Value Deviation
Zero order
(0.3kp%c?H)? 0.075 0.11719 0.16875 0.229 69
First order
B12 —0.1560 —0.2492 —0.3537 —0.4366
Second order
B12 1.1379 x1073 5.098 x10™% —-1.507 x10~5 1.194 x1073
Third order
B12 -1.666 x10~% ~1.102 x10™4 —~1.084x107¢ -1.602 x10™4
H3 —-3.370 x1073 #6x107° —4.472x107%  19x1075 —7.92 x1073 :1.3x107¢ —=1.191x10"% 12.5x10™¢
R3 -1.22 x1073 #6x107°  6.09 x10™? £1.7x107¢  1.53 x107% 16x10~%  7.88 x102 41.7x1073
F3ab 5.33 x107% 3.6x10™* 1.29 x107! 1.3x107%  3.26 x10~! 12.6x10~3  7.44 x10~! +7.7x10-3
Total 4.85 x1072 13.7x107™*  1.25 x107! :1.3x10™®  3.33 x10~! 12.6x10™%  8.11 x10~! 7.9 x1073

2Terms included in the Brueckner approximation.

bExcepi: for this term, which is only partly included, the other terms listed in this table as included in the Brueckner
approximation are also included in the two-“hole-line” approximation of the Cornell group.

ed to an accuracy of about 2%. The energy is ob-
tained with relatively greater accuracy.

We have shown in Fig. 11 a plot of our results
for successively more accurate Padé approximants.
The most accurate Padé approximants are

[2,2]=-25.6 MeV,
(6.1)
[1,3]=-24.3 MeV,

for kpc =0.625.

By way of a check we have also used the Borel
method of summing divergent series.'* Analytic
continuation at an intermediate stage was provided
by a [ 2,2] Padé approximant. The result was
—-25.7 MeV. These results are to be compared
with those obtained by the “hole-line” approxima-
tion'® !® using the Brandow choice!” for intermedi-
ate-state energies. For this potential® it is, in
two-“hole-line” approximation, —16.76 MeV at kxc
=0.625. We have discussed in Ref. 6 the reasons
why we do not feel that one may confidently use the
“hole-line” approximation to evaluate the many-
body energy. The source of the difficulty appears
to lie in the treatment of the energy in the inter-
mediate states. Inspection of Tables V and VI re-
veals that, at least in low order, the “hole-line” se-
lection criteria works well in selecting the largest
diagrams. By this we mean that those diagrams
either wholly or partially included in the two- and
three-‘“hole-line” approximations are indeed the
largest diagrams. (All third-order diagrams are
included in the three-hole-line approximation.) It
is not possible with our results to give an order-
by-order assessment of the terms neglected in the

“hole-line” approximations with the Brandow
choice'” for the intermediate-state energies be-
cause only parts of certain diagrams are included.
We have previously discussed’ the difficulty with
the approach of Brueckner and Gammel.’® In addi-
tion, Bethe'® has emphasized the importance of in-
cluding the three-body scattering terms, such as
ITA.1 of Table VI which is around 40 MeV in size.
In conclusion, we showed in a previous paper®
that the R-matrix expansion™? defines the physical-
ly correct energy, at least for densities and inter-

+25— —

MeV

FIG. 11. Pad€ approximants to the binding energy of
the many-fermion system using our model force. The
large tic marks are the experimental “nuclear matter”’
density and energy.
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TABLE VI. Fourth-order R-matrix expansion data for
kpc=0.625 (units 1=259.2 MeV).

Diagram Value Deviation
B1 5.084 x10°

1.6 ~2.66x10¢ +8x1078
1A.1 -2.52x1073 49.5x107°
1A.2 ~1.56x103 45.5x107°
IA.3 -2.37x1078 £1.2x107*
11.3 6.1 x107° 49 %1078
1I.42 6.1 x1075 19 x10-8
I1.5P -9.1 x103 5x10~4
17> ~1.40x1074 +7 x10~8
I1.8 —2.29x10™4 +2.8x10™°
11.9 -7.7 x107° £6 x10~8
11.10 2.0 x1075 +5x1078
11.112 —2.29 x10™* 2.8 x107°
1I.122b —1.40 x10~* +7x1076
IIA.1P —-0.1516 49.5 x10~*
I1A.2 —5.3 x10~* +4x10-°
IIA.3 -6.4 x10~% +5 %1075
IIA.42 -5.3 x10-¢ +4 x107°
IIA.5 4.45x1073 +8.5x107°
IIA.6 4.32x1073 +1.0 x10™4
II1.2 -3.23x1078 9x107°
1.9 +10 3.68x1073 +7.5x107°
1v.16d.e —0.1117 +8.5x10™*
1V.4 8.6 x1073 42.5x107
IV.5%¢ 8.6 x10~3 42,5 x1074
1v.6° —1.637 x10-2 +3.5 x10™%
m.7e —1.637 x1072 +3.5x107¢
Total —0.2878 +1.6 x10~3

21dentical to a previous diagram (but must be added to
find the total fourth-order coefficient).

bIncluded in the three-“hole-line” approximation.

®Included in the Brueckner approximation.

dpartially included in the two~“hole-line” approximation.

€ Partially included in the three-‘hole-line” approxima-
tion.

action strengths where the many-fermion system
is free of long-range order (diagonal or off-diagon-
al). By “defines” we mean that there is at most
one function of a suitably restricted class which
has that expansion. We have calculated the first
four terms of this expansion for a model hard-
core potential and obtain a binding energy of about
-25 MeV with an uncertainty of perhaps several
MeV. This energy is significantly more attractive
than that given by the two-‘“hole-line” approxima-
tion for the same potential. Previously® that ap-
proximation was found, for good hard-core poten-
tials, to yield too little binding energy for the nu-
clear-matter problem. Soft-core potentials have
been found'* !¢ to be more attractive, and to yield®
in that approximation results for the nuclear-mat-
ter problem which are closer to experimental val-
ues. In light of our present results, it seems that
it is rather likely that the correct many-fermion
binding energy is significantly more attractive than
the “hole-line” approximation, with the Brandow
choice for the intermediate-state energies, indi-
cates and that the hard-core potentials are not in-
compatible with the observed binding energy for
the nuclear-matter problem.
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