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Results are presented for the elastic scattering of 30.3-MeV polarized protons from targets
of ®Ni, 120Sn, and 2%pp, The angular region from 10 to 165° is covered with an absolute accu-
racy in the polarization measurements of about 0.01. The data, together with corresponding
differential cross-section data previously reported, are analyzed using the optical model. Two
forms of the model are used: (1) the standard version with independent geometries and ten pa-
rameters; and (2) the folding version of Greenlees, Pyle, and Tang with eight parameters.
Good fits to the data are obtained, particularly for *®Pb. Evidence is presented to support the
suggestion that such models are most satisfactory for large nuclei (2®®Pb), and that for smaller
nuclei (!*%sn and *Ni) second-order corrections ignored in the model are playing a nonnegligi-

ble role.

I. INTRODUCTION

The elastic scattering of low- and medium-en-
ergy protons by atomic nuclei has been studied
quite extensively in recent years. Such data are,
in general, well represented by an optical-model
description. The recent analysis of Becchetti and
Greenlees' gives results which are characteristic
of analyses of this type. This work simultaneously
analyzed a large majority of the data available
with A>40 and E <50 MeV, and examined a variety
of possible A and E dependence of the model pa-
rameters. Such an analysis illustrates the pre-
dominance of differential cross-section data and
the relative scarcity and inaccuracy of polariza-
tion and reaction cross-section data; no triple-
scattering data of any sort were available.

A somewhat different approach to the analysis of
elastic scattering data has been taken recently by
Greenlees, Pyle, and Tang® (GPT). This approach
attempts to express the real parts of the optical-
model potential (central, isospin, and spin-orbit)
in terms of nuclear nucleon density distributions
and components of the two-body force. In Ref. 2
some accurate elastic differential-cross-section
data were examined in considerable detail with en-
couraging results. The formalism of this approach
was given in Ref. 2, but the analysis presented
there involved some additional assumptions affect-
ing the isospin and spin-orbit terms. These as-
sumptions were of a minor nature and were in-
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voked to reduce the computation periods involved
in the analysis. An analysis using the complete
model has recently been published.?

The work of Ref. 2 concentrated on the Ruther-
ford Laboratory 30.3-MeV proton elastic differen-
tial cross-section data of Ridley and Turner,*
since these were considered to be some of the
most accurate and detailed of the data available.
Corresponding polarization data were also avail-
able®; unfortunately this was for a somewhat lower
mean energy (29.0 MeV) because of the necessity
of using relatively thick targets with the low-inten-
sity polarized beams in order to obtain acceptable
counting rates. This difference in energy between
the two types of data proved to be significant to the
model and, coupled with the relatively large errors
in the polarization data, resulted in the conclusions
of the analyses resting almost entirely on the dif-
ferential cross-section data.

One of the features of the GPT approach is that
the geometries of the real parts of the potential
are unambiguously related to each other and to nu-
clear nucleon distributions via the two-body force.
In particular, the spin-orbit potential geometry
cannot be treated independently from the real cen-
tral geometry as is the case in standard optical-
model treatments. Since the polarization angular
distributions predicted by optical models are much
more sensitive to the spin-orbit term in the po-
tential than are the differential cross sections, it
is important to have polarization data available in
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order to obtain detailed information about this
term and, in particular, to check the correlation
with the real central term implied in Ref. 2.

The Mark-II polarized source of the Rutherford
Laboratory proton linear accelerator has a figure
of merit (P%I) approximately 200 times better than
the value for the Mark-I source used in the work
of Ref, 5. This development enables much-im-
proved polarization data to be obtained at the same
energy (30.3 MeV) as the differential cross-sec-
tion data of Ridley and Turner. The present paper
is a report of such experiments together with an
analysis of the data. Attention was concentrated
on obtaining comprehensive and accurate data for
a few typical elements. An angular range from 10
to 165° was studied for **Ni, !?°Sn, and 2°°Pb; the
absolute polarization error in general was less
than 0.01 at angles forward of 110° and did not ex-
ceed 0.02 at larger angles.

II. EXPERIMENT AND RESULTS

The polarized source facility of the Rutherford
Laboratory proton linear accelerator enabled ac-
celerated proton beams of intensity about 2 x10°
protons sec™?, with a polarization of 0.5, to be
placed within a 0.7-cm circle on a target. The
sign of the beam polarization could be inverted at
the ion source, and scattering was recorded from
targets of **Ni (200-keV thickness), 2°Sn (200-keV),
and 2°®Pb (400-keV). The target thicknesses were
chosen with two criteria in mind: (1) to enable
scattering from the first inelastic level to be well
resolved from the elastic scattering at all angles,
and (2) to ensure that the energy variation avail-
able on the accelerator was adequate to maintain
the beam energy at the center of the target foil at
30.3 MeV for all target settings. This second cri-
terion ensured that the polarization data obtained
corresponded to the differential cross-section
data of Ridley and Turner* to within +100 keV.

The apparatus, described elsewhere,® was mod-
fied by the introduction of a new lid to the scatter-
ing chamber. This lid could be precisely oriented
with respect to the beam axis and supported two
Nal scintillation counters placed above the scatter-
ing plane at angles of +18° relative to the beam ax-
is. These were used to monitor the beam position
on the target. The ratio of counting rates in these
detectors changed by 10% for a lateral beam shift
of about 0.5 mm on the target. This arrangement
ensured that the over-all error in the mean scat-
tering angle did not exceed +0.25°,

The beam polarization was monitored continuous-
ly both at the exit of the accelerator, using the
sampling polarimeter,” and after passing through
the target, using the Birmingham University po-
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larimeter.® The results of these two measure-
ments showed excellent agreement on the basis of
an efficiency of 0.655 for the sampling polarimeter
and 0.57 at 15.7 MeV for the Birmingham Univer-
sity polarimeter. These efficiencies had been pre-
viously determined in independent absolute cali-
bration experiments.

Detection of the scattered protons was made us-
ing four 5-mm-thick Li-drifted silicon detectors.
The spin orientation of the beam was alternated
frequently during a run at a given setting and the
resulting spectra were routed into a pulse-height
analyzer operating in a 8 X128 mode. Four count-
ing arrangements were used:

(1) At angles forward of 20°, strip targets 2 mm
wide and normal to the beam were used, with de-
tectors placed at +0 and +(6 +10)°,

(2) At angles between 20 and 60°, foil targets
were used normal to the beam with detectors at
10 and (6 +10)°,

(3) At angles between 60 and 125°, foil targets
were used on a transmission setting with detectors
at 6, (6+10), (6+20), and (6+30)°.

(4) At angles between 120 and 165°, foil targets
were used on a reflection setting with detectors
at 9, (6 +10), (6+20), and (6+30)°.

The effective angular acceptance of the detectors
varied between +0.45 and +0.82° with different tar-
gets and detector apertures. An accuracy in the
measurements of polarizations of better than +0.01
was attempted. This was, in general, achieved,
with the exception of a few large-angle measure-
ments at cross-section minima. The results, to-
gether with the errors, are listed in Table 1.

Simultaneously with these measurements, rela-
tively accurate data on the asymmetries in inelas-
tic scattering to some 2* and 3~ excited states
were obtained. These data together with some
other similar data for *'5®Fe are reported else-
where.®

III. ANALYSIS AND DISCUSSION

The present data, along with the differential-
cross-section data of Ridley and Turner,* have
been analyzed using an optical model. Two ver-
sions of this model have been used: (1) the stan-
dard version in which all the terms of the poten-
tion are parametrized independently, and (2) the
first-order folding model of Greenlees, Pyle, and
Tang?'3 in which the real parts of the potential are
derived from the nuclear nucleon distributions via
the two-body force.

The differential cross-section data of Ridley and
Turner consists of approximately 80 points per ele-
ment covering the angular range 4-162° in 2° steps.
The present polarization data consists of approxi-
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TABLE 1. Polarization results for 30.3-MeV protons elastically scattered by 58Ni, 12%Sn, and 2%Pb. The limits
quoted on the angles represent the angular acceptance used for that particular measurement.
Angle Angle

(Lab) (lab)

(deg) P(6) 5Ni P(6) 12%sn P (6) 2%pp (deg) P(6) 5®Ni P(6) 2%n P (9) 2%pp
10 +0.45 0.015+0.004 0.007+0.005 0.004 +0.003 47.5+0.61 . -0.080 +0.013
12.5+0.45 -0.021 +0.004 -0.004+0.005 0.014 +0.003 50 +0.82 —0.3741+0.008 0.455 +0.008 —0.214 +0.008
15 +0.45 -0.069+0.004 -0.003+0.004 0.014+0.004 55 +0.82 —0.521+0.006 0.071 +0.004 —0.253 +0.009
17.5+0.45 -0.122+0.004 0.010+0.004 0.018+0.005 60 +0.82 0.,124+0.010 -0.245+0.005 0.246 +0.003
20 +0.61 -0.185+0.006 0.039+0.010 0.014+0.004 65 +0.82 0.630+0.007 =-0.677+0.,006 0.314+0.004
22.5+0.61 -0.267+0.009 0.073+0.010 0.005 +0.007 70 +0.82 0.411 +0.007 -0.550 +0.011 -0.006 +0.,003
25 +0.61 -0.401+0.011 0.089+0.006 —-0.037+0.007 75 +0.82 0.195+0.006 0.834+0.009 —-0.372 +0.005
26 +0.45 —0.451+0.013 e e 80 +0.82 -0.046+0.008 0.446 +0.008 —0.489 +0.010
27 +0.45 -0.568+0.017 oo e 85 +0.82 -0.176+0.010 0.008 +0.007 0.455+0,010
27.56+0.61 —0.392+0.017 0.044+0.007 -0.066+0.007 90 +0.82 -0.005+0.008 =-0.417+0.005 0.441+0.007
28 +0.45 -0.221+0.018 ves e 95 +0.82 0.569+0.006 -0.765+0.008 0,040 +0,009
302 0.813+0.013 -0.033+0.008 -0.075+0.003 100 +0.82 0.898+0.007 0.314+0.013 -0.399 +0.007
32 +0.45 0.638+0.017 ces e 105 +0.82 0.832 +0.006 0.940 +0.009 -0.723 +0.008
32.5+0.45 e cee -0.031 +0.013 110 +0.82 0.636 +0.008 0.671+0.011 0.112 +0.014
35P 0.301+0.006 -0.226 +0.009 0.055+0.004 115 +0.82 0.468 +0.008 0.242+0.012 0.617+0.011
36 +0.61 0.233 +0.007 oo eee 120 +0.82 0.296+0.010 -0.192+0.013 0.301 +0.015
37 +0.45 0.153 +0.020 ‘e ‘e 125 +0.82 0.183+0.,009 -0.604+0.017 —-0.178+0.012
37 +0.61 0.172 +0.006 oee e 130 +0.82 0.182+0.015 0.028+0.040 —0.674+0.013
37.5+0.45 e e 0.155+0.015 135 +0.82 0.48410.020 0.765+0.025 —0.490 +0.027
38 +0.61 0.126 +0.005 e e 140 +0.82 0.906+0,015 0.954+0.022 0.701+0.022
40 +0.82 0.043 +0.006 —0.420 +0.010 0.146 +0.004 145 +0.82 1.012 +0.012 0.976 +0.021 0.854+0.018
42 +0.61 -0.051+0.006 - e 150 +0.82 0.983 +0.011 0.680 +0.033 0.512 +0.021
42.5+0.61 e . 0.115+0.,012 155 +0.82 0.865+0.010 0,036 +0.027 -0.295+0.023
45 +0.82 -0.140+0.008 0.204+0.014 0.012+0.006 160 +0.82 0.5661+0.014 -0.230+0.025 -—0.989 +0.020
47 +0.61 -0.213+0.013 e e 165 +0.82 0.101+0.,017 -0.320+0.019 -0.72410.018

258N 40.45% 1208n +0.61° 2%Pb 40.82°. o8N, 208pp +0.82°; 1208n +0.61°,

mately 40 points per element covering an angular
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range 10 to 165° in 2.5 and 5° steps. It seemed in- 25 ‘) E,=30-]3 vev
itially that about equal weight could be ascribed to
the two sets of data by taking every other differen- z
tial cross-section point of Ref. 4 (40 per element). e
The smoothness of the angular distributions of Ref. §
4 and the closeness of the points ensured that no @
significant error was involved in this procedure. e 0.0 ] 10
Reaction cross-section data at 28.5 MeV were Z . -] o8
also available' for the elements studied here. s j\ n Hos .
These data were not included explicitly in the anal- ; L \ 1205, 4 04 S
ysis but the predictions obtained in all cases were 5 |.o$— X ] \ / WA A~ 3 o2
always consistent with the errors in the experi- 5 o8 | VoV ey 1 o0
mental data. o s oo | T

A modified version of the computer code '&? Pb F

RAROMP!! was used in these studies together with o4 r ™\ ~
the University of Minnesota CDC-6600 computer. oz - % AN _“,,,2:‘8 Pb
This code included both versions of the model used 00 = s

| I I B | J I | |
here and had an automatic search routine which 0 20 4:’ :oAsngge;f:’es“)‘o 160 180
varied the appropriate model parameters to find o

a minimum in x? defined by

N
L1 qen(0:) = 9exp(6,) \?
XZ~NZ;( qerror(oi) > ’

FIG. 1. Experimental differential cross-section data
points, with errors, for the elastic scattering of 30.3-
MeV protons (Ref. 4), together with predictions obtained
from analyzing cross-section and polarization data using:
(1) the standard optical model of Sec. III A (dashed line);
and (2) the folding model of Sec. III B (solid line).
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where q,(0;) and g,(6;) are the theoretical and
experimental quantities at scattering angle 6;, re-
spectively, and g, (8;) is the associated experi-
mental error. The experimental data were ob-
tained using finite angular acceptances. In the

case of the polarization data this angular range
was as large as +0.82° in some cases, and the an-

gular distributions were such that this averaging
could modify the shape somewhat. The program,
therefore, took a weighted mean P(6) of the model
predictions P(8’) over the angular range involved,
A6, using the expression

0+46/2
o(0’

6-46/2

P6) =

- AB/2

)P(67)d6" /f Ora0/2 L 0d(eY) .

This value, P(f), was then used in Eq. (1) to de-
termine a ¥* minimum.

A. Standard Optical-Model Analysis

The potential used had the form

V(r)==Vgsf (r,7r, ar) =i Wyf (7, 1, a;)

d
+i4a1WSZf(7’,VI,a1)

< I3
+ ——
m;C

where

oy ar

2
1d
)"s;

1/3 -
f(?‘, Yo ao) = [1 +e('r— 7oA )/ao] 1’

f(r, 7o, aso)a‘f +Ve(r),

(2)
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and V(r) is the Coulomb potential due to a charge
distribution f (r, ¢, ac) with »¢=(1.106 +1.05
x1074) F and a-=0.502 F.?'3 In this form, the
model has ten adjustable parameters, Vyg, Wy, Ws,
Vso’ YRy, AR, Y1, Q15 ¥so, and Asoe

The data were analyzed in three ways: (1) using
the cross-section and the polarization data; (2) us-
ing only the polarization data; and (3) using only
the cross-section data. For procedure (3), the
spin-orbit parameters, V,,, r,,, and a,,, were
fixed at the values obtained in procedure (2) be-
cause of the insensitivity of the fitting to these pa-
rameters when only cross-section data were used.
Except for this restriction in procedure (3), the
search routine varied all parameters simultaneous-
ly. The parameters and x 2 values obtained are
listed in Table II. The model predictions, of pro-
cedure (1), together with the experimental points,
are shown in Figs, 1 and 2.

Figures 1 and 2 show that the data are being well
represented by the model. However, examination
of Table II reveals the following features:

(a) For all three cases, the principal contribu-
tion to the y* comes from the polarization data, so
that these data play the major role in determining
the parameters if it is included in the fitting pro-

‘cedure. The present polarization data are some-

what more accurate than the corresponding differ-
ential cross-section data. If the errors on both
sets of data were comparable, the x* contributions
for each would be similar for the same model pa-
rameters; the model is therefore doing equally

TABLE II. Best-fit parameter sets obtained using the standard optical model for 30.3-MeV protons. Three combina-
tions of experimental data were used: (1) elastic differential cross-section data (of Ref. 4) and the present polariza-~
tion data (0+P); (2) elastic polarization data only (P); and (3) elastic differential cross-section data only (). In case
(3) the spin-orbit parameters were fixed at the values found in case (2). Typical errors in ('rz)Rs“ % and Jdrs /A are

40,15 F and +15 MeV F°,

Element 58N 1205 208pp,

data analyzed o+P P g o+P P o o+P P o
Vis (MeV) 48.62 45.70 53.36 51.39 48.18 51.21 52.80 52.48 52.27
Wy (MeV) 3.27 0.75 3.37 2.62 0.01 2.34 2.29 2.63 1.90
Ws (MeV) 4.31 6.32 4.76 6.09 7.94 7.11 7.92 7.59 8.58
Vso (MeV) 6.16 5.78 5.78 6.25 5.71 5.71 5.96 5.71 5.71
rr (F) 1.148 1.180 1.105 1.158 1.177 1.176 1.184 1.190 1.202
ay (F) 0.748 0.715 0.770 0.772 0.756 0.706 0.689 0.674 0.676
ry (F) 1.370 1.277 1.336 1.326 1.217 1.309 1.274 1.279 1.268
ay (F) 0.550 0.717 0.551 0.696 0.956 0.679 0.746 0.703 0.752
7so (F) 0.995 1.012 1.012 1.005 1.031 1.031 1.159 1.147 1.147
a5 (F) 0.612 0.597 0.597 0.728 0.684 0.684 0.599 0.585 0.585
oHrs!’? (F) 4.43 4.42 4.38 5.27 5.30 5.20 6.01 6.01 6.06
Jrs/A (MeV F9) 396 391 400 395 384 400 402 404 414
or (mb) 1090 1172 1079 1675 1883 1641 1916 1857 1938
or (expt) (mb) 1038 +43 at 28.5 MeV (Ref. 10) 1638 +68 at 28.5 MeV (Ref. 10) 1865198 at 28.5 MeV (Ref. 10)
o 15.5 . 5.2 8.1 . 2.9 3.8 . 1.0
’p 33.1 28.8 ; 13.5 10.4 11.4 11.3 e
Xr 24.7 28.8 5.2 10.7 £ 10.4 2.9 7.8 11.3 1.0
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FIG. 2. Experimental polarization data points for the

elastic scattering of 30.3-MeV polarized protons, to-
gether with predictions obtained from analyzing cross-

section and polarization data using: (1) the standard opti-

cal model of Sec. III A (dashed line); and (2) the folding
model of Sec. III B (solid line). The error bars are
smaller than the size of the points plotted.

well in representing the two types of data. This is
apparent in Figs. 1 and 2, where fits of similar
visual quality are seen for corresponding data.

(b) The %% values improve with increase in mass
number of the target nucleus. Since the data for
all cases were obtained with the same experimen-
tal arrangement, they are presumably of similar
quality for each. Thus the increase in x® for the
lighter elements implies that the model is less
satisfactory in these cases.

(c) Comparison of the parameters obtained using
the three different combinations of data reveals
very minor changes in the case of 2®Pb but signif-
icant changes for the other cases, with °®Ni show-
ing greater variations than '*°Sn. The constancy
of the parameters obtained for 2°*Pb whichever of
the data are used, suggests that the data [ P(8) and
da/dﬂ] are mutually consistent and testifies to
the reliability of the measurements. This constan-
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cy also suggests that the model gives a good rep-
resentation of the elastic interaction for heavy nu-
clei (A~200). Since there is no reason to doubt
the reliability of the °®Ni and '2°Sn data compared
with that of the 2°®Pb data, the variations of param-
eters found for these elements, using the different
analyses, can be attributed to shortcomings of the
model description, which the mathematical free-
dom present in a ten-parameter representation
attempts to rectify with varying results according
to the data being fitted. The x® value variations
noted in (b) above, support this interpretation.

(d) The spin-orbit radius parameters found for
%Ni and '*°Sn (~1.0 F) are appreciably lower than
the value for *®®*Pb (1.15 F). The 2°®Pb value corre-
sponds to a peaking of the spin-orbit interaction
about 0.2 F outside the proton half-density point,
whereas in the other cases the peak is about 0.5 F
inside this point. Physically it is expected that the
spin-orbit interaction will have a maximum where
the nucleon density gradient is greatest. This
point is very close to the proton half-density point
for **Ni and probably at a slightly larger radial
distance for '?°Sn and 2°*Pb.*

B. Folding-Model Analysis

The model of Greenlees, Pyle, and Tang?®'® ob-
tains the real parts of the potential by folding the
nuclear proton [p, (»)] and neutron [p,(7)] density
distributions with the appropriate components of
the nucleon-nucleon potential, This latter poten-
tial is taken to have the form

Ugi =tg (¥o;) "‘ur('roi):‘:o Titu o70i) To* ;

+u o-r("oi)ao -G ?o T+ [“t("oi) +i 4 (741) ?0 '?i]slz
1. o - - - -
+uls(roi)5[(ro-ri)x(po_pi)'(00+0'i)]- (3)

Neglecting target polarization and antisymmetriza-
tion effects, the real effective interaction poten-
tial for protons can be written as

U0=UR+US+U50 ) (4)
where

Un= [ [, () +0, (P lug (17~ Fol)dF, (%)

Us=j[p,m-pn(f)lur(l?—FOI)df, (6)
and

{1 — 4 2n d | 2(mn-1)
U“’"% _hZ (2n+1)1 7y dr, [ 7,
ns1

d2rl—3 d2n—2
Xd?’ 2n=-3 (pn+pp) +d7‘02" -2 (p,,+P,,)]
(o]

o0

xfo wy () 77" *2dn ﬁ 1, 0,- (7
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A previous paper® concluded that these two-body
force components should be taken from an analysis
of low-energy nucleon-nucleon data and used for
u; a Gaussian form with msr 4.27 F% for —u,,
0.48«,; and for ,,, a Yukawa form with msr 0.5
FZ2, The strengths of u, and u,, were left as ad-
justable parameters. This procedure gave good
fits to the 30.3-MeV proton elastic differential
cross sections of Ref. 4. However, the analysis of
two-body data used to obtain u, included both sin-
glet and triplet components of different ranges.
The 4.27 F? was an appropriate mean of these. In
the present analysis the singlet and triplet folding
is included explicitly. Assuming a Serber mixture
it follows that

ud='fs'(V¢+Vs) (8)

and
ur=- 5@V, -V, )

where ¥, and V, are the triplet and singlet nucleon-
nucleon interactions in the even-! states. An anal-
ysis of low-energy (<100-MeV lab) nucleon-nucle-
on data by Reichstein and Tang!? gave

V==V, e ker® (10)
and
V==V, e~ 57 (11)

with V,,,=66.92 MeV, V,.=29.05 MeV, K,=0.415
F-?, and K,=0.292 F-%, The ratio -(«,/u,) is now
radially dependent. A phenomenological imaginary
term is added to U, to represent interactions other
than elastic scattering. This term has the same
form as in Eq. (2).

Repeating the analysis of Ref. 3 with this more
complete form of the model produced negligible
changes in the conclusions.

The interaction potential used here may be writ-
ten as

Int +§a(lns+ ZIPS)
V) =Velr) = Vs (T +1p) + U+ 1,0

-1 val (77 (47) aI)

. d - >
+ WS4aId,rfI (r, rlxal)- Vsolso(r)a -1 ’
(12)

where V(7) is the Coulomb potential as used in
Sec. IIT A and,

1,0)=[ £, G)g, (7~ F)di,

M=f-(r)= [1+e7-7i A1/3)/ai]-l
pio 1 b
K2

gj(")=e— iy,

1™

i =p, for proton, n, for neutron;
j=t, for triplet, s, for singlet;
K,=0.415 F~%
K,=0.292 F~%
a=V,,/V, =0.4341,

The spin-orbit term I, is obtained as described in
Ref. 3 [Eq. (15)] using a Yukawa form for u,, with
a msr of 0.5 F~2,

The proton distribution parameters are obtained
from the measured charge distributions by unfold-
ing the finite proton size giving®® »,=(1.106 +1.05
x107*A) F and a,=0,454 F.>** This leaves eight
adjustable parameters, which are varied simulta-
neously to find a minimum in y? as defined by Eq.
(1). The parameters are 7,, a,, 71, a@;, Vrs, Vo,
Wy, and Wg, and the best-fit values obtained are
listed in Table III. The corresponding model pre-
dictions are included in Figs. 1 and 2.

As in the case of the analysis of Sec. III A, the
principal contribution to the x* values of Table III
comes from the polarization data; this can once
again be ascribed to the greater accuracy of these
points rather than to any inherent difference in the
model representation. The x? values improve with
increasing target mass number, and for the heavi-

TABLE III. Best-fit parameters using the singlet and
triplet two-body potentials as outlined in the text. The
present 30.3-MeV proton polarization data, together
with the differential cross~section data of Ref. 4 were
analyzed simultaneously. The normalization of the spin-
orbit term is different from that used in Table II. A
strength here of about 2000 MeV corresponds to a
strength of 6 MeV in Table I. Typical errors in ¢%,Y2,
<’I‘2>R31/2, and Jps/A are 0.2 F, 20.15 F, and 15
MeV F3. The experimental reaction cross sections
quoted are from Ref. 10 for a proton energy of 28.5 MeV.

Element 58N 120gy 208py,
Vs (MeV) 57.39 54.24 51.30
Wy (MeV) 5.71 3.69 1.15
Ws (MeV) 2.85 5.99 11.24
Vo (MeV) 1620 1578 1729
7y (F) 1.403 1.320 1.260
ay (F) 0.417 0.651 0.668
7, (F) 1.133 1.154 1.210
a, (F) 0.528 0.540 0.453
oDrst? (F) 4.38 5.21 6.09
Jrs/A (MeV F9) 400 396 405
og (mb) 1067 1652 1900
og (expt) (mb) 1038 +43 1638168 1865498
o 24.0 11.7 3.8
xp 175.0 40.8 17.2
X 108.5 25.5 10.9
&, (P 3.92 4.84 5.80
oDV = oD,V (F) 0.18 0.25 0.36
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est nucleus (***Pb), are similar to those obtained
with the ten-parameter model. However, for 2°Sn,
and more so for *Ni, the representation of the da-
ta is less satisfactory with the folding model, the
x? values being two to four times greater, respec-
tively, and the visual quality of the fits is notice-
ably worsened. The reason for this is readily ap-
parent. Since the folding procedures used in this
section, to a good approximation, modify only the
fall-off of the potential form factors relative to
the nucleon distributions, the halfway point of the
real central potential and the maximum of the spin-
orbit potential are located very close to the nu-
cleon half-density radius. This corresponds in the
standard treatment, with independent geometries
for these two terms, to imposing a constraint of
Yr=7s,. Table II shows that, for **®*Pb, », is
close to g (1.16 and 1,18 F), so that imposing
such a constraint does not appreciably change the
quality of the fit. For ®Ni and '2°Sn, Table II
shows 7, to be appreciably less than ry in both
cases (1.0 compared to 1.15 F). It is reasonable,
therefore, to attribute the improvement in fit
achieved with the standard model for these cases
to the uncoupling of the real central and spin-orbit
geometries. The improvement is clearly visible
in Fig. 2 for *®Ni and '*°Sn. However, as noted in
Sec. IIT A, the model cannot do as well for the light-
er elements as it does for **®Pb, even in the ten-
parameter version, and the peaking of the spin-
orbit term about 0.5 F inside the nucleon half-den-
sity point and in a region of nearly constant density
is difficult to understand physically. It seems
probable, therefore, that the improved fitting
achieved for Ni and Sn with the standard model of
Sec. III A compared with the folding model of the
present section is more a result of increased
mathematical freedom rather than a basically bet-
ter representation of the interaction. Additional
evidence for this conjecture comes from a cou-
pled-channel analysis of the inelastic cross sec-
tions and asymmetries measured in conjunction
with the present elastic polarization data; this has
been reported separately.® A significant finding of
this analysis, which included data for 2" and 3~
states of **'*°Fe, °Ni, '2°Sn, and 2°®Pb, was that
for medium-weight elements, much improved
asymmetry fits were found using optical-model
parameters, obtained from an analysis of elastic
scattering data, including the constraint ry =7,;
this implies that such sets are physically more
acceptable. It is suggested that the model, in ei-
ther version, gives a good representation of the
elastic interaction for heavy nuclei (3°®Pb) but is
over simplified for lighter systems (*?°Sn and *Ni).
This could possibly be represented by an / depen-
dence of the potential which would be expected to

be most marked for low ! values, which in turn
play a relatively more important role the smaller
the nucleus.

The present work reproduces some features not-
ed in the analysis of Ref. 3, which included 30.3-
MeV differential cross-section data and a very
small amount of polarization data, and also used
only a single range for u,. The volume integral
(Jrs) and mean square radius ({7%)gs) of the real
central potential (U +Ug) are well defined and in-
sensitive either to the detailed form of the poten-
tial used or to the type of data analyzed [do/dS or
P(0)]; this can be seen in Tables II and III. Fur-
thermore, the volume integral per nucleon of the
real central potential (Jz5/A), is independent of A
[and (N-Z)/A] to within the accuracy achieved.
This latter result was unexpected, since with pro-
tons the strength of the total interaction per nu-
cleon (here measured by Jz5/A) would be expected
to increase as the nuclear neutron-proton ratio
increased. This result is consistent with the sug-
gestion made above that the model is a good rep-
resentation of the interaction for heavier (larger)
nuclei but oversimplified for lighter (smaller) nu-
clei. The neutron-proton rms radius differences
found here are slightly greater than were found in
Ref. 3; however, the increase is no greater than
the errors in the determinations (~+0.2 F).

IV. CONCLUSIONS

An optical-model analysis has been presented of
relatively accurate differential cross-section and
polarization data for the elastic scattering of 30.3-
MeV protons from 58Ni, '2°Sn, and *®Pb. Two
forms of the model have been used, the standard
ten-parameter form with independent geometries
and the eight-parameter folding version of Green-
lees, Pyle, and Tang®'® with the inclusion of sin-
glet and triplet two-body forces. In the case of
208pp, a good representation of the data is obtained
and the fits with the two procedures are visually
equivalent. Both versions of the model are less
satisfactory for '*°Sn and 5®Ni. In these latter
cases, the standard model achieves a better rep-
resentation than the folding model. This feature
is associated with the additional freedom in the
spin-orbit radius parameter allowed in the stan-
dard version, which in the case of Sn and Ni pro-
duces a peaking of the spin-orbit potential about
0.5 F inside the half-density point for these nuclei.

It is suggested that an optical-model description
of the type normally used for elastic scattering
data is satisfactory only for heavy nuclei (A ~200),
and that for smaller systems some second-order
processes are playing a non-negligible role. The
main pieces of evidence for this are:

(1) larger x* values for smaller nuclei, with data
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of comparable quality;

(2) variations in parameters for smaller nuclei de-
pendent upon whether cross-section or polarization
data, or both, are analyzed;

(3) peaking of the spin-orbit interaction in a region
of relatively constant nuclear density for the small-
er nuclei when the real central and spin-orbit ra-
dius parameters are allowed to vary independently;
(4) improved fits to inelastic data for medium-
weight nuclei when the optical-model parameters
involved have the same real central and spin-orbit
radius parameters;

(5) absence of an isospin |(N-Z)/A] dependence of
the real-central-potential volume integrals. To
test this suggestion additional accurate and exten-
sive data will be needed, together with an investi-
gation of the second-order processes arising from
consideration of polarization and antisymmetriza-
tion effects which were neglected in the folding
model used here.
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Modifications to the central terms, due to sec-
ond-order effects, have been semiquantitatively
examined by Drell'® and found to be small.’* Mod-
ifications to the spin-orbit potential due to such
effects have not been reported for cases such as
those studied here; however, some preliminary
calculations on the proton-a system'® have indi-
cated that the effects of antisymmetrization on the
spin-orbit potential are quite significant in this
light system. It is possible that a similar study
for the heavier systems considered here might ex-
plain the present results.
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