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The microscopic spin-independent proton-nucleus optical potential defined by Kerman, McManus, and
Thaler is used to analyze recent 0.8 GeV polarized proton elastic scattering data from **“Ca, *%%*Nij,

116,

1248, and 2%%Pb. Second-order effects due to target nucleon correlations are included in both the central

and spin-orbit parts of the proton-nucleus optical potential. Electromagnetic corrections to the proton density
‘which arise from the electric and magnetic form factors of the neutron, and from the magnetic form factor of
the proton, are also calculated. A discussion is presented regarding uncertainties in the nucleon-nucleon

amplitudes used in construction of the potential, and also discrete ambiguities which arise from fitting the
limited set of nucleon-nucleon data available near 1 GeV are examined. Approximately model-independent

forms are assumed for the target neutron density distributions, thereby allowing the statistical and model-
dependence errors to be estimated. Neutron density and rms radii are deduced and compared to Hartree-
Fock predictions, with good agreement found for most of the seven nuclei studied. Because of the uncertainty
in the proton-nucleon amplitudes, neutron density and radius differences are considered more reliable than
individual absolute values. Owing to the inclusion of certain second-order terms discussed here, an accurate

determination of these differences is obtained.

NUCLEAR REACTIONS' proton-nucleus scattering, E,=0.8 GeV; targets
40,48Cq, 98.64Nj, 16,1245y and 2%Pb; Kerman, McManus and Thaler optical poten-
tial; target nucleon correlations; electromagnetic corrections; deduced neutron

: density distributions and radii.

I. INTRODUCTION

In recent months a considerable amount of high
quality, polarized proton scattering data at 0.8
GeV!'-* has become available to theorists interested
in examining nuclear matter density distribu-
tions,?-? correlation effects,”'? and the spin-de-
pendence of both the proton-nucleus and the pro-
ton-nucleon scattering amplitudes 2’®* The prin-
cipal improvement of this new data, obtained with
the high resolution spectrometer (HRS) at the
Clinton P. Anderson Meson Physics Facility
(LAMPF), in comparison to the earlier 1.0 GeV
proton scattering data obtained at Saclay®-!® and
Gatchina,'® is its high statistical quality,® its ex-
tension to high momentum transfer,'’® the excel-
lent angular resolution and absolute angle deter-
mination,''2'® and the inclusion of elastic analyzing
power data.}** The good statistical quality and
high momentum transfer of these data provide
greater sensitivity to the shape of the nuclear
density, particularly in the surface region.’®* The
great accuracy with which the absolute scattering
angle has been determined for the 0.8 GeV data
(2+0.03°) is vital for studies of neutron matter
sizes since such an error contributes significantly
to the radius uncertainty (i.e., = +0.08 fm/0.1° of
absolute angle uncertainty).® Simultaneous analy-
sis of cross section and analyzing power data al-
lows the determination of effective proton-nucleon
spin-orbit amplitudes®'® and thereby eliminates a
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moderate source of uncertainty in the deduced neu-
tron radii (i.e., =+0.03 fm).°

Initially these data were analyzed with the op-
tical potential formalism of Kerman, McManus,
and Thaler (KMT)'” and Feshbach and his collab-
orators!®!® using a first order, #(q?)p(q?)-type op-
tical potential. In other words, corrections due to
target nucleon correlations,”'? nuclear center-of-
mass to proton-nucleus c¢.m. transformations'*
and electromagnetic corrections to the proton mat-
ter density?® were neglected. With the appearance
of excellent data, such as that obtained at LAMPF,
more careful calculations are called for.

Presented in this work are the results of a mi-
croscopic optical potential analysis in which tar-
get nucleon correlations’'? and center-of-mass
transformations'! are included to second order in
the nuclear density and in which the leading cor-
rections to the point-proton density due to the neu-
tron’s electric and magnetic form factors and the
proton’s magnetic moment are included.? In ad-
dition, approximately model-independent forms®
for the neutron matter densities, p,(r), are used,
thereby allowing the uncertainties in p,(r) due to
statistical error and model dependence?''?? to be
estimated. Various experimental and systematic
errors which deter the accurate determination of
neutron matter radii are also considered in estim-
ating the total uncertainty in p,(7).

Before completely reliable determinations of
neutron densities with hadronic probes can be
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achieved, the scattering theory used must be
thoroughly tested. Exhaustive tests of the accur-
acy of the KMT optical potential approach, or of

- the multiple scattering diffraction theory of Glau-
ber? in determining neutron matter radii or
shapes is lacking. The most severe obstruction
to such tests is the fact that the fundamental two-
nucleon amplitudes needed as input in either cal-
culation are not well known at these energies.?*-3"
The uncertainty of the two-nucleon amplitudes is
not simply a matter of model dependence or the
variation allowed in fitting the forward angle p +p
or p+n data.® The effect that these errors have
on the deduced neutron radius have been estim-
ated®:® and are quite small (= +0.03 fm). The
more serious problem involves arbitrary assump
tions (due to the lack of N-N data) about double-
spin-flip amplitudes and the occurrence of dis-
crete ambiguities in fitting the N-N cross section
and polarization data available at ~1 GeV. These
difficulties, which will be discussed in detail in
the next section, have motivated the present study,
which concentrates primarily on obtaining accurate
relative differences between the neutron radii and
distributions of nuclei in several isotopic se-
quences. The specific cases considered are
40:48Cq  5%64Nj, and ''%:'24gn, all obtained at
LAMPF? uging the 0.8 GeV, polarized proton
beam. To span the mass range of data obtained at
LAMPF, the results for 2°Pb will also be in-
cluded.?

In Sec. II a brief outline of the KMT optical po-
tential formalism is given, the assumptions made
in obtaining the two-nucleon scattering amplitudes
are explained, and the several corrections re-
quired to determine the point proton density ac-
curately from empirical charge densities are dis-
cussed. Also the approximations made in estim-
ating the correlation corrections and the approxi-
mately model-independent neutron densities used
are given in Sec. II. In Sec. III the numerical re-
sults of this analysis are presented. Deduced val-
ues for the neutron-proton rms radius difference,
isotopic neutron radii differences, and the assoc-
iated errors, are given and compared to Hartree-
Fock predictions.®® The neutron density distribu-
tions, p,(r), and the relative differences between
isotopes, Ap,(r), along with the estimated uncer-
tainties, are displayed in this section together
with Hartree-Fock predictions.’® A summary and
some conclusions will finally be given in Sec. IV.

II. GENERAL DETAILS OF THE KMT OPTICAL
POTENTIAL ANALYSIS

In the optical potential approach of Ke rman,
McManus, and Thaler'” the full nucleon-nucleus

t matrix is expressed in terms of the fundamental
two-nucleon scattering amplitudes in an iterative
series. This is obtained by manipulating the Lip-
pmann-Schwinger operator equation for this ¢ ma-
trix into a form from which the proton-nucleus
optical potential can be identified. This optical
potential has been expressed most lucidly by Fesh-
bach, et al.'® as a “multiple excitation” series
which involves all orders of nuclear and nucleon
intermediate excitations and is given by

= 1
Uovt=U + U - — U 4o
o Q(Z;EO 0 B¢ )_Ea-K—Uaaflé o0 ’

(1)

where E™ and €, are the projectile and intermed-
iate nuclear energies, respectively, as explained
in Ref. 18 and where

Ups=(A=1)p,|7]dg) . (2)

In Eq. (2), |#,) is the wave function of the excited
nuclear level o, and 7 is given by

G

EO_K-H,+# ®)

T=V+0v

In this last equation, v is the two-nucleon interac-
tion and 7 represents the two-nucleon ¢ matrix
evaluated in the target nucleus of A nucleons whose
full Hamiltonian is given by H,. The antisym-
metrization projection operator, @, allows only
physical states of the nucleus as intermediate
states.

If it is assumed that the two-nucleon amplitude
depends only weakly on the momentum of the tar-
get nucleon then Eq. (2) can be simplified to ob-
tain'®

U (a®) =(A = V1(2)F (g2, (4)

where g is the momentum transfer. Such a factor-
ization is valid provided the N-N amplitudes do not
vary too rapidly over an energy range of about
~100 MeV around the incident beam energy. This
condition is reasonably well satisfied by the N-N
amplitudes at energies near ~1 GeV, and hence
should be valid in this energy regime, as is dis-
cussed more fully by Chaumeaux et al.!'’ In Eq.

(4) the form factor F,(7%), would, for example,

be the momentum-transfer-space representation
of the nuclear ground state density. If one replaces
T(4%) with the free nucleon-nucleon amplitude

“t(¢?)** and includes the leading (7-£) correction in

the second term of Eq. (1) then as derived by Fesh-
bach et al.'® the nucleon-nucleus optical poteatial
can be expressed to second order as
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where G=(B|E"=K-Hy,-(A-1)T |B) is assumed to be independent of the intermediate nuclear state (B
and the usual closure approximation has been made.'”** The notation ( ),, means (@,| [P0 |¢,) being the
nuclear ground-state wave function. The second term in this equation is proportional to the two-body cor-

relation function.”'2

From this last equation it is seen that the ingredients in these calculations are: (1) the free two-nucleon
scattering amplitudes, (2) the ground-state proton and neutron one-body densities, and (3) the two-body
correlation functions. When one has thus obtained U°™, it is inserted into a Schrddinger equation which
includes relativistic kinematics as in Ref. 39. The final differential cross section is then obtained from
|7 |2, where T=AT’/(A-1) and T’ is the on-shell, proton-nucleus # matrix obtained from the solution of

the Schrédinget equation.

In the remainder of this section the assumptions made in-determining the two-nucleon amplitudes, the
details of extracting the point proton density from the nuclear charge distribution, the approximations used
to estimate the second order terms, and a summary of the approximately model-independent method for

evaluating the one-body neutron densities will be given.

A. The two-nucleon input

A general form for the two-nucleon scattering amplitudes consistent with space reflection, rotation, and

time-reversal invariances is**

t,7%) =15 (q®) + it (P)(Gy+ T ) i+ m(g®) (G, - 2)(F,; - 72)

+&(@@, P)E,-P)+ 3,

Wheren (&, Xk)/|k XK. |, P=(k,+K,)/ |k, +K,|,
=(k,-k))/ |k, - k], ndp refers to the mc1dent
proton while j=p or n denotes the target nucleon.
In general these five complex quantities must be
known over the same momentum transfer range
covered by the proton-nucleus data. For scatter-
ing from spin 0 nuclei, only the ¢3; and ¢}, ampli-
tudes enter in the first-order calculation.** How-
ever, these two amplitudes cannot be determined
independently from the other three amplitudes by

any simple subset of nucleon-nucleon experiments.

All five amplitudes have to be determined in order
to obtain any particular one uniquely. To do this
requires nine experiments for both the p +p and
p +n systems* and such experimental information
is not available at energies near 1 GeV 25:2¢
Therefore, one must make a number of simplify-
ing assumptions and analyze the data that do exist,
namely elastic cross section and polarization
data 2531

Chaumeaux, Layly, and Schaeffer!! argue that
the “double-spin-flip” amplitudes m, g, and £ in
Eq. (6) should be negligible compared to ¢9 (¢%)
and that #; (¢°) is primarily determined by the
N-N polarization data. Neglecting these double-
spin-flip amplitudes may or may not be a good ap-
proximation, at least for the p+p system, in light
of the recent polarized total cross section differ-

K)@,-K)) + ()G, -P)G,-P) = (3,-R)E,-K)], ®)

[

ences measured at Argonne.**** However, until
the two-nucleon amplitudes are fully known one is
forced to work only with the first two terms in Eq.
(6).

The forms customarily assumed for these am-
plitudes at energies near 1 GeV are'-®

t54a%) =(ikor/4m)(1 = i, ) exp(~B,;4%)
t54q®) = (ikof ,,/4m)(1 = iag, )(q*/AM ) /2
xexp(-B.,;4°) ,

(7

where k, is the nucleon momentum in the two nu-
cleon center-of-momentum system, o, is the spin
averaged total cross section, and M 1s the nucleon
mass. Various calculations have been made in -
which B, is taken to be complex,"**** but such gen-
eralizations have negligible effect on the resulting
proton-nucleus differential cross sections. Also
phase shift analysis results for ¢9(¢%) have been
used*® in proton-nucleus calculations and again
insignificant changes are noted.

In Eq. (7) there are a total of 12 parameters to
be determined for 800 MeV proton scattering
Total cross section measurements?5:26:32 provide
07,=4.713+0.05 fm® and o7 =3.79+0.022 fm?,
while very forward angle p+p measurements in
the Coulomb-nuclear interference region yield
a,,=0.06+0,08.33+3* Dispersion theory estimates
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give @,,=-0.3+0.15 at 0.8 GeV.**" Since the val-
ue of a,; affects only the peak-to-valley ratio of
the diffractive angular distribution and not the
angular position of the maxima or minima, its ef-
fect on the deduced neutron density is minute.®
Therefore, the value of «,, has been varied within
the above range to obtain the optimal result for
the dozen target nuclei studied at 0.8 GeV.!™®
These range in mass from A =12 to A =208 with
the resultant value for a,, being —0.2. Thus very
forward angle measurements and the peak-to-val-
ley ratios in the proton-nucleus angular distribu-
tion enable two of the six parameters in Eq. (7) to
be fixed for both the p-p and p-n amplitudes.

The four remaining parameters in Eq. (7) must
be determined by fitting the available N-N elastic
cross section and polarization data. Keeping only
the first two terms in Eq. (6) and using the forms
in Eq. (7) the two-nucleon elastic cross section
and polarization are?

do

75" (07 ko/41V(1+ @, ?) exp(—2B ,;4?)

+2(0,; ko/4TP(1 + o, 2)g? /AM ?)
xexp(~2B,;q%) (8)
and .
P(do/dQ) =0T (ky/4T)[0 ,(a sy~ ;)]
X (ficq/Mc*)exp[-(B,;+B,)d*].  (9)

The quantity P(do/d2)/q when computed for the
p+p data at 800 MeV?"2® and for the p +#x data at

I [ I I [ I I [
X CONTOUR MAR p+p AT 0.8 GeV r

o

]

o
T
|

FIG. 1. Contour plot of the total | x| 7% obtained from
Egs. (8) and (9) and the 0.8 GeV p+ p cross section and
polarization data as a function of B,, and 6,, as dis-
cussed in the text. Notice that three discrete solutions
are obtained, corresponding to the three minima in
| x| 7. The magnitude of | x| ;* is arbitrary.

000 T T T T T T T T
[X|? CONTOUR MAR p+n AT 08 Gev

028

032

22

FIG. 2. The same as in Fig. 1 but for p+#. Note
that three distinct minima in | x| TZ also occur for the
p+n system.

630%° and 1030% is well represented by a Gaussian
dependence on g for ¢ <3-4 fm™. Thus the quan-
tities 6,,(a ;- a,;) and (B,;+B,,) are well deter-
mined. Two free parameters remain and must be
determined by simultaneously optimizing the fit to
the cross section and polarization data. The p-n
polarization at 800 MeV was estimated by interpo-
lating the very similar p +% polarization data
available at 630%° and 1030 MeV*!

Shown in Figs. 1 and 2 are cross section and po-
larization total x-square values, |x|,?, for p+p
and p+n at 0.8 GeV, as a function of B,; and 6.
Three distinet minima in |x|,? appear, each of
about the same depth for both p+p and p +n. .The
values of |x|,? shown in Figs. 1 and 2 are arbit-
rary since the Ix |2 contribution from the cross
section and polarization data have been weighted
so that at each minimum, ds/dQ and P each ac-
count for about one-half of the total |x|,?. The
(+) and (-) signs in Figs. 1 and 2 denote local
maxima and minima in the |x |2 contour. The
parameter values in Eq. (7) for each of the three
|x |2 minima in Figs. 1 and 2 are given in Table
I. The existence of these discrete ambiguities in
19, and t;; are generally not appreciated by those
who analyze intermediate-energy proton-nucleus
data.

The fits to the p+p and p +n cross section (po-
larization) data using the parameters of solutions
1 and 2 (see Table I) are shown in Fig. 3 (4) as the
solid and dashed curves, respectively. The pre-
dictions of solution 3 are similar to those of No. 2.
The three sets of p +p. cross section data indicated
by the open boxes, crossed boxes, and solid points
are from Refs. 26, 27, and 25, respectively,
while the polarization data are from Ref. 28, The
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TABLE I. Values of the parameters of the proton-nucleon amplitudes [see Eq. (7)] corre-
sponding to the minima in the total X% for p+p and p +7 cross sections and polarizations at 0.8

GeV as discussed in the text.

iXITZ
of, B,; 0y, Bgpi Arbitrary
Sol. No. fm® o fm? fm? g fm? units
ptp 1 4.73 0.06 0.09 -0.67 -12.2 0.19 1130.0
2 4.73 0.06 0.17 7.3 1.18 0.11 520.0
3 4.73 0.06 0.19 —6.0 -1.3 0.09 880.0
ptn 1 3.79 -0.2 0.08 1.56 3.8 0.27 850.0
2 3.79 -0.2 0.23 11.3 0.35 0.12 630.0
3 3.79 -0.2 0.20 -10.0 -0.82 0.15 1850.0

recent forward angle p +7n elastic cross section
data are from Carlini,?® while the remaining cross
section data are from Ref. 25 and the p +# polar-
ization data at 630 and 1030 MeV are from Refs.

1000 [ T T T T T T T

NUCLEON-NUCLEON SCATTERING AT 0.8 GeV

Lol

L ~——————  SOLUTION 1 E
SOLUTION 2
r e USED IN p+A 7

100

100

do/dt (mb/(Gev/c)?)

FIG. 3. Fits to the p+p and p+n elastic angular dis-
tribution data at 0.8 GeV using Eq. (8) and the para-
meters (see Table I) of solution 1 (solid curves), solu-
tion 2 (dashed curves) and the parameters used in the
proton-nucleus calculations which have been adjusted to
fit the proton-nucleus analyzing power data (dash-dot
curves).

30 and 31, respectively. In determining the p-»n
amplitudes only the forward angle cross section
data of Carlini®® were used. Clearly, a more flex-
ible parametrization than that in Eq. (7) would be
required to obtain a “perfect” fit to these data.
The question arises as to which, if any, of these
sets of solutions will provide fits to the proton-nu-
cleus analyzing power data, A,(6), when used in
the KMT optical potential, Eq. (5). To investigate
this, calculations were made for p+*°Ca assum-
ing: (a) solutions 1 for both p +p and p +n; (b) so-
lutions 2 for both p+p and p+n; (c) solutions 3
for both p+p and p+n; (d) solutions 1 for p+p and
2 for p+n; and (e) the opposite of (d). The results
for choices (a) and (b) are shown in Fig. 5 as the
solid and dashed curves, respectively. In each

07 T T T T T T T T
06 NUCLEON-NUCLEON POLARIZATION
05 P+p BN *
¢
08 Gev 4 N
041} .
03}~ .
- ——— SOLUTION | N
o ——— SOLUTION 2 DN
= 02} 4 103 Gev S
N ¢ 063 Gev
% o ‘|
pu |
o 3
04} .
03 h
02} B
ol k- o
00 '

80 90

8, o (deg)

FIG. 4. Fits to the p+p and p+n elastic polarization
data using Eq. (9) and parameters corresponding to sol-
utions 1 (solid curves) and 2 (dashed curves) as given
in Table I.
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FIG. 5. Predicted elastic analyzing powers for p+%Ca
at 0.8 GeV compared to the data given in Ref. 4. The
prediction assuming solution 1 (2) for both the p+ p and
p+n amplitudes is indicated by the solid (dashed) curve.
The dash-dot curve is the best fit obtained by allowing
a free variation in the 8, and-ay parameters as dis-
cussed in the text.

case good fits to the elastic data were obtained by
varying the neutron density geometry. Choice (c)
results in a prediction for A (6) which rises too
slowly and drops too rapidly as 6, increases,
resulting in worse agreement with the data than
the dashed curve in Fig. 5. Choices (d) and (e)
are similar to the dashed curve in Fig. 5. The
best results are obtained by assuming solution 1
for both the p+p and p+n amplitudes. Although
this prediction is not particularly good, it is en-
couraging that the overall strength of the analyzing
power is correctly predicted. The dash-dot curve
in Fig. 5 is a best fit to this A (6) data starting
from the solution 1 amplitudes for p+p and p +n,
where the only essential variation needed to improve
the fit to the data is in the strength of the imaginary
part of the spin-orbit potential. The real part, given
by the product (6,0 ,,,), and the range parameter B, ;,
are varied only slightly (about 10%) from their values
in solution 1. Itis certainly possible that the omit-
ted double-spin-flip amplitudes could modify the
deduced value for g,,; in such a way. Obviously
the parameters of solution 1 reproduce the p+A4
analyzing power fairly well, although some em-
pirical adjustment is needed to obtain a good fit.
Solution 1 is thus preferred, based on the pre-
dictions for A (f). Another way to rate the merits
of these several possible N-N amplitudes involves
the value deduced for the neutron rms radius which
results when the proton-nucleus differential cross
section data are fit by varying the neutron density
geometry as in Refs. 2—-6 with alternate two-nu-
cleon solution sets assumed. Adopting either so-

lution 1 for both the p+p and p+n amplitudes or
the empirical result discussed above yields values
of Ar,, (=(r,»"? - (# 2)'/?) for a wide range of nu-
clei which are generally in very good agreement
with Hartree-Fock predictions.?%'1145 Assuming
solutions 2 or 3 for both the p+p and p+xn am-
plitudes would reduce the determined values of
oy, by about 0.2 fm, thus destroying this gener-
ally favorable agreement.

The philosophy adopted here is that the proton-
nucleus data should be analyzed using N-N am-
plitudes very similar to the solution 1 values, with
variation being allowed to fit the proton-nucleus
A (6) data on a case-by-case basis. Since the real
and especially the imaginary strengths of the p+A
spin-orbit potential are to be freely searched,
#35(¢®) and t3,(¢%) have been replaced by an average
amplitude 7}(¢®) with corresponding parameters
6, @ and B, The value of B, is fixed equal
to 0.2 fm?, this being the average of B,,, and B,,,
for solution 1. The strength of the real part of the
spin-orbit potential, which is proportional to
(0,a,, is allowed to vary but always remains
within ~10% of the isospin average of the products
(855055 and (6,,a,,,) of solution No. 1. The in-
dividual values of 6, and o, which give the best
fits to the various A y(e) data considered here will
be given later.

Varying the N-N spin parameters alters the fits
to the N-N cross section and polarization data.
Since the primary concern here is to fit p +A angu-
lar distributions, one should not make changes in

. nucleon-nucleon parameters which destroy the fit

to the N-N elastic cross sections, for otherwise
one has abandoned the microscopic approach for a
phenomenological one. Thus, one should in gen-
eral recover the fit to the N-N elastic cross sec-
tion. This is most readily accomplished by vary-
ing B ,; but as it turns out no variation in B,, is
required and only a small variation (compared to
the fitting uncertainty®®) in B, from 0.08 to 0.12
fm?, is needed” Most of the increase in B, is
needed to produce a better fit to the two sets of
p +n cross section data?*?° Thus the spin-inde-
pendent parameters used in this analysis are O'EP
=4.13 tm®, «,,=0.06, B,,=0.09 fm?, ¢7 =3.79 fm?
a,,==0.2, and B, =0.12 fm®*. The average of the
values of §, and a,, determined for the seven cases
studied here (see Sec. III) are 9.2 fm? and 0.68,
respectively, while B,,=0.2 fm?® always. The pre-
dictions for the p+p and p +» elastic cross sec-
tions based on these parameters are indicated by
the dash-dot curves in Fig. 3. The maximum
variation in B,; allowed by the statistical error
in the data is considered later in estimating the
error in the deduced neutron radius.>:®

The main points of this subsection can now be

2
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given. First of all, the various solutions for the
N-N spin-independent and spin-orbit amplitudes
[t5, and £5; in Eq. (6)] are not necessarily claimed
to accurately represent reality. Only a complete
analysis of the full set of N-N experiments?*'*! can
achieve this. Secondly, the occurrence of the dis-
crete ambiguities seen in Figs. 1 and 2 and the
possible importance of double-spin-flip amplitudes
as suggested by the recent Argonne data*?:*® should
serve to caution analysts against making premature
assumptions about the most important, spin-inde-
pendent N-N amplitudes. Finally, although the
solution 1 N-N amplitudes used here and else-
where! 64445 result in Av,, values which are gen-
erally in good agreement with Hartree-Fock pre-
dictions,?-%'*1%5 one must for the time being place
higher confidence in the determination of the rel-
ative differences between neutron densities and
radii than in their absolute values. Again, based
on the analyzing power predictions in Fig. 5 and
the A7,, results of numerous analyses,*’
11,13,45,48the re may not be any serious problem
with the N-N amplitudes generally chosen.!-16:44:45
However, because of the questions raised here,
relative differences of neutron densities will re-
ceive the greater emphasis throughout this article.

B. Extraction of the proton density from empirical
charge densities

Customarily the point proton density distribution
is extracted from empirical charge densities with
only the proton electric form factor being con-

sidered.!** Thus in this simple approximation
(1) = 5D . (¢*)/GE(g?)], (10)

where P, is the momentum-transfer-space repre-
sentation of the charge density, Gg is the electric
form factor of the proton*” and ¥ {} indicates an
inverse Fourier transform operation. Bertozzi
et al 2° have however shown that the neutron’s
electric form factor contributes to the total mea-
sured charge density and for nuclei with partially

. filled I shells the magnetic form factors*” of both

the proton and the neutron also contribute to p .
Generally such corrections to p,(r) are rather
small and have usually been ignored in proton-nu-
cleus calculations. However, as will be shown,
these corrections are of about the same size as
the second-order correlation terms of the optical
potential and tend to cancel their effects on the
values deduced for neutron matter radii. For
some nuclei this cancellation is complete. Be-
cause of the desire to obtain relative differences
in neutron densities as accurately as possible, and
owing to the fact that these electromagnetic cor-
rections are isotopically dependent, it is impér-
tant that such corrections be properly taken into
account.

The expression relating the various nucleon
form factors to the charge density is derived in
detail in Ref. 20 and will not be repeated here. In
general the nuclear charge form factor, p_(¢?),
for spherically symmetric densities is

) =47 [GE) [ wianIo s G2 [ #ianlo

—(?/am?) 2.
i=unfilled
1 shells

[2Gi(¢®) - Ci(gD)](i 2 -

= jilgxy)

12— 312)_/; '(q—x:r pnlj(xi)xizdxi] ’ 1y

where terms to order M2 are kept (M is the nucleon mass). In this expression the electrlc form factors
are corrected for relativistic effects by the Darwin-Foldy factor, where

Gilg®)=(1 - ¢*/8M?)GL(4?) ,

(12)

GL(4®) being the experimentally determined form factor.*” The proton and neutron densities are p,(x) and
p,(x), respectively. In the last term of Eq. (11), the sum includes all neutrons and protons in partially
filled ! shells. Those in filled / shells are not summed since in j-j coupling the spin-orbit contributions
from such nucleons add to zero, at least in first order. The quantities j 2, l'iz, and s;? are the eigenvalues
of the squares of the total, orbital and spin angular momentum operators for the ith nucleon. The density
P, (x;) is the single nucleon density for the (zlj) shell model level for the ith nucleon. For example in 48Ca
the eight neutrons in the 1f,,, level and in **®Pb the 12 protons in the 1%, ,, and the 14 neutrons in the li , ,
levels would be included. In all there are four corrections to Eq. (10) to be considered here. The point
proton density may be evaluated by solving Eq. (11) for p,(x). The result is

9m ax F 2) _ A1) (,2) _ Q)2
0 =553 [ dlan) IXCAES. )= )]

q*dq , (13)
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where

Paa? =47 [~ #o(ax)o()ds
0

PO =416 [ Pinlap i,

P a)= =/ MY [263¢7) - GiaNGF =17 = 57) [T B o v,

The densities p, p0,, P, and p,,; are normalized
toZ, N, Z, and 1, respectively.

The neutron density p,(r), in Eq. (14b) used to
evaluate the point proton density is itself to be de-
termined from the proton scattering analysis.
Thus one should in general iterate until self-con-
sistency is achieved. In practice only one iter-
ation is required provided that a reasonable estim-
ate for the final p,(r) is used initially. In this an-
alysis, neutron densities obtained from the first
order analyses have been used in Eq. (14b). Typic-
ally these electromagnetic corrections cause the
neutron matter radius to decrease from the first
order results by ~0.01 to 0.03 fm. Using these
new neutron densities in Eq. (13) for a second iter-
ation changes the resulting proton radius by less
than 5 x10°° fm.

For the bound state densities, p,,”(xi), simple
eigenstates of Woods-Saxon potentials have been
used. The binding potential parameters in the
usual notation®® V,;, %, ag, %y, as, and 7, are
given by 6.0 MeV, 1.2, 0.65, 1.2, 0.65, and 1.2
fm, respectively. The real well depth was ad-
justed to give the correct single particle binding
energy in each case. The momentum transfer
integration cutoff, g, in Eq. (13), has the value
of the maximum momentum transfer of the elec-
tron scattering data.’®®! Finally, the empirical
charge densities used in Eq. (14a) have been ob-
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(14a)

(14b)

(14c)

|
tained from the literature .54

In Table II the effects of each of the just dis-
cussed corrections on the proton matter radius
have been calculated for a number of nuclei. The
values given in this table are the changes in the
rms radius of the proton density which result
when each of the various corrections is included.
Generally the correction due to G¥ adds about
0.02 fm to the proton radius, the Darwin- Foldy
factor subtracts 0.005 fm, the G¥ correction
adds to (,%)!/? while G} subtracts from (5%!/2,
The net correction to (#%)!/? varies from in-
creases of 0.006 to 0.034 fm. When these cor-
rections are included in the proton-nucleus cal-
culations and the fit to the proton elastic angular
distribution is recovered by varying the neutron
geometry, the neutron rms radius, (%,%!'/? de-
cveases by about Z/N times the amount of in-
crease of (1,%!/? given in Table 1. Hence A7,
decreases owing to these electromagnetic cor-
rections by amounts varying from 0.01 to 0.06
fm, which are comparable to and in the opposite
direction from the effects produced on Az, by
target nucleon correlation terms.!! Therefore,
it is inconsistent to include correlations in one’s
calculations without also including these elec-
tromagnetic corrections to the proton density.
For several nuclei (*8Ca, '*!Sn, and 2°®Pb) it
turns out that the simple first-order result for

TABLE II. Changes in the rms radius of the point proton density due to the various electro-
magnetic corrections discussed in the text., All values are in Fermis.

Nucleus
Correction 0¢ca 480q BN 84N 65y 24gy, 208py,
G¥ 0.017 0.024 0.017 0.020 0.017 0.020 0.017
Darwin— Foldy  —0.005 =0.005 —0.004 =0.005 —0.004 —0.004 —0.003
GcY 0.015 0.010 0.003 0.001 0.004 0.007
e -0.011 ~-0.010 -0.008 -—0.009 -—0.006
Total 0.012 0.034 0.012 0.008 0.006 0.011 0.015




A7, %% is much closer to the result of a full
calculation, which includes second-order cor-
relations and these electromagnetic corrections,
than results of second-order calculations which
include correlations only.

C. Approximate treatment of the second-order
optical potential terms

Historically, target-nucleon correlation cor-
rections to proton-nucleus scattering calcula-
tions have been of considerable interest to
theorists.?"12:17719,40,55-57 Many of these second-
order calculations were applied to proton scat-
tering from “‘He.!%1%:40:56,57 Recently, calcula-
tions by Boridy and Feshbach,? Varma and col-
laborators,® Schaeffer and his collaborators,!% !
and Alkhazov'? have studied correlation effects

in large nuclei (A= 40) using a variety of methods.

These numerous calculations are consistent with
one another in demonstrating that these effects
are fairly small for large nuclei and cause the
diffractive maxima to be increased generally by
10-30%, the amount increasing for larger scat-
tering angles.?!> From these calculations it
appears quite unlikely that information concerning
two-body correlations can be extracted from
analyses of proton-nucleus scattering data. How-
ever, reasonable estimates of these effects
should be included in analyses attempting to de-
termine neutron densities accurately.

Within the framework of KMT, Feshbach
et ql.'% 1 have treated the inherently nonlocal
second- ‘and third-order optical potentials by
using a factorization approximation and an
eikonal assumption and have solved coupled equa-
tions to obtain elastic scattering cross sections.
This numerically difficult method has generally
been applied to the simplest case, of p+*He,
where such second-order effects are fairly
large.!® 1940 However, since correlation effects .
are small in heavy nuclei, a perturbation treat-
ment of these terms should suffice. Such an
approach has been independently developed by
Harrington and Varma® and by Layly and Schaef-
fer.!

The approach adopted here, within the KMT
formalism, for estimating the Pauli and short-
range dynamical correlation corrections is simi-
lar to that of Harrington and Varma,® who use
the Glauber and local density approximations to
obtain local forms for the second-order optical
potential which depend on ~p?. The same eikonal
and local density approximations are made by
Layly and Schaeffer,!® within the KMT formalism,
to obtain other similar, local ~p2 forms for the
second-order optical potential. Their estimates
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for the center-of-mass transformation correction
will be used.!0!!

It should be emphasized that all calculations of
the corrections to proton-nucleus scattering due
to target nucleon correlations make use of the
eikonal dpproximation, whether they work in the
KMT? 11171940 or in the Glauber forma-
lisms."8:12:55°57 1n following Harrington and
Varma,® the Glauber approach is being used
only to obtain an approximation for the second-
order KMT optical potential term in Eq. (5).

The proton-nucleus scattering amplitude is still
calculated from an optical potential via solution
of the Schrodinger equation with no additional
eikonal approximations being made.

The derivation of the expressions for the se-
cond-order optical potentials of Harrington and
Varma is given in detail in Ref. 8 and will only
be outlined here. In Glauber theory the nucleon-
nucleus scattering amplitude is written as® 2

F@ =g [ e TETE), (15)

where ﬁ:ﬁf— E‘, b is the impact parameter, and
A
r@)=1- IT1-+6-5)]19 . (16)
1-4

In this expression |¥) is the nuclear ground-state
wave function, f), is the component of T;, the
position of the ith target nucleon in the p}ane per-
pendicular to the incident proton, and y(b) is a
two-dimensional transform of the nucleon-nucleon
scattering amplitude, f(¢%), given by

V) =g [ 0T an

Expanding the second term in Eq. (16) to second
order in the density using the correlation expan-
sion for the nuclear density,*® Harrington and
Varma obtain

T@)=T,®)+T,0)+- -, (18)
where
To0)=1-(1=(N)*, (19)

,0)=-3AA - )1 -2y -0 . (20)

In these expressions

= [ @rpEob-5), | (21)

<'}’1')/2> = f dsrldsrzpz(fp Y'2)'}’ (B "'—]51)')’(B _-62) ’ (22)

and the densities p, and p, are the one- and two-
body densities given by
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Y AN (A'12?1>

i

Py(F,, Tp) = _/-d373
Xpim(fl’a ot ’Y‘A)9 (23)
0.F)= [ drp,F,F. (24)

In Eq. (23) the internal density p,,, which depends
only on relative coordinates is introduced and the
center-of-mass constraint imposed. This one
body density satisfies [d% p,(¥,)=1. The quantity
[{y1y2) =<7 is given by

(rava) =0)?
- [ @ratr 0L B BB -5, @5)

where C,(F,, T,) =p,(T,, Tp) — 0,(F )P, (T,), is the two-
body correlation function. The second-order
eikonal phase shifts,? 6, are then defined by
setting

I,0)==-3AA - 1)1 -(M)*"%? ). (26)
The two-body correlation functions assumed for
the Pauli and short-range dynamical correlations
(SRD) are those of Boridy and Feshbach® who de-
fine
C,(F,, T,) =p,(F)p, ()
X [f;’auli (l —I"], ——f‘zl) +fSRD (l _fl _—f‘zl)
+f;’auli(l?1——f2|)fSRD (l;l"?zl)] . (27)

For a noninteracting Fermi gas the Pauli correla-

tion function for a nucleus with A nucleons is®%°
9 A -4 [j,(kex)]?
fPauli (x) 4 A [ (kFx) ’ (28)

where &g is the local Fermi momentum, here
assumed to be position dependent according to®

ke (r)=[1.51%Ap,(r)] /3. (29)

The presumed short-range repulsion between
nucleons®® results in a dynamical correlation
which prevents the centers of two nucleons from
being within ~0.5 fm of each other. The form
adopted by Boridy and Feshbach® and Varma® for
this short-range dynamical correlation is

S @)= —exp(-x2/b%), (30)

where b =0.4 fm. To enable the integrations in
Eq. (25) to be carried out analytically, Spau @) in
Eq. (28) must be approximated by a Gaussian or®

&) == S@/5Y[(A -4)/@A -1)]
X exp(— kz2x2/5) . (31)

Paull

This approximation will be tested later. By as-
suming the forms in Egs. (30) and (31) and by

taking Gaussian forms for the scattering ampli-
tudes in Eq. (17) the six-dimensional integral in
Eq. (25) can be reduced to a one-dimensional in-
tegral along the Z axis (incident beam direction)
provided that the ranges of the correlation func-
tions and interactions, y(b), are small compared
to distances over which the nuclear density
changes. This should be a reasonable approxima-
tion for large nuclei since these ranges are typi-
cally ~1 fm. With these approximations

[P, )0,(F,)] in Eq. (27) can be replaced with
p,%((T,+T,)/2) and can be removed from all but
the last integral over Z. For example, the

fPauli (x) term in Eq. (27) yields®

6;22“11 (b )

(4=l [T0% CliT=oeg
(32)

using Egs. (20), (25), (26), (27), (29), and (31)
where

§=071-ia), ' ' (33)

and
_ VA N
0T:X g‘ XUDTn: (34)
Zot a,, + NoT a
G = £ %t N0pntpn. 35
“ Zo%,+Nof, ’ (39)
and
Z N
B=XB”+XB,". (36)

The results for the second-order eikonal phase
shifts can be related directly to a second-order
optical potential, beginning with the relation®

[a/@ - ){1 - exp[iR ,,©)]}=T0), 37
so that as before ‘
F(g)=- -2%.— ZA_—lfdzbe"E'E{l - exp[iR,,, 0)]} -

(38)

Expanding ¥ opt i POWers of {y) one obtains to
second order in the density, with )Zopt =R, + X+

%, 0)=-A-1X»), (39)
_ 1)25(2) (b) ,

and finally using the relation® 23

Rope 0) == hz 2k f dZ UL, ), (41)
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an eikonal estimate of the second-order optical
potential U@°" () due to the first term in Eq. (27)
is obtained as

02y == 20D 4 1 - 4)6/2)%,70)

x{37/[10kz ()]} [1+ 8B kx2(r)/5] . (42)

In Egs. (41) and (42) relativistic kinematics are
assumed, so that &y is taken to be the relativistic
center-of-momentum system wave number and
(ic?) is interpreted as the reduced energy,3®
€,€,/(€,+€,), €; being the total relativistic energy
of either the incident proton or target nucleus
in the proton-nucleus center-of-momentum sys-
tem. As a reminder to the reader, p,(») in Eq.
(42) is the total matter density, normalized such
that [dp,(r)=1.

In a similar fashion the second-order potential
due to the short-range dynamical correlations,
Eq. (30) is found to be

U (2)opt (y)

SRD
_ i(7ic)?ky
2uc?

@ - 1)%&/2)”@3@)% , (43)

o

and the Pauli and short-range interference term
in Eq. (27) yields the potential,

U@t () = %MA - 1A -4)6/2)°

PSR-I

X (37/10)0 2(r) [r2(r) + 5b‘2]"1/2
x{1+8B[kF2(7’)/5+b—2]}'1_ (44)

To reiterate, the approximations or assumptions
made in obtaining these local ~p? estimates of
contributions to the second-order optical potential
are: (1) the eikonal approximation; (2) the local-
density approximation; (3) further approximation
of the two-nucleon scattering amplitudes and cor-
relation functions with Gaussian forms; and (4)
the assumption that the ranges of the N —N inter-
action and correlation lengths are small compared
to the nuclear radius. The eikonal approximation
for second-order terms is common both to Glauber
and KMT treatments® 1!17-1%40 and the short-
range assumptions should be valid since only large
nuclei with radii from 3-5 fm are considered here.
-The Gaussian approximation, Eq. (31), for the
Pauli correlation function, Eq. (28), has been
tested by using a sum of Gaussians which better
approximates Eq. (28) than Eq. (31) does. The
resultant effect on the predicted proton-nucleus
angular distribution is negligibly different from
that predicted by Eq. (42).

Layly and Schaeffer'® have shown that the second-
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order potential can be in general reduced to a
simple local form by making the eikonal approxi-
mation in the propagator and also a local density
approximation. The result is

U@ (@ =i - 1)2 LS p2(g/2)
q - (ﬁC)ZkN q (4
xfe"a""pf(f')d%', (45)

where ¢ is the N - N t matrix and [, is an effective
“correlation length.” This form will be used to
estimate the center-of-mass transformation cor-
rection.

If shell model or Hartree-Fock wave functions
are to be used then the spurious center-of-mass
motion!®:3® inherent in such densities must first
be removed before using these densities in the
optical model calculations. For instance, with
antisymmetrized harmonic oscillator wave func-
tions the correction factor exp(q?R?/4A)® multi-
plies the uncorrected proton-nucleus scattering
amplitude to yield the final cross section. For
large nuclei this harmonic oscillator form is
unrealistic, and it overestimates the spurious
center-of-mass motion correction at large mo-
mentum transfers. Harrington and Varma?® and
Alkhazov'? have developed a better approxima-
tion for this correction, applicable for large
nuclei. However, when charge densities deduced
from electron scattering (see Sec. IIB) and simi-
lar one-body neutron densities are used as input
into the optical potential calculation no such cor-
rection is needed. The transformation from the
nuclear center-of-mass to the proton-nucleus
center-of-mass system does, however, need to
be taken into account. Such reference-frame-
transformation corrections have been estimated
by Chaumeaux ef al.** For this correction only,
the effective correlation length in Eq. (45) (from
Ref. 11) is

lc.mA = (R;-,m_ /A)(l - 612<7’2>/12) ) (46)

where R, =vmac, a and ¢ being the diffuseness
and radius of a Fermi matter density, and {»?)
is the mean square matter radius.

The correction potential in coordinate space is

v )= @n) [ fATU@ (@ (47
Assuming

Vel hs) exp(-Ba/, 49

£la/2)= - 6/27

one gets .
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iA -1)* (7ic)’ky
@n)* et

The calculations of Chaumeaux et al.'’ reveal that this correction is small, even compared to the small
Pauli correlation correction for the large nuclei (A = 40) to be considered here. Hence a further simplifi-
cation is justifiable, namely that I ., =R_, /A. Assuming as above that the range of ¢ in Eq. (48) is small
compared to the nuclear size, the final expression for Ug‘):"" () becomes

U@om () = (A 1)2[”;2:’?”} (B Bemppm), (50)

U@ (r) =~ 6/2)*R.m./A) f f 4 F =P g=Ba/2(1 _ g%y2) /12)p P(r')dr' d% - (49)

where f p,(r)d®* =1. Note that unlike the previous correction potentials in Egs. (42), (43), and (44) this
center-of-mass correction depends roughly on A~! and so, as one would expect, becomes much less im-
portant in comparison to the other correlation corrections for larger nuclei.

In all of the above calculations, the spin dependence of the N — N amplitude has been neglected. After
the central term, the next largest part of the proton-nucleus optical potential is the spin-orbit part*~¢
and hence the largest correction to this potential, that due to Pauli correlations, should be evaluated.
This will be done by generalizing the derivation of Harrington and Varma.®

As in Sec. IIA the N — N amplitude is written as f,;(¢%) = £3,(¢®) +it3;(¢>) G, +3;) * # and generalizing Eq. (17)
obviously yields )

7a(0) =5 —— f et P [ + T3@) G, +5) A), 7o) =7o®) + 7. B) G, ) + 7. BVE, ) (51)

where yo(b) is identical to the y(b) in Eq. (17) and t3(q® is the average of 3, and 3, as in Eqs. (34)-(36).
From Egs. (20, (25), (26), (27), (29), and (31), the Pauli phase shift 5§,u.,(b) becomes

G;fn)uh b) = ff dsrld:;’rz;/s(r) )'Ys (b bz)pl(*l)pl(—fz)fl’auh l —f'zl) B ‘ (52)

From the last two expreésions nine terms for 6(1,2:!1“(5) are obtained. If the restriction to spin 0 target nuclei
is made and if the generally nonvanishing contributions of the m, g, and 2 N — N amplitudes [see Eq. (6)]

are neglected then

62 B)= [[ ar @7 F)0.E (| F2 = Fol)

{0 = B)yo = ) + 20D = D)y (b = D,)G, * ) + 70 = 0,y B = 0,) [ 7) Gy + 2) + G, 2) G+ A}

(53)
where symmetry of the integral with respect to the interchange of labels 1 and 2 is used. So to lowest
order in the spin amplitudes,

5(2)

Pauli (b) ff &r 1d3 2p1(}1)p (fz)fp l r, "?zl) [70(5 —Bl)'}’o(g _62) + ZYQ(B —51)73(-6 _Bz)(ap * ﬁ)] ) (54)

auli
where the first term yields Eq. (42) and the second term results in the leading Pauli correlation correc-
tion to the spin-orbit potential. Assuming the parametrization in Eq. (7)

7y - i6 i

vs(0)=qe 7= fdzqe“‘ *lal exp(-B,yd?) » (55)

where § =8 ,(1 - ia,,). Now taking S ouuti (x) from Eq. (31) and again using short range and local density

approximations, the Pauli correlation correction to the proton-nucleus spin-orbit optical potential is

U2 r) =-i(A - 1)(A - 4)(37/1280) [%]

d p,(r =1
2P ’(T)1f dar [kF O[1/4B + k) /5] [1/4B,, + = (r)/5] kF‘*(r)/zs}](‘; D. (56)

Thus the final, complete optical potential used in the calculations reported here is

U@ 2ort(r) =U D (r) + UDPr) + USPr) + U, (2)°P‘(r) +U Por(r) + UP(Z)E‘;'O ), (57)
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where U” (r) is the usual first-order, spin-depen-
dent KMT optical potential shown in detail in Ref.
61, and is basically of the (A - 1)t(¢*)P(q?) form.®

The largest of these small second-order correc-
tion terms is that due to Pauli correlations,”!2
The general effect that these terms have on the
proton-nucleus angular distribution is to shift the
diffractive maxima upward, thus decreasing the
overall slope of the diffractive pattern.”'? Such
calculations have been given in Refs. 8, 9, 11,
and 12 and the predictions of Eqs. (42), (43), (44),
and (50) have been compared to these published
results and good agreement is obtained for the
heavy nuclei considered here. Of course, the
predictions of Eq. (50) and the corresponding cal-
culations of Harrington and Varma?® disagree be-
cause the latter show corrections due to the spuri-
ous center-of-mass motion.

Some general comments about the effects of
correlations on proton-nucleus cross sections are
appropriate. First, allowing %, to vary with posi-
tions as in Eq. (29) results in about 50-100%
larger increases at the diffractive maxima than if
k, were fixed to 1.36 fm™. Second, no angle shift
in the positions of the maxima result from these
~p? corrections, even at large momentum trans-
fers (~3-4 fm™'), Third, the realistic center-of-
mass transformation correction included here
[Eq. (50)] is much smaller than the spurious c.m.
correction calculated by Harrington and Varma?®
and by Alkhazov.'? Finally, the effects of these
correlation terms on the proton-nucleus analyzing
power, A (6), are rather small. These second-
order terms lower the A (6) at forward angles and
raise it at back angles, typically by only about
0.02 to 0.05, the spin-independent correlation
terms, Egs. (42), (43), (44), and (50) tending to
have about the same effect as the spin-dependent
correction, Eq. (56) itself. Since these effects
are small and move the predicted result for Ay(e)
away from the data one must conclude, as was
previously noted in Sec. IIA, that more flexible
forms for #;,(¢°) are needed.

The effects of all these correlation terms on the
predicted proton-nucleus elastic cross sections
have been calculated. The total percentage in-
crease at each diffractive maximum due to all five
correlation correction terms are as follows; for
4Ca, increases of 13%, 18%, and 20% at the first,
second, and third maxima are observed; for !!%Sn,
the results are 8%, 13%, 17%, and 21% at the first
four maxima; and for **Pb, 6%, 10%, 14%, 18%,
and 23% increases are seen at the first five max-
ima, respectively. These are generally in good
agreement with Chaumeaux ef al.,* are smaller
than Harrington and Varma’s result® (due to their
inclusion of the spurious center-of-mass correc-

tion) and are larger than the effects calculated by
Boridy and Feshbach® since they fix k£, =1.36 fm™',
These calculations and those in Ref. 9 would agree
however if k,=1.36 fm™ were assumed here,
rather than Eq. (29).

The relative importance of each of these five
corrections is given in Table III. The values here
indicate the percentage of the total correlation ef-
fect (increase of the diffractive maxima) due to
each correction term in Eq. (57) acting separately.
Positive (negative) signs indicate that the values
of the diffractive maxima in the proton-nucleus
cross sections have increased (decreased). These
percentages are based on the changes in the
strengths of the maxima in the proton-nucleus dif-
fractive patterns. As expected, the Pauli correc-
tion dominates. The effect of including correla-
tions on the deduced values of the neutron rms
radii can be estimated by fitting the angular dis-
tribution data, with and without these terms. For
4Ca, ''%8n, and 2°®Pb the neutron radii increase
about 0.05, 0.02, and 0.01 fm, respectively.'*
The principal variation in the neutron geometry is
an increase in the diffuseness.

D. Details of the error analysis

The specific details and results of the uncertain-
ty in the deduced neutron distributions and rms
radii due to statistical error, model dependence,
and various theoretical and experimental errors
have been discussed previously,® so only a brief
summary will be given here.

Initially, all data are fit as discussed throughout
this section by assuming a specific model for the
neutron density, namely

()
=Pon(l +w,r*/R2)/{1 +expl(r* - R})/Z}]}, (58)

where & can equal either 1 or 2. Having obtained
the best possible fit to the proton-nucleus elastic

TABLE III. Relative importance of the various corre-
lation correction terms discussed in the text. Values are
percentages of the total increase in the magnitude of the
maxima in the differential cross sections due to each
correlation term acting separately. Positive signs in-
dicate an increase in the cross section, while negative
signs denote decreases. Averages of values at the first
several maxima are used to obtain these percentages.

Pauli SRD PSR-I c.m. Pauli-S.0.
Nucleus % % % % %
ca 85.0 10.0 -2.1 11.0 -3.9
Hégy 91.3 11.6 ~-2.4 5.2 -5.7
208py, 92.2 11.7 -2.8 3.4 -4.5
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scattering data the neutron density is then general-
ized to

P, (r) =b[pi*(r) +S8p,(r)], (59)

where??

0,(r) = @n®/2)7D_Q, (1 +2¢ 7/ ¥)

x{exp[ - (r —c,*/ ]
+exp[— (v +¢,)*/¥’T}. (60)

The strengths, @;, and the positions , ¢;, of the
Gaussians in 8p,(r) are selected at random and the
overall strength S is increased until the fit to the
angular distribution deteriorates. Approximately
fifty densities, p,(¥), are generated in this way
for each case. The number of Gaussians, W, is
12 or 1less®?%%%4%2 and 0<Q, <1l and 0 <c¢; <2R,.°
The constant b is adjusted for each density to en-
sure proper normalization. The width parameter,
v, is limited by the finite nucleon size or by the
“smallest oscillatory structure observed in Har-
tree-Fock wave functions®*:%3 and is here assumed
to be 1.39 fm.*® Finally, p,(#) =0 is required.
The criterion for determining S is®
do_

do
L—{S-Z—k(theory, S#0) —dﬂk (exp)l

d . do
- 'ﬁ(theory, S=0) -_-Eﬁk-(exp)l =0 o ks (61)

where do/dQ,(theory), do/dS,(exp), and AG gy &
are the theoretical and experimental cross sec-
tions and the experimental statistical error, re-
spectively, at the kth data point in the angular dis-
tribution. The strength S is increased until this
equation is satisfied at some data point. This
technique evaluates the uncertainty in p,(») due to
statistical error in the data and due to that error
caused by the fact that the experimental data ex-
tend only to finite momentum transfer.
Uncertainties in the neutron density caused by
systematic errors such as those in the (1) absolute
normalization and scattering angle of the data;
(2) proton density; (3) incident beam energy and
polarization; (4) nucleon-nucleon parameters for
a given discrete solution (see Sec. ITA); and, (5)
estimates for the second-order correlation terms
are evaluated by individually varying each of these
inputs, recovering the fit to the elastic data by
varying the neutron surface geometry, and noting
the change in the rms radius.® The results based
on first-order calculations for several nuclei are
given in Refs. 5 and 6. Since correlations are in-
cluded in the present analysis, the uncertainty in
the deduced neutron matter radius is reduced from
the value of +0.07 fm in Refs. 5 and 6 to about
+0.05 fm. Of course this estimate assumes a par-

ticular solution to the two-nucleon data. As wds
pointed out in Sec. IIA, radius differences of about’
0.2 fm can occur if one adopts different discrete
solutions for the N-N amplitudes, and it is em--
phasized that the quoted errors of +0.05 fm here or
+0.07 fm in the earlier first-order analysis®:® do
not make allowance for these discrete ambiguities.
A list of several higher-order corrections not
included here will close this section. Virtual
charge exchange induced by the isovector part of
the N-N amplitude has not been computed here,
but has been shown to be very small at these ener-
gies by Harrington and Varma.® Long range cor-
relations involving virtual excitation to low lying

nuclear collective states is largely taken into ac-

count already in these second-order calculations.™
The remaining correction has been shown to be
very small for “°Ca by Abgrali® for ¢ <2.5 fm™,
Contributions of the double-spin-flip amplitudes
which enter only in the second-order potential are
totally negligible.®® Intermediate nucleon excited
states®:% are supposed to have the effect of filling
in the minima of the diffractive angular distribu-
tion and would be absorbed into the large uncer-
tainty in the a,; parameters of the N-N amplitudes
and would not have significant effects on the de-
duced neutron density. Projectile-target anti-
symmetrization®” as well as Fermi-motion averag-
ing®%° have been shown to be quite insignificant.

‘Third-order terms are also quite small.®*® Non-

locality effects should also be considered, but are
generally believed to be negligible for proton scat-
tering at intermediate energies.!”’®™ Finally, cor-
rections due to exchange currents’ are not ex-
plicitly included. All of these corrections are
small relative to the Pauli correlation correction,
and at any rate would tend to cancel out when rel-
ative differences of neutron densities are computed
as is done here. The numerical results of the cal-
culations described in this section will now be .
given. '

III. RESULTS OF THE ANALYSIS

The elastic angular distribution and analyzing
power data, A (6), have been studied using the
optical potential of Eq. (57) with the proton densi-
ties having been derived from empirical charge
densities**-5% using Eq. (13). These data were then
simultaneously fit by varying the parameters of
the neutron model density in Eq. (58) and the iso-
spin averaged, spin-dependent parameters 5, and
o, (see Sec. ITA). The fits to the elastic angular
distributions are generally extremely similar to
the previously published first-order results'*® and
so will not be repeated again here. Some improve-
ment in the fits to the back angle data is worth
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TABLE IV. Best fit neutron density parameters, isospin averaged spin dependent param-
eters, and rms radii of the neutron, proton, and charge densities as derived from the second-

order calculations discussed in Sec. II.

R, 2, FDVE W a8, By

Nucleus wy, fm fm k& fm fm fm fm? G,  fm?
40ca —0.082 3.48 0.64 1 3.491 3.392 3.482 10.8 0.60 0.2
48ca 0.078 3.85 0.53 1 3.625 3.396 3.470 8.6 0.70 0.2
58Ni 0.13 3.90 0,54 1 3.700 3.686 3.772 9.9 0.60 0.2
4N 0.28 3.88 0.60 1 3.912 3.745 3.845 9.6 0.70 0.2
Hégp 0.31 4.72 2.86 2 4.692 4.546 4.619 8.8 0.73 0.2
1245, 0.45 4.96 2.86 2 4.851 4.599 4.670 8.4 0.71 0.2
208pp 0.33 5.93 3.28 2 5.611 5.453 5.503 8.2 0.69 0.2
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mentioning, however. For *»*Ca and °®Ni the
first-order results** at back angles (6, =18°) .
are shifted inward in angle and are too low in
magnitude. Best fits using the second-order opti-
cal potential can remove some of this discrepancy.
The best fits obtained to the proton-nucleus
analyzing powers with the second-order calcula-
tions are slightly worse than those of the first-
order calculations. As stated in Sec. IIC the pre-
dicted A,(6) is lowered at forward angles and the
maxima are raised at back angles. A partial
recovery of the fits in second-order can be ob-
tained by reducing the imaginary part of the spin-
orbit potential, i.e., increasing &sp but keeping

10° —— —
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FIG. 6. Theoretical second-order optical potential
fits and experimental elastic angular distribution data
for polarized protons on %48Ca at 0.8 GeV. Statistical
errors are generally smaller than the plotted points.

(8,a,,) constant. The typical changes in a,, and 6,
from the values empirically deduced via first-or-
der calculations are +0.1 and -2 fm?, respective-
ly. In the final fits the first maximum is lowered
by 0.025 for °Ca and 0.012 for !2Sn, while the
last maximum is raised 0.10 for *°Ca and 0.03 for
1243n. The correlation effects decrease with in-
creasing target mass. For the study of neutron
densities, which is the primary interest here,
such differences in the quality of the fit to the
Ay(9) data are insignificant, since the entire spin-
orbit potential itself has only a perturbative effect
on p,(r).} '
_ The values of the neutron density parameters,
6, and a,, which provide the best fits to the p +A
data as well as the neutron and proton point den-
sity rms radii are given'in Table IV. The second-
order calculations for *»%8Ca are shown in Fig. 6.
The improved quality of the fit at back angles can
be seen by comparing these fits to those in Ref. 4.
The poor agreement between theory and experi-
ment at the very forward angles (<7°) for *Ca has
recently been determined to be due to experimental
difficulties™ so that the very forward angle data

TABLE V. Neutron-proton and neutron isotopic dif-
ferences as deduced by the second-order analysis pre-
sented here and as predicted by the density matrix ex-
pansion variant of Hartree-Fock theory. All values are
in Fermis. The deduced A7, values are uncertain by
+0.05 fm and the errors in A7, given here are ex-
plained in the text.

Deduced DME

Nucleus Ary, AV Dy, Ay

ca 0.10 -0.05

48ca 0.23 0.13+0.04 0.19 0.26

58N 0.01 0.00

64N 0.17 0.21+0.02 0.13 0.18

Hegp 0.15 0.12

124gy 0.25 '0.16+0.02 0.21 0.13

208pp, 0.16 0.20
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shown here were not included in the |x|? minimi-
zation procedure. Only %%»%%Ca are analyzed here
since the principal interest is to make detailed
comparisons-of neutron density shapes and rms
radii with Hartree-Fock predictions, which should
be quite good for *»*8Ca,3%%3 but less reliable for
42'44(:3.-

In Table V the final values for Ar,, =(r /2
_ <,;,p2>1/2 and for Arrm' E(V”Z(N', Z)>1/2 —(T"Z(N,Z»l/z
are given. As stated in Sec. IID the error in
Ar,, is about +0.05 fm. The uncertainties which
contribute to the error in A7, are the statistical
error and model dependence of the deduced neutron
densities and the error in the charge densities.
Adding each of these uncertainties in quadrature,
one obtains an uncertainty in Az, of +0.04,
+0.02, and +0.02 fm for the *»%Ca, % %Ni, and
16,1245 differences, respectively. Also given in
Table V are the corresponding quantities as pre-
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FIG. 7. Point neutron density distributions for
40,48Ca deduced from the second-order KMT analysis
(shaded bands) and predicted by the density matrix
expansion approach to Hartree-Fock theory (dashed
curves) as discussed in the text. The difference between
the #8Ca and 4%Ca deduced neutron densities is compared
with the difference predicted by the DME code of Negele
in the lower half.

dicted by the density matrix expansion (DME) code
of Negele.®® The agreement is very good in all
cases, except for °Ca. The 7,(**Ca) —7,(*°Ca) dif-
ference is usually found to be about 0.17 +0.04

fm* 11:1%,45 from analyses of proton scattering data,
in disagreement with the 0.25 fm typically pre-

- dicted by Hartree-Fock calculations.* 35 The

values of A7, obtained here for the ****Ca
LAMPF data* are generally about 0.08 fm larger
than that determined by analyses of the 1.04 GeV
Saclay data.'’ Plans are underway at LAMPF to
retake these calcium data,” and it is possible that
the overall normalization could change and this
0.08 fm discrepancy be largely removed. Even if
such a renormalization of the calcium data should
result, the »,(**Ca) - ,(*°Ca) difference would re-
main essentially unchanged.

The deduced neutron density error envelopes
have been computed for each of these nuclei as
discussed in Sec. IID and in Ref, 6. The results
are shown in Figs. 7-9, The shaded regions in
the upper halves of these figures encompass all
the neutron densities randomly generated accord-
ing to Egs. (59)-(61). The dashed curves are the
point neutron densities predicted by the DME
code.?® The best agreement here is obtained for
%Ca and %12ign, In all cases the DME densities
are slightly too diffuse compared with the deduced

T T T T T T T

NEUTRON DENSITY DISTRIBUTIONS

B S -

— DME
NEUTRON

P (0 (NEUTRONS / fm3) x 10°

N

ap (r) (NEUTRONS /fm3) x 10

FIG. 8. The same as in Fig. 7, but for 588Ni,
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FIG. 9. The same as in Fig. 7, but for 116:124gn

densities. The shaded envelopes in the upper
halves of these figures account for statistical and
model dependence errors only.

In the lower halves of Figs. 7-9 the neutron dif-
ference envelopes and DME predictions are com-
pared for 4%%8Ca, 5%:5Ni, and !'%!24Sn, respective-
ly. For the *»*Ca and °%%Ni differences the sta-
tistical and model-dependence errors are added in
quadrature with the proton density error envelope
as obtained from analyses of electron scattering
and muonic atom data,®* this proton error being
weighted by Z/N before being added to the neutron
statistical error envelope. For the *%1248n com-
parison, no proton density error envelopes were
available, but based on the effects this error has
upon the **8Cga and %% °%Ni difference envelopes,
the difference band in Fig. 9 should be about 50%
wider for » =3 fm. No error band is given for the
DME predictions since the dashed curves are only
intended to qualitatively indicate the nature of
Hartree-Fock predictions. The general agreement
is good for all three cases. Because of the re-
duced errors for Av,, due to the cancellation of

systematic errors as discussed in Sec. II, the
relative difference comparisons in Table V and in
Figs. 7T-9 offer a sensitive test of Hartree-Fock
theory.

IV. SUMMARY AND CONCLUSIONS

In this work a careful effort has been made to
calculate accurately the relative differences be-
tween deduced neutron rms radii and between den-
sity distributions of various isotopes using the
Kerman, McManus, and Thaler theory of the opti-
cal potential. Comparisons with typical Hartree-
Fock predictions, namely those of the density ma-
trix expansion approach,3® have also been presen-
ted. Ambiguities in fitting the two-nucleon cross
section and polarization data and uncertainties as to
the importance of double-spin-flip amplitudes have
been pointed out as being the prime motivation for
concentrating for the present on these relative
difference comparisons. Electromagnetic correc-
tions to the proton density have been explicitly in-
cluded as have the major second-order terms in
the proton-nucleus optical potential, both for the
central and the spin-orbit parts. Approximately
model-independent densities have been used for
the neutron densities in order to estimate the un-
certainty in the deduced neutron distribution and
radius due to statistical and model-dependence
errors, Other systematic sources of error have
been included from which a total error for the ab-
solute and relative neutron radii are obtained. It
is seen that the electromagnetic and correlation
corrections are both small and each tends to can-
cel the other’s effect on the deduced neutron radii.
Therefore, the earlier first-order calculations do
provide good estimates of Av,,, A7,,,, and p,(¥)
within the stated errors of these analyses.?™®

From the generally good agreement with Har-
tree-Fock predictions found here and else-
where? %144 for the deduced values of A7,,, one
should not expect the uncertainties and ambiguities
with the two-nucleon amplitudes discussed in Sec.
IIA to be too serious. However, until the two-
nucleon amplitudes are completely determined at
energies near 1 GeV, final KMT values for Ar,,
cannot be given and the errors quoted for Ar,, can
only be computed as given here and in Ref. 6. The
point to be emphasized here is that reliable mea-
sures of the isotopic differences between neutron
densities and radii can be made as long as reason-
able estimates for the spin-independent N-N
amplitudes are used. Thus for now at least,
these isotopic density and radii differences pose
the most severe tests for the Hartree-Fock pre-
dictions of neutron matter densities.
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