
PHYSICAL REVIEW C VOLUME 19, NUMBER 4 APRIL 1979

Differential fragmentation cross sections for 7.3 Gev nitrogen ions incident on protons
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Differential cross sections der/dQ for the inclusive reaction '"N + p ~Z + anything (for 3 & Z & 6) have
been measured at six laboratory production angles (0 & 5') for 7.3 GeV nitrogen ions interacting in liquid

hydrogen. The angular distributions for C, 8, and Be fragments decrease sharply with increasing angle, as
expected for this type of peripheral reaction. The corresponding transverse momentum (p, ) distributions for
these fragments can be represented by Gaussian functions of p, . The Li distribution appears to be non-

Gaussian, suggesting one (or more) different production mechanisms. The dependence of the widths of the
momentum distributions on fragment mass is not consistent with theoretical predictions, and shows some
evidence for an "effective*' number of nucleons which determine the fragmentation spectrum of the nitrogen
nucleus. Integration of the angular distributions gives partial production cross sections which are consistent
with results at higher energy. This energy-independent behavior implies that limiting fragmentation is

applicable down to energies of 0.5 GeV/nucleon.

NUCLEAR REACTIONS Relativistic heavy ions; fragmentation of 7.3 GeV ni-
trogen on protons.

I. INTRODUCTION

The products of high energy, heavy ion nuclear
interactions can be fragments of the projectile,
fragments of the target nucleus, and nucleons (or
groups of nucleons such as n particles) produced
in an interaction region where projectile and tar-
get overlap. The projectile fragments emerge
from the interaction that created them in a direc-
tion very close to that of the incoming primary
heavy ion, with little or no change in velocity
from that of the primary. "

Projectile fragmentation, most commonly re-
ferred to simply as fragmentation, shows the
following characteristics' ':

1. The reactions resulting in projectile frag-
ments are due to grazing collisions.

2. The total reaction cross sections are gen-
erally independent of energy in the energy region
above 300 meV/nucleon.

3. The velocity of the fragments is close to the
velocity of the incident projectile, and the frag-
ments are observed principally i.n the forward di-
rection. The momentum distributions of the
fragments are Gaussian in the parallel and per-
pendicular components, showing that they are
emitted isotropically in the frame of reference of
the projectile. The standard deviation of this
Gaussian shape approximates a parabolic function
of the beam and the fragment masses, but is inde-

pendent of the target mass.
4. The probability of producing a given frag-

ment is related to the target mass only through a
geometric scale factor.

5. Geometric considerations have resulted in
calculations of the total cross section as two
overlapping black disks with the overlap region
subtracted. ' . Saito, ' however, analyzed the avail-
able data for inelastic cross sections, and con-
cluded that an adequate fit is obtained by simply
adding the areas of the two nuclei. A similar
conclusion was reached in a calculation by Bar-
shay. '

Various calculations exist for predicting the
standard deviation of the Gaussian momentum
distributions based on the internal energy of the
projectile excited by a grazing collision, but,
although the predicted parabolic function is found
to be a reasonable approximation, deviations
persist at the 2-3 standard deviation level.

The extent to which the results of nucleus-nu-
cleus interactions can be interpreted as due to
the superposition on nucleus-nucleon or even

nucleon-nucleon interactions is unclear, and con-
stitutes one of the more interesting open ques-
tions of this field. It is thus useful to measure
the fragmentation products from a nuclear pro-
jectile on a hydrogen target in order to gain a
better insight into this problem. A practical ad-
vantage of such a scheme is that the fragments
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are produced at approximately the beam velocity
in the laboratory frame of reference; whereas,
they do not have enough energy to leave the target
material in the kinematically equivalent situation
when a proton beam is incident on a nuclear tar-
get.

We report here a measurement of the differen-
tial cross sections for the inclusive reaction
"N+P-Z + anything, where "N is the incident
beam, interacting in a liquid hydrogen target, and
g refers to the elements Li, Be, B, or C. The
experiment was performed at the Princeton Par-
ticle Accelerator (PPA) at a beam energy of 0.52
GeV/nucleon, using a scintillation and Cherenkov
counter telescope as the detector. The fragments
produced at 0.25, 0.75, 1,25, 1.75, 3.00, and
4.75 degrees in the laboratory were measured
within a solid angle of 0.044 msr, and the cross
sections, at each angle, were obtained by sub-
tracting a "target out" background from the "tar-
get in" measurements, after normalization and
corrections. The detector provided charge reso-
lution but no isotopic identification. Calibration
studies of the detector, which yielded data on the
degree of light saturation in the plastic scintilla-
tor, are discussed in the Appendix.

The transverse momentum distributions of the
fragments were obtained from the differential
cross sections at the different angles, assuming
that the velocity of the fragments in the beam
direction is the same as the projectile velocity,
and using a mean isotopic mass for each element. '
These transverse momentum distributions are
compared to the results obtained a higher ener-
gy, ' to investigate the energy dependence of
fragmentation, and to the predictions of theore-
tical models of the process. " Also, the integra-
tion of the angular distribution yields partial
fragmentation cross sections which are compared
to the results of other experiments and to the
predictions of semiempirical formulas. '

II. EXPERIMENTAL APPARATUS AND PROCEDURES

For this experiment the PPA" accelerated
N" ions to 7.3 GeV with an intensity limited to
10'-10' ions per second. The beam was reson-
antly extracted and had an energy spread KZ/Z
=2-5/o (FWHM). The PPA had an acceleration
cycle of =50 ms; the beam was extracted in 2 ms
with an RF structure of 33 ns.

Figure 1 shows the experimental arrangement.
The extracted nitrogen ion beam was fully strip-
ped in the exit window of the beam transport sys-
tem; it passed through two scintillation counters
and the liquid hydrogen target before entering the
detector. The profile and divergence of the beam

TARGET
ASSEMBLY

BEAM
EXIT

IJ

iL

UPSTREAM H ~ T. O. F.
MONITORS (Start)

I M

PARTICLE
IOENTIF I ER

FIG. 1. A plan of the experimental area showing the
beam exit window, liquid hydrogen target, TOP counter,
and the particle identifier. The scintil. labors, Pilot B,
and the Cherenkov radiator, Pilot 425, were manufac-
tured by Nuclear Enterprises, Ltd.

were measured with a nuclear emulsion stack.
The beam intensity was peaked around the center-
line of the apparatus with a FWHM of -27 mm,
and displayed a divergence of -8 mrad from a
focus upstream of the apparatus. The upstream
monitor scintillator (II2) was used to select the
central -20% of the beam distribution for this
experiment.

The liquid hydrogen target (LHT) was enclosed
in an evacuated cylinder with 0.025 cm thick My-
lar end windows. The liquid hydrogen was con-
tained in a cylindrical Mylar flask 6.61 cm in
length with molded hemispherical end caps of
0.008 cm thick Mylar. The temperature and va-
por pressure of the hydrogen were monitored
continuously, and the temperature was regulated
by a heating resistor. The target was mounted to
be moved into and out of the beam with a repro-
ducibility of position in the beam of +0.05 cm.
The target assembly presented approximately
0.5 g/cm~ of liquid hydrogen and - 0.09 g/cm' of
Mylar on the beam. With the target assembly
removed from the beamline, an additional 0.09
g/cm' of air is placed into the path of the par-
ticles, making the target "empty" configuration
approximately equal for fragmentation to the tar-
get "out" beamline.

The elements of the detection system, shown
schematically on Fig. 1, are described in Table
I in which the "counter" column refers to the
numbers on Fig. i. The upstream counters, 1 and
2, monitored the number of incident particles and
selected the beam events. Counters 3 and 6 com-
prised the time-of-flight (TOF) telescope, and
scintillators 4 and 5 were designed to measure
the energy lost by each event. The disc counter
(6) restricted the solid angle of the telescope to
0.044 +0.001 msr, and the Cherenkov detector
('7) was used to select particles with velocity P
~ 0.63'. Detector elements 4-7, the particle
identifier, were moved as a unit to the various
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TABLE I. Counter descriptions.

Counter Purpose Dimensions (cm)

Upstream monitor
Monitor and beam selection
TOF (start)
First dE/dx
Second dE/dx
TOF (stop) and geometry
Cherenkov

12.5 x 12.5 x 0.25
0,3 x 0.9 diam. disc

12.5 x 12.5 x 0.3
12.5 x 12.5 x 0.9
12.5 x 12.5 x 0.9
0.3 x 1.9 diam. disc

12.5 x 12.5 x 0.6
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FIG. 2. The logic diagram for the experiment. Boxes
containing numbers represent sealer rates recorded for
each run. The magnetic tape readout system is indicated
on the right-hand side of the figure.

angles.
The efficiency, as a function of photomultiplier

voltage, was measured for each counter with
both cosmic-ray p. -mesons and a low-intensity
nitrogen beam. The operating voltages were set
in the middle of the resulting plateaux of the
efficiency curves. Counters 4 and 5 each had two
light pipes giving two output signals (referred to
as a and 5). The outputs with the better resolu-
tion, 4b and 5b, were used for pulse height analy-
sis, and signals 4a and 5a were employed to mon-
itor the detector performance.

The electronic logic for data acquisition is shown
schematically in Fig. 2. The solid boxes contain-
ing numbers on Fig. 2 show coincidences which
provided information on detector efficiency and
performance or on the beam characteristics. The
1 Q2 rate refers to a coincidence between counter
1 and a delayed signal from counter 2. The delay
corresponds to the time between beam pulses
(= 33 ns); the 1 Q2 rate is related to the average
number of beam particles per pulse.

Acceptable events were defined by the logic
1264b56, which constituted the- "event" trigger.

Once an acceptable event was recognized, the
"event" trigger enabled a gate for readout onto
the magnetic tape.

III. CALIBRATION

Before data acquisition was begun, the detector
counters were calibrated in the nitrogen beam to
determine their efficiency, resolution, and time
response. By fitting Gaussian curves, counters
4b and 5b displayed pulse height resolutions of 6Q
and 9/0 (FWHM), respectively; counters 4a and
5a each had a FWHM in excess of 10/o. For the
TOF system a resolution in energy of -30%%uo was
obtained (due to the short baseline over which the
TOF was measured). This was not sufficient to
detect small changes in energy, but it did provide
a means of rejecting background triggers.

Test runs were conducted with the detector
positioned at a small angle to the beam and a thin
metal slab in the beam as a target for fragmenta-
tion. The event trigger was 1246 for these runs,
and only particles in the central portion of the
TOF peak were accepted for analysis. This pro-
vided a sample of all charges for which the ef-
ficiency of each counter was measured utilizing
the pattern register. All counters displayed an
efficiency of 100'%%uo for Z & 2 particles except for
the Cherenkov detector, whose efficiency de-
creased with cha. rge from 100/o for nitrogen and
carbon to 88%%uo for lithium.

These data were also used to determine the re-
sponse curve of the Pilot B scintillator, discus-
sed in the Appendix. The observed scintillator
saturation is in general agreement with previous
measurements and is not severe enough to cause
any misidentification of the fragments as illustra-
ted by the uncorrected pulse height spectrum for
counter 4B shown on Fig. 3(a). Protons and most
0. particles were excluded by the discriminator
thresholds. On Fig. 3(a), the peaks for lithium
and beryllium events are broader than expected
considering only photoelectron statistics. " In-
strumental effects may account for some of the
width, but much of the broadening appears to be
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due to a kinematical effect in the fragmentation
process. In the projectile rest frame, a given
type of fragment may be emitted into either the
forward or backward hemisphere. In the labora-
tory, these events have a small difference in
velocity, and consequently, a variation in the
amount of energy deposited in the scintillator.
This leads to a broadening of the peaks which is
most evident for lithium and beryllium as these
fragments are approximately half of the mass of
the incident beam.

A second feature of Fig. 3(a) is the presence of
many events in pulse-height channels higher than
the nitrogen peak. These are assumed to repre-
sent multiple particles in the detector ("pile up")
within the system resolving time. This interpre-
tation is consistent with the following experiment-
al observations: For the same angular position,
the fraction of "pile-up" events increases with the
intensity of the nitrogen beam. Also, for runs in
the direct beam near 0', the "pile-up" spectrum
shows a peak characteristic of two nitrogen ions
recorded simultaneously. Finally, "pile-up"
events are absent for runs at large production
angles, such that the edge of the direct beam is
removed from the detector.

Four types of multiple events are considered:
First, a particle (either beam or fragment) ac-
companied by a nitrogen ion. This class of event
appears in the pulse-height spectrum above the
nitrogen peak, and will produce corresponding
signals in counters 4 and 5. The distribution of
these "pile-up" events mirrors the distribution
of events in the lower pulse-height channels;
these events were thus assigned to the various
charge peaks.

Second, two separately produced fragments re-

20 40 60 80 20 40 60 80
PUt SF HEIGHT CHANNEL

FIG. 3. Pulse-height spectrum observed in counter 4b
at a production angle of 0.75 . Baw data are shown on
part (a) with charge intervals indicated. Part (b) gives
the corrected correlated spectrum, for the same data,
normalized to the same number of events as part (a).

corded simultaneously. For the low beam rate
in this experiment, the probability of this occur-
rence is negligible.

Third, a beam or fragment particle recorded
along with background radiation such as low ener-
gy protons, o. s, or neutrons. This background
might arise from interactions of the beam with the
framework around the detector or other extra-
neous material along the beam line. Depending
upon the energy of the background radiation this
third type of "pile-up" may appear anywhere in the
pulse-height spectrum, but will not necessarily
produce the same signal in counters 4 and 5,
which together comprise about 2 g/cm' of mater-
ial. Thus, these events can be eliminated by re-
quiring a correlation between the signals in coun-
ters 4 and 5, as described in the following sec-
tion.

Fourth, two particles being produced in the in-
teraction process. An example is the production
of 'Be, which decays before reaching the detector
into two n particles. In most interactions, the
particles in the final state are well separated in
angle and only one particle is contained within the
solid angle of the detector. However, in the case
of radioactive 'Be, the decay energy is not suf-
ficient to separate the two o. particles, and these
events appear at the location of the lithium peak
in the pulse-height spectrum. It was not possible
to eliminate this effect directly during the analy-
sis, and a correction to the final cross sections
was necessary.

IV. DATA ANALYSIS

The data set for the measurement of the differ-
ential cross sections consisted of 15 runs, each
with the target in and the target out of the beam
line, at six separate production angles between 0
and 5 degrees to the beam direction. A typical
run consisted of 3000 to 20000 events at a given
angle. For each angular position, the differential
cross section was obtained from

where N(Z, 0) is the number of fragments of charge
g at the angle 8, and the superscripts i and o
refer, respectively, to runs with the target in and
the target out of the beam, Mis the nurgber of in-
cident beam particles, &0 is the solid angle sub-
tended by the detector, A is the atomic weight of
the liquid hydrogen, Xo is Avogadro's number,
p is the mean density of the liquid hydrogen during
the run, and ~=6.61 + 0.07 cm is the mean path
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length in the liquid hydrogen along the beam direc-
tion.

A. Determination of N(Z, 0)

The number of fragments of each charge, at each
angle, N(Z, 8),was obtained from pulse-height
spectra in counters 4& and 5b that satisfied the
hard-wired trigger logic (124b5b6), fired the
Cherenkov counter, and fell in the TOF window.
The pulse-height spectra were divided into charge
intervals, as shown in Fig. 3(a), and a further
selection was made of events that fell into corre-
sponding charge intervals in the pulse-height
spectra of both counters 4b and 5b. Small changes
in the definition of these charge intervals did not
change the number of events by more than 2% in
the worst case.

The distribution of the events thus selected was
fitted to a Gaussian shape, and the appropriate
areas under the tails of the distribution were ad-
ded, with consideration for overlap of adjacent
charge intervals. This number was then correct-
ed, for each charge, for nuclear interactions in
the -2 g/cm' of scintillator material (4/0-6%, de-
pending on fragment type). ' "'" Estimates of
fragmentaion probabilities obtained from semi-
empirical cross section formulas" were used to
calculate the fraction of nuclear interactions re-
sulting in events already included in the previous
selection. This correction was found to be less
than 1% for all charges. The overlap and inter-
action corrections contributed between 10% and

15/0 to the number of events, depending on angu-
lar position and charge resolution.

Let the events selected according to the above
procedure be denoted by n, (Z). These events must
be further corrected for effects due to multiple
particles and the nonunity Cherenkov counter ef-
ficiency in order to obtain N(Z, 8). A pulse-height
spectrum of nc(Z) is shown on Fig. 3(b), normal-
ized to the same number of events as in Fig. 3(a}.
The presence of events due to helium in Fig. 3(a)
shows that the discriminator thresholds were suf-
ficiently below the lithium channel so that no loss
of real lithium particles occurred. The efficiency
of the selection procedure for nc(Z) may be seen
by comparison with Fig. 3(b), where no significant
contamination by helium remains.

The multiple particle events above the nitrogen
peak, illustrated in Fig. 3(b), were divided among
the various charges in proportion to the fraction
of mc(Z) in the total spectrum, after corrections
for the -5% difference in solid angle between coun-
ters 4 and 5 (which results in different geometries
for multiple event detection} and for nuclear inter-
actions. Let the number of multipartic&e events
assigned to each charge be &*(Z). Then the num-

2=7
g =(1/n ) Q [nc(Z)+n*(Z)], (3)

and no represents the total number of particles
with Z &2 that satisfy the trigger logic, and are
counted by the Cherenkov detector.

B. Determination of N

The normalization, M, was obtained from the
recorded number of counts in the beam telescope,
(12), after correction for accidental coincidences
between counters 1 and 2, not related to the beam.
The number of counts from counter 1, N„was
recorded for each run. Assuming that the rate of
counter 2 is approximately the same as the co-
incidence rate between the counters, the number
of accidental counts for a run consisting of N,
spills (each of which is 2 ms in duration) was cal-
culated according to

(12)„,= (12)&& [1-exp(- R,4T}], (4)

where 4T =250 ns is the length of the output dis-
criminator pulse from counter 1,. and R, N, /
(2x10 ' ns) is the counting rate in counter 1.

For most of the runs reported here, the number
of accidental coincidences was only a few percent
of the total.

C. Other parameters

The density of the liquid hydrogen in the target
used for each run was calculated from the average
temperature and vapor pressure of the liquid. "
The hydrogen density varied by less than 10% over
the series of runs composing this data set. The
mean thickness in the beam direction of the column
of liquid hydrogen was taken as the distance be-
tween the intersections of the hemispherical end
caps with a cylinder of cross section equal to
one-half the area of the beam spot accepted by
counter 2. This was found to be 6.61 a 0.0V cm,
with the uncertainty determined by the curvature

ber of events of charge Z obtained is nc(Z)+n+(Z).
- Multiple events consisting of a fragment or beam
particle accompanied by background, and any
events in possible non-Gaussian tails of the dis-
tributions for each charge are not included in
[+c(Z)+&*(Z)]. This results in a loss of otherwise
legitimate contributions to W(Z, 8} of the order of
5%. In order to correct for this loss, Nc(Z)
++*(Z) was normalized to the total number of
events. Let &~ be the Cherenkov counter efficien-
cy. Then

N(Z, 8}=[no(Z) +n+(Z)] /pe~,

where the normalization factor, h, is given by
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of the flask end caps over the selected portion
(0.95 cm diameter of counter 2) of the beam.

The angular position for each run was deter-
mined from the positioning of the detector and the
beam, relative to the center line of the apparatus.
Beam drift, due to small changes in the quadrupole
magnets in the beam transport system, was mon-
itored by the ratio ~» which gives, for runs at
zero degrees, the fraction of the beam incident
on the disc of. counter 6. Only one shift in the
beam position was observed throughout the ex-
perimentt.

dO
clQ
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sr
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D. Consistency checks

TABLE H. Null-cross-section test at 8 = 0.25'.

Fragment der/dn (mb/sr)

Carbon
Boron

. Beryllium
Lithium

5.3 ~ 3.7
0.1+ 1.3
0.4~ 1.4
0.3+ 0.9

Several tests were applied to the experimental
data to check for consistency in analysis and nor-
malization. First, if the analysis and normaliza-
tion are correct, the values of da/otQ obtained by
subtracting two presumably identical runs should
be zero within the experimental uncertainties.
Thus null-cross-section test was applied to "tar-
get-in" runs at small angles, and da/dQ values
for two runs at 0.25' are shown in Table II. The
cross sections are consistent with zero within the
uncertainties. For the results in Table II, the g'
confidence level is -70/z, due principally to the
carbon cross section which may be influenced by
the large nitrogen peak recorded in these runs
near zero degrees. The confidence level is much
higher for the remaining fragments.

A second test was applied to the "nitrogen"
events which should show a cross-section de-
pendence on laboratory scattering angle given by
the Rutherford scattering formula. " Figure 4
shows the differential cross section for relativis-
tic Rutherford scattering plotted over the data
points measured in this experiment. The data
are in excellent agreement with the calculated
curve.

As noted above, "target out" (as opposed to
"target empty") runs were used for background
subtraction, since the amount of material in the
beam was the same in each case. A data run was
made with an empty target to verify this, and the
results were equal to those of a "target out" run
within the estimated measurement uncertainties.

IO I

2
ANGLE (deg)

FIG. 4. The angular distribution of the nitrogen. data
plotted over the calculated relativistic Rutherford scat-
tering cross section for & 0.5'.

V. ERROR ANALYSIS

The main source of error in the differential
cross sections is the statistical uncertainty in-
troduced by the "target in-target out" subtrac-
tion, followed by the errors in N(Z, 8), M, 8, and
p. The solid angle, 40, and the thickness of the
column of liquid hydrogen, are known accurately,
and their errors contribute less than 1~/~ each to
the final uncertainty. Table III lists the sources
of error, an estimate of the absolute magnitude
of each, and the contribution of each to the final
uncertainty in do'/dQ.

The statistical uncertainty in the number of
events collected for each charge group varies
from about 5% to 20/o, depending upon the frag-
ment and the angle. Few lithium fragments were
observed at small angles, and few nitrogen par-
ticles were found at the larger angles. Uncertain-
ties in the mean and the width of the Gaussian
distributions introduce an error into the correc-
tion for distribution overlap. The corrections for
interactions in the detector are based upon cross-
section estimates which are accurate, on the
average, to 20'%%uo. However, since only about 5/o

of the incident particles undergo a nuclear inter-
action, these corrections contribute negligibly to
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TABLE III. Error estimates.

Quantity

x(s, 6)

Source

Statistical
Corrections
Overlap
Interactions
C Efficiency

Statistical
Correction
Fluctuations
Positioning

Uncertainty

3-15%
4-8 %
3-7%

~5%

6].%
+50%

&].%
~0.05

Contribution to final error

5-20%
2-5 %
1-2%

&2%
S1%
«0.5%
61%
S1%

the final uncertainty. Similarly, the Cherenkov
efficiency was only a small correction,

The uncertainty in normalization Mis derived
from a combination of the statistical uncertainty
in (12) and the error in the correction for acci-
dental coincidences. The density of the liquid
hydrogen fluctuated a small amount throughout
each run. This variation was monitored, and the
uncertainty in the mean density was found to be
~ 1%.

Detector and beam positioning combine to give
an uncertainty of + 0.05' in the angular position
for each run. A possible systematic error may
result from a difference in angle between the tar-
get-in and target-out runs, which were nominally
at the same position. As a precaution, data were
taken at zero degrees before and after each set
of runs at large angles. In addition, all "target-
out" data were plotted versus angle to look for
any suspicious runs, and none were found, thereby
eliminating concern about beam shifts.

VI. RESULTS AND DISCUSSION

A. Angular and transverse momentum distributions

io'-
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~ BORON (x IO )
O BERYLLIUM. (xlO )

X LITHIUM (xlO )

The differential cross sections, da'/dQ, are
plotted as a function of the production angle in
Fig. 5. The angular distributions are sharply
peaked in the forward direction, as is charac-
teristic of peripheral processes with small mo-
mentum transfer. The Be and Li distributions are
somewhat broader, and the lithium distribution
shows a shoulder at small angles. These distri-
butions are consistent with the results of a recent
study of 2-GeV/nucleon "0 interactions in nuclear
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FIG. 5. The angular distributions of the fragments
carbon, boron, beryllium, and lithium.

FIG. 6. The transverse momentum distribution for the
fragments, including solid curves, showing the least-
squares fit to the data with p& ~500 MeV/c. (See text
for details. )
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TABLE IV. The widths 6 in MeV/c of the momentum distribution.

Energy
(GeV/u) Ll Reference

14'
12+
12(
16O

«o

0.5
1.05
2.1
2.1
2.0

130+ 4
115+ g
124+ 8
120*4

-140

147 + 9
116+ 10
113+ 4
167+ 5

133+3
138+7
140+ 3
166+ 5

124+ 15
145+ 8
1381 5
152~ 5

This experiment

4

5

emulsion, ' where the lithium distribution was
found to be considerably wider than expected,
while the momentum distribution of carbon was in
agreement with the present results. Qur data are
also consistent with an explanation of the '4N frag-
mentation cross section obtained by Heckmann
et al. ' (see below) as due to an underestimate of
the width of the angular distribution. Agreement
with nuclear emulsion data should not be surpris-
ing since the shape of the projectile fragmentation
distributions has been found to be independent of
target. 4

It is useful to present the data in terms of the
quantity (1/P, )d&x/dP, , where it is expected that' '

(1/P, )do/dp, ~ exp[- —,'(P, /&)'] ~ (5)

The transverse and longitudinal momenta of the
fragments were not measured directly, but can be
calculated from the beam momentum and the mea-
sured angle, if it is assumed that the longitudinal
velocity of the fragments is equal to the velocity of
the beam, as

Fig. 6 masks the effect of the shoulder, yielding
a width more comparable to results reported in
Ref. 4 for ' I.i. If the shoulder slope is weighted
more in the fit, a larger width results. The data
suggest the presence of nuclear structure effects,
as also noted elsewhere, '' but are insufficient to
provide further insight into their nature.

The widths of the distributions given in Table
IV have been predicted, on the basis of general
statistical principles, " to be function of the mass
of the beam A, ~, and of the fragment, A&.

5'=45;a, (a, -a, )/a, 2,

where &, is a constant of the model related to the
nuclear Fermi momentum. Modifications to this
relation, based on a two-step ablation-abrasion
model" have been calculated. These calculations
result in anisotropies yielding widths of the trans-
verse momentum distribution greater than those
of the corresponding longitudinal momentum dis-
tribution by approximately 10%. Such effects are
of the order of magnitude of the errors in the

p, = P~tan 0, (6)

where A. ~ =14 is the mass of the beam nuclei, P~
is the beam momentum, and A& is the fragment
mass. A& was calculated as the mean mass for
each element, weighted by the fragmentation
parameters for each isotope obtained from the
semiempirical cross section model. '

The transverse momentum distribution is shown
on Fig. 6, and the lines give the least-squares
fit of Eq. (5) to points with P, & 500 MeV/c. The
widths of the Gaussians, ~, are collected in Table
IV, along with results obtained at higher energies,
averaged over the isotopic distribution. The
higher energy results of Ref. 4 are, furthermore,
widths of longitudinal momentum distributions,
found by the authors to be equal to the transverse
momentum distributions at the 10% level. The
results for carbon and Be seem to be in req, son-
able agreement. The width for boron seems to be
intermediate between that reported in Ref. 4 for
carbon and oxygen beams. The forced straight-
line fit to the lithium momentum distribution in

I80—

o l60-

CD~ l40—

60

~ l20—
I—
Cl—100—

80—

l i I I i I i I i I

2 4 6 8 l0 l2 l4

FRAGMENT MASS, A

FIG. 7. The dependence of the widths, 5, on the frag-
ment mass for 14N fragmentation. Data points are indi-
cated as diamonds. Extrapolation of the results mea-
sured at higher energies gives the stippled region, and
the solid line represents a fit of the present data to Eq.
(7). The dashed curve is the prediction obtained by as-
suming that an "effective" number of nucleons interacts,
as described in the text.
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measured widths, and need not be of concern here.
The widths obtained in this experiment are plot-

ted as a function of fragment mass in Fig. 7. The
stippled region shows the range of values expect-
ed, using Eq. (7) to represent the higher energy
data, with, 's given by Ref. 4. The upper limit
of this region corresponds to the results quoted for
2.1-GeV/nucleon "0, and the lower limit corre-
sponds to 1.05-GeV/nucleon "C data. ' The ex-
perimental values obtained in this experiment
are indicated as diamonds centered on the mean
mass of the fragments for each element, as de-
termiried from semiempirical cross-section
formulas. ' The lateral extent of the diamonds
denotes the mass range covered by the most
abundant isotopes. The solid black curve is a fit
of Eq. (7) to the present data, yielding a value of
', =146 + 6 MeV/c.

It can be seen in Fig. 7 that Eq. (7) only agrees
with the data within 2-3 standard deviations. This
is cons is tent with the obse rvation of Greine r
et at.' that, while Eq. (7) is an adequate qualitative
guide to the behavior of the distribution widths
at high energies, discrepancies of the same order
of magnitude, as noted here, exist, ascribed in
Ref. 4 to nuclear structure effects. Deviations
from the parabolic form of Eq. (7) are predicted
by a cluster substructure model of the fragmenting
nucleus"; however, these deviations are consider-
ably smaller in magnitude than the observed ones.

The existence of clusters in the projectile may
be thought of as a "core" of spectator nucleons that
do not participate in the interaction, while only an
"effective number" of nucleons interact with the
target. Such an idea is not new, and has been'em-
ployed successfully to interpret other aspects of
peripheral interactions, such as pion production
by hea.vy ipns. ' '" Fpr the present data. , this idea
can be explored by replacing the masses of the
beam and the fragment in Eq. (7) by (A~ —n) and

(A, —n), where n is the mass of the putative core.
Adopting ~0 =146 MeV/c, a value of n =4.1 is ob-
tained. It is tempting to speculate on whether this
value of & is indicative of a spec tator e-par tie le
core in the fragmenting projectile. The broken
curve on Fig. 7 has been calculated for n =4.0, and
seems to provide a somewhat better fit to our data.

B. Partial cross sections

The partial cross sections for the production of
each of the fragments were determined by inte-
grating the angular distribution, and the results
are given in Table V. The values for lithium and
beryllium have been corrected for multiple-par-
ticle events, using calculated cross sections for
'Be and 'B production' and estimates of the small
contributions from total breakup events. The
corrections were -10+3 mb and -2 +1 mb, re-
spectively. Also shown in Table V are the results
from other experiments for "C, "N, and "0
fragmentation at similar and higher energies.
Entries 2-5 give results from experiments at the
Bevatron, which measured the forward fragmenta-
tion products (within + 12.5 mrad of the beam di-
rection for lines 2, 3, and 5; + 4 mrad for the
early data in entry 4) for a variety of projectiles.
The results given for hydrogen were obtained
by CH, -C subtraction; Note that for the data list-
ed in row 4, some of the isotopic cross sections
for hydrogen were not reported explicitly. These
were obtained by scaling the carbon target results
by the factor of 0.62 given by the authors. ' The
following two lines, 6 and 7, show the results ob-
tained by the Orsay grpup ' frpm mass spectro-
meter studies of carbon and oxygen targets irra-
diated by 600 MeV protons (corresponding to
approximately the same relative velocity between
target and projectile, as in this experiment). The
values quoted on line 8 are derived from the

TABLE V. Production cross sections in mb.

Entry

(1)
(2)
(3)
(4)
(5)
(6)
(7)
(8)
(9)

'4X
12C
12C
'4X
16p

p
14N

p

Target

p
CH2-C
CH2-C
CH2-C
CH2-C
12C
16p

P

Energy
(GeV/u)

0.5
1.05
2.1
2.1
2.1
0.6
0.6
0.4
0.6

59+ 10

39~ 6
66+ 5

77k 23

28+ 4
50~ 3
48+ 5
20+ 3
26+ 5

37+ 13
50~ 15
40~ 12a, c

23+ 3
17+ 1
19+ 1
8+2

16+ 1
19+ 2
104 2
29+ 9
20+ 6'

Fragments
B Be Li

31~ 5
23+ 2
26+ 2
7+1

25+ 3
29+ 3
24+ 5
22k 7

Reference

This experiment
3
3
2d
3

24, 25
22 23
10b

26, 27

'Contains production of ' 1C as well as
Semi-empirical calculations.

'Contains estimated value for one or more isotopic cross sections.
Data apply only to 4.5 mrad cone centered at 0 .
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semiempirical equations, "with parameters that
include fits to high-energy data. A standard error
of 30% has been assigned to these calculated cross
sections. There are no other measurements of the
complete fragmentation spectrum of '~N, but there
have been measurements of the production crass
sections for selected isotopes in '4N fragmentation
reactions (see the compilation of data given in
Ref. 10). The final line of Table V gives results
from one set of experiments for which values of
the unmeasured isotopic cross sections were es-
timated from other data. "' '7

The results summarized in Table V ape plotted
on Fig. 8 for easier comparison. The horizontal
scale refers to the entries in Table V, and, in
addition, the beam energy and the nucleus which
fragments are indicated. It is evident that the
data for 2.1-GeV/nucleon "N fragmentation' are
systematically low. This was noted by the auth-
ors, and interpreted as due to the small accept-
ance angle of their apparatus. The broader angu-
lar distribution of lithium, as noted above, wouM
account for the low value shown in Fig. 8.

The results given in Table V and on Fig. 8
appear to be constant within -20% over the entire
energy range 0.5 to 2.1 GeV/nucleon. The re-
sults suggest energy independence in the frag-
mentation process above 0.5 GeV/nucleon, which
would support the hypothesis of "limiting frag-
mentation" advanced to explain the behavior of
composite particles in high-energy interactions.

VII. CONCLUSIONS

The angular and transverse momentum distribu-
tions measured in this experiment are consistent

with the assumptions that these fragmentation
reactions are mainly peripheral in character,
and that the fragments are emitted isotropically
in the projectile frame of reference. The lithium
fragments ma, y be an excepti. on to this general be-
havior, perhaps due to an additional or different
production mechanism. The partial cross sec-
tions obtained by integrating the measured angular
distributions are generally consistent with other
experiments within the uncertainties. Comparison
of the present results with data at, 1.05 and 2.1
GeV/nucleon seems to indicate that fragmentation
is energy independent (at -20% uncertainty level),
supporting evidence for the idea of limiting frag™
mentation at energies as low as 0.5 GeV/nucleon,
The widths of the momentum distributions found
in this experiment do not fit the expected parabol-
ic form, and provide further indication of the
importance of nuclear structure effects.
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APPENDIX A: PILOT 8 SCINTILLATOR RESPONSE

A
0

ccMMW&cbMM
CQ CQ M CQ CQ Ol CO CQ

In the course of this experiment, it was nec-
essary to measure the detailed response of the
Pilot Bscintillator to the particles under consider-
ation. This was done by selecting a sample of
events of each charge at the beam velocity (see
text for configuration), and by employing nitrogen
beam particles, whose energy was reduced by
known amounts in measured thicknesses of gra-
phite absorbers. The scintillator light output was
recorded by a pulse-height analyzer, and the en-
ergy deposited in the scintillator for each particle
or absorber configuration was computed from
range- ene rgy tables .

The effect of the photomultiplier tube and as-
sociated electronics was measured separately by
coupling a fast-rise-time light pulser to the cen-
ter of the scintillator, and employing calibrated
neutral density filters to give light pulses of vary-
ing intensity. This relative light scale was related
to energy loss values by exposing the scintillator,
both to a 'oSr-90Y P-particle source and to cosmic-
ray muons, and subsequently fitting the measured
spectra to the known P-particle and muon distri-
butions. These two scale calibrations agreed to
better than 10/o. Each data point was converted
into the signal resulting only from the scintillator
by unfolding the saturation due to the PM tube and
electronics. The results are given on Fig. 9.
Most of the saturation in output was due to the
scintillator material itself.

Scintillator saturation has been widely studied
with low energy particles" "and, to a lesser ex-
tent, with high energy, penetrating particles. "'"'~
Badhwar et al."summarized much of the earlier
data, and showed that the response of the NE-102
scintillator was adequately described by the equa-
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FIG. 9. The response of Pilot B scintillator, showing
the specific light output as a function of energy loss rate
for counter 4b. The curves represent fits to the data
(see Appendix) .
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tion"' '6

dL S dE/dx
dx 1+kb dE/dx+ C(dE/dx)2 (Al)

with C =—0 for values of dE/dx less than about
100 MeV cm'/g. Including larger energy loss val-
ues, dE/dx&100 MeVcm'/g, the specific light
output per unit path length, dL/dx, requires a
value of C = —7X10 ' MeVcm'/g) '. Values for
the constants S, &6, and C, obtained by fitting
our data on Fig. 9, are given in Table VI. The
first line gives the results for the raw data,
Pilot 8 scintillator plus PMT and associated
electronics. A comparison with the unfolded data
(second line on Table VI), shows that only a small
amount of saturation was introduced by the photo-
multiplier tube and electronics. The present data
cannot be fitted, acceptably, with a value of C =0,
and the value of the constant C inferred is positive
rather than negative. Further, the value of the
quenching factor, &b, found in this experiment,
is significantly less than that found in Ref. 33 (as
given on the third and fourth lines of the Table).

The remaining entries in Table VI give values
for the constants S, k&, and C derived from other
studies of the response of plastic scintillators.

Note that the data divide themselves into two
groups: results derived from high-energy par-
ticles, in particular, cosmic rays, and data
derived from low-energy stopping protons or heavy
ions. Our results are in approximate agreement
with the data for relativistic cosmic rays in the
NE 102 scintillator, "but give a smaller &b

parameter than the results for cosmic rays in the
Pilot & scintillator. " It should be noted that the
values quoted in Table VI for Befs. 13 and 34 were
inferred from graphical data assuming C =0 and,
therefore, do not represent the "best fit" to that
data. Comparison with the low-energy stopping
particle data is worse except for protons stopping
in NE 102." The large values of the parameter S
for the Pilot U data" suggest that the results can-
not be extrapolated to small values of dE/dx. Of
course, differences in the types of scintillators
employed may account for some of the variation
in results, but it appears that a single theory of
saturation, as represented by Eq. (Al), does not
apply to both low-energy stopping particles with
large ionization rates and relativistic nuclei. "'"
Further, the data of Refs. 13 and 34 suggest that
at high energy the saturation depends explicitly on
the charge of the particle under study.
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