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The (p,pa) reaction on SLi, "Li, *Be, and !*C has been investigated experimentally at a bombarding energy of
100 MeV. Data were obtained at a large number of angle pairs in order to study the reaction mechanism. The
data are in good agreement with distorted-wave impulse-approximation calculations; unlike most analyses of
transfer reactions we obtain absolute a-particle spectroscopic factors. These are in good agreement with 1p
shell model predictions. Thus we find no evidence for additional a-particle-like correlations.
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ticle spectroscopic factors.

I. INTRODUCTION

Experimental studies of cluster knockout reac-
tions such as (p,pa) have been carried out for
over a decade. At lower energies (~50 MeV) the
reaction is often dominated by sequential pro-
cesses,’ in which the incident particle scatters
inelastically from the target nucleus, leaving it
in a particle unstable excited state which sub-
sequently decays. At higher energies (E 2100
MeV) the data®% show evidence that the direct
knockout process dominates the reaction mechan-
ism. Thus the hope has been that the study of
cluster knockout reactions at higher energies
would provide quantitative information on the
cluster structure of nuclei. We believe the pres-
ent work marks a realization of that hope which
until now has gone largely unfulfilled.

A major reason for the paucity of quantitative
information extracted from cluster knockout reac
tions is the simplistic treatment of the reaction
mechanism usually employed. In most cases
knockout data have been analyzed using the plane-
wave impulse approximation (PWIA). The in-
adequacy of this treatment has been shown many
times; although attempts to improve upon it by
introducing a lower radial cutoff have had limited
success in a few instances,®'” in general this pro-
cedure is unsatisfactory.

An obvious extension of the PWIA is the dis-
torted-wave impulse approximation (DWIA), in
which the incoming and outgoing waves are dis-
torted by suitable optical model potentials. Al-
though DWIA calculations have been performed for
(p, 2p) reactions,® ** very few®:*3"!" have been per-
formed for cluster knockout. In the preceding
paper’® (referred to hereafter as I) a number of
DWIA calculations for (p,pa) and (o, 2a) reactions

15

are presented. Even for energies as high as 600
MeV, these calculations clearly show the impor-
tance of distortion effects, as well as the resultant
inadequacies of PWIA treatments. Further dis-
cussions of cluster knockout reactions and their
analyses using DWIA calculations are presented
in Refs. 17 and 18.

In this paper we present a rather detailed ex-
perimental study of the (p,pa) reaction, not only
as a test of the reaction mechanism, but also in
an attempt to extract quantitative cluster struc-
ture information through the use of the DWIA. In
particular, we have studied the (p,pa) reaction
on °Li, "Li, °Be, and '*C at a bombarding energy
of 100 MeV. Data were taken for a number of
angle pairs in order to test the validity of the
factorized impulse approximation in a manner
insensitive to the treatment of distortion effects.
The accuracy of our treatment of such effects was
also investigated, as was the sensitivity of the
predicted absolute cross sections to the choice of
distortion potentials. It is our conclusion that,
at an incident energy of 100 MeV, the (p,pa)
reaction is sufficiently well understood that it can
be used to obtain reliable absolute a-particle
spectroscopic factors.

II. THE EXPERIMENT

A. Experimental setup

Experimental data were obtained using a 100
MeV incident proton beam from the University of
Maryland isochronous cyclotron. The experimen-
tal setup is shown schematically in Fig. 1. Since
the contribution of the beam energy spread (~150
keV) to the overall energy resolution was insignifi-
cant, the beam line was operated in a so-called
“nondispersive” mode in which the dispersion
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FIG. 1. Experimental layout for the cyclotron and lower experimental area. The (p,pa) experiment was performed

in the scattering chamber on “E” line.

resulting from the switching magnet SW was mini-

mized. The beam was initially focused at S2a using

quadrupole doublet QD1, and its phase space de-
termined by slits S2a and S2b. The beam was then
focused at S4 by means of the quadrupole doublet
QD2. The slits at S4 were adjusted to a separation
slightly greater than the size of the focused beam
spot in order to reduce background, and no addi-
tional apertures were used between S4 and the
target. Protons emerging from the focus at S4
were deflected through 48° by the switching mag-
net and brought to a final focus on a target at the

center of a 150 cm diameter scattering chamber
by means of a quadrupole doublet QD4. The re-
sultant beam spot was approximately 1.5 mm wide
X3 mm high with a total angular divergence in the
horizontal (scattering) plane of 8 mr. The beam
was monitored by a Faraday cup behind the scat-
tering chamber.

Targets mounted in the center of the scattering
chamber were viewed by two counter telescopes
mounted on arms which could be positioned re-
motely to+0.02°. One counter telescope, intended
primarily for proton detection, consisted of a
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1 mm silicon surface barrier AE detector followed
by a 2.5 cm diameter X5 cm thich NaI(Tl) scintil-
lation E detector. The subtended solid angle was
approximately 4.83 msr. The second counter tele-
scope, located in the scattering plane defined by
the incident beam and the first counter telescope,
was intended primarily for a-particle detection
and was located on the opposite side of the incident
beam. It consisted of a 200 ym silicon surface
barrier AE detector followed by a 3 mm lithium-
drifted silicon detector and subtended 1.21 msr.
Signals from all four detectors were fed to pre-
amplifiers mounted inside the scattering chamber.
For the scintillation counter a conventional emitter
follower circuit was used, while charge sensitive
preamplifiers'® were used for the three silicon
detectors. For the two AE detectors additional
fast outputs from time pickoff units in the pre-
amplifiers were amplified, fed to constant frac-
tion discriminators,® and used to start and stop
a time-to-amplitude converter (TAC). This re-
corded the relative time of events in the two de-
tector systems to within 1.5 ns. The four AE and
E linear signals were amplified and a fivefold
slow (~1 us) coincidence between these signals
and the TAC linear output signal was used to pro-
vide an overall gating signal for the entire system.
After passing through linear gates the five signals
were digitized using 100 MHz analog to digital
converters which were interfaced to an IBM 360/44
computer. Since the TAC range encompassed
several beam pulses (~60 ns apart), both real and
random coincidences were recorded simultaneous-
ly. In addition, a pulser system, connected to the
four detector preamplifiers and triggered at a rate
proportional to the incident beam intensity, simu-
lated coincident events thus permitting an estimate
of counting losses due to electronic deadtime.
Data handling was achieved with a computer code
P2P which permitted great flexibility.?* In the
code, energy calibrations, energy additions, and
particle identification were performed for each
event. Five one-dimensional arrays (one 512
channel, two 1024 channels, two 2048 channels)
were available for the display of various uncon-
verted or calculated quantities. In addition, a
two-dimensional 128 X128 channel array was avail-
able to display correlated quantities. Typical
one-dimensional displays used during data acqui-
sition included the entire summed energy spectrum
of telescope 1 (E,=E1+A1) or telescope 2 (E,=E2
+A2), the TAC spectrum, the particle identifica-
tion spectra for the two telescopes, and the binding
energy spectrum [F3 =E,+E,+Ez =E,+Q, where
we are considering a reaction A(p,pa)B and E,
is the calculated recoil energy of the undetected
residual nucleus]. The two-dimensional array
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was used initially to set up the particle identifi~
cation for both telescopes. Once the experiment
was in progress a two-dimensional display of

E, vs E, or F3 vs E, was usually selected. All
analyzers could be gated by software windows set
on any of the calibrated or calculated quantities.
For example, the two-dimensional display of E,
vs E, was generally gated by windows on the parti-
cle identification spectra (p and o) and the real
coincidence peak in the TAC spectrum. In addi-
tion, all raw data events were written on magnetic
tape to permit subsequent detailed analysis, in-
cluding other reaction channels such as (p, d°He).

Due primarily to the energy resolution of the
Nal crystal, the best energy resolution obtained
in the binding energy spectra was approximately
1 MeV full width at half maximum (FWHM). In
addition, small nonlinearities in the proton tele-
scope led to approximately a 1% uncertainty in the
proton energy determination. The uncertainty in
the determination of the recoil momentum of the
residual undetected nucleus (i.e., the recoil mo-
mentum resolution) due to the finite solid angles
and finite energy resolution was calculated using
the code MOMRATH.” Typical results indicate a
momentum resolution of approximately 13 MeV/c
(FWHM) for small recoil momenta.

The data were taken in three separate runs, each
with the identical experimental setup. The target
thicknesses are listed in Table I. Also listed in
Table I are the errors in absolute cross section
associated with the data for each target, the dif-
ferences primarily reflecting the accuracy in the
determination of target thickness. The errors
presented in the subsequent figures are statistical
errors only.

B. Experimental data

Angle pairs (6,, 0,) were generally chosen so
that the residual undetected nucleus was left with
small recoil momentum P,. Primary emphasis
was placed on quasifree angle pairs, i.e., those
angle pairs for which it is kinematically allowed

TABLE I. Target and absolute cross section inform-
ation.

Thickness Isotopic Absolute error in
Target (mg/cm? purity a0 /dS,dQ,dE,

(%) (%)

Li 0.22 99 15
4.90
"Li 10.2 99 20
*Be 2.42 100 15
2¢ 2.27 Polystyrene 15
(91 2¢)
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for the residual nucleus to be left at rest. Typical
binding energy spectra (excitation energy spectra
of the residual nucleus) for each target are pre-
sented in Fig. 2. With the exception of the

2C(p, pa)®Be reaction no excited states of the
residual nucleus are observed. In the case of

®Be we observe the first excited state (2+), and
some slight indication of a state near 16 MeV
excitation.

For each state in the residual nucleus the cor-
relation data for a given angle pair were projected
onto the proton energy axis forming the energy
sharing triple differential cross section d3c/
dQ,d ,dE,. Typical energy sharing cross sec-
tions for one of the quasifree angle pairs are pre-
sented in Fig. 8 in Sec. IV. The point correspond-
ing to zero recoil momentum of the residual nu-
cleus is indicated by an arrow on the proton en-
ergy axis. A tabulation of all angle pairs studied
for each target is presented in Table II along with
the minimum recoil momentum and the three-body
cross section at that point.

Several observations can be made. Firstly, the
data for each state for which the knockout of an «
particle carrying angular momentum L =0 is al-
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FIG. 2. Binding energy spectra (F3=FE, +E,+Eg) for
the (p, pa) reaction on the various targets. Due primari-
ly to the thickness of the AE detectors these spectra
represent events with £, 14 MeV and E, =18 MeV.

TABLE II. Angle pairs and cross sections at minimum recoil momentum for each target.

d30/d9dQ,dE,
0,/0 Py, vtin mb
Reaction (deg) (MeV/c) srMeV
$Li(p,po)?H 45.0/-71.5 63 (2.00£0.18)x 107!
60.0/-52.7 0 (1.07£0.05)
60.0/-57.4 34 (4.40£0,22)x 1071
75.0/-44.5 0 (4.07£0.20)x 107!
75.0/-45.1 11 (8.77+0.19)x 1071
81.9/-40.9 0 (2.35%0.12)x 10"!
90.0/-35.8 11 (9.84+1,08)x 1072
90.0/-36.8 0 (1.08%0.07)x 10" 1
105.0/-217.5 23 (2.16+0.50)x 1072 _
105.0/-29.7 0 (38.77+0.41)x1072
"Li(p,pa)’H 75.0/-45.3 0 (1.08+0,08)x 1072
81.3/-41.0 0 (7.98+0.64)%x 1073
105.0/-29.5 0 (1.90+0.38)x 1073
Be(p, pa)°He 60.0/-52.4 0 (1.94£0.10)x 107!
60.0/-60.3 56 (7.11£0,57)x 1072
75.0/-44.3 0 (6.98+0.35)x 1072
75.0/-49.0 40 (5.41£0.27)x 1072
75.0/-56.8 10 (1.51£0.09)x 1072
81.2/-41.0 0 (4.48+0.22)% 1072
90.0/—36.6 0 (3.20+0.22)xX 1072
105.0/-30.9 14 (1.86+0.20)x 1073
L2c(p, pa)tBe(0+) 75.0/-43.1 0 (8.99+1,17)x 1073
90.0/-35.7 0 (4.87+0.63)x 1073
105.0/-28.7 0 (1.86+0.24)x 1073
L2ep, pa)®Be@+) 75.0/-43.1 2 (9.61£0.96)x 1073
90.0/-35.7 2 (2.55+0.41)x 1073
105.0/-28.7 2 (9.87+1.,88)x1074




lowed show a broad peak centered at a recoil mo-
mentum P, ~0 MeV/c. The data for the reaction
"Li(p,pa) °H which must proceed by the knockout
of an L =1 o particle show a pronounced minimum
near zero recoil momentum. These results sup-
port the knockout interpretation of the data. Some-
what surprisingly, the ®Be(2+) state does not show
the expected minimum for L =2 « cluster knockout.
However, since this state is unbound, the pos-
sibility of a mixed angular momentum transition
exists which could allow an L =0 component to

fill in the minimum?; this point is discussed in
Sec. IV. Secondly, we see that each data set in-
cludes narrow sequential peaks corresponding

to the process [p +A~p +A*—~(A - 4) +a] at the
upper end of the proton energy spectrum. For
2C(p,pa)®Be these states extend up to ~30-35
MeV excitation energy in 2C, and do cause some
interference with the quasifree peak. Finally,

the cross section decreases by approximately a
factor of 20 from ®Li to **C.

III. DWIA CALCULATIONS

The theoretical analysis of the data was per-
formed using the DWIA. Following the derivation
in I, the triple differential cross section for the
A(p,pa)B reaction can be written in the form

dig

—¢a0 __ _%.) |2y 4o

b=a

where KF is a kinematic factor. Comparing Eq.
(1) with Eq. (17) of I, we see that | (#)|? has been
reexpressed in terms of do/dQ l,_a, the corre-
sponding unpolarized cross section. In addition,
since for (p,pa) reactions C?=1and L =J, it is
convenient to replace the product CZSL s appearing
in I by S,. Finally,

lo(=Bp)12=3" | T35 17 &)
A

we shall refer to as the “distorted momentum dis-
tribution.”

In the DWIA the two-body cross section do/
as | p-q 18 properly a half-off-the-energy shell
cross section. Typically, some prescription is
chosen to replace do/d|,_, by a nearby measured
on-shell cross section. This leads to an ambiguity
in do/dQ l,_a. In order to investigate the impor-
tance of off-energy shell effects, we have calcu-
lated the half-shell p-a cross sections for various
a-particle binding energies using optical model
potentials from an analysis of 85 MeV p-a elastic
scattering.?®* The calculations use the full poten-
tial including the Majorana exchange term, but
excluding Coulomb effects. The effect of the
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Coulomb potential was shown to be unimportant
except at the smallest angles (6 <10°) by calculat-
ing the on-shell cross section with and without
the Coulomb term. The half-shell calculations
are similar to those presented in Refs. 7 and 18.
Calculations were performed for values of A,

the distance off shell, ranging from 0 to —20 MeV,
using both the final energy method (plane-wave
initial state and full-scattered-wave final state)
and the initial energy method (full-scattered-wave
initial state and plane-wave final state) which are
identified by T'! and TY, respectively, in Ref. 1.

In Fig. 3(a) we present results for the final en-
ergy method utilizing the potential V1 (volume
imaginary potential) of Ref. 23. With the exception
of the region near the minimum, the off-shell
effects are quite small, particularly when one
considers that, in the region of interest (P, ~0) for
the target nuclei studied here, A <-10 MeV. Cal-
culations using the initial energy method show
similar effects; i.e., the only significant differ-
ences occur in the region of the minimum. A
second p-a potential with a surface imaginary
potential (potential S1 of Ref. 23) gives rise to ef-
fects even smaller than those shown in Fig. 3(a).

In Fig. 3(b) we show a comparison between the
half-shell cross sections for A =-10 and -20 MeV
and the on-shell cross sections at the final energy
obtained with the same optical potential. The on-
shell cross sections have been multiplied by the
ratio of the final and initial momenta of the pro-
ton in order to remove the two-body phase space
differences between the two cross sections. The
differences between the two curves are again quite
small, particularly for A =—10 MeV. This com-
parison suggests that the use of the two-body on-
shell cross section corresponding to the final two-
body energy is adequate in the present analysis.

Based on the above comparisons, the fact that
off-shell effects are small, experimental results
which suggest that the final energy is the appropri-
ate two-body energy,”***:?° and, finally, the fact
that the final energy method arises as the first
term of a multiple scattering expansion based on
the Faddeev equations,® we have chosen to use
the on-shell p-a cross sections corresponding to
the final state (energy and angle) of the two-body
system. This is generally referred to as the final
energy prescription. Where necessary, the p-a
cross sections were obtained from a polynominal
interpolation of available elastic scattering data.?’

Following Eq. (30) of I the amplitude T55* may
be written

1 _ - N .
1550 = G J 66T XD (0669

x o A(T)dr (3)
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FIG. 3. (a) The half-shell p-« cross sections obtained using the final energy procedure and the potential V1 of Ref.
23. The calculations are off shell by the quantity A specified on the figure. (b) Comparison of the half-shell cross
section and the on-shell cross section at the final energy multiplied by the ratio of the final to initial center-of-mass
momentum. The calculations are off shell by 10 and 20 MeV. The calculations utilize potential V1 of Ref. 23.

where y =B/A, the y’s represent incoming and out-
going distorted waves, and ¢f, (T) is the wave
function of the a cluster in the target nucleus. It
is easy to show that in the PWIA this expression
is simply the Fourier transform of the w-cluster
wave function at an ¢ -particle momentum -5;.
Thus, in the plane-wave limit | ¢(~P,) |? reduces
to the momentum distribution of the struck «
cluster. As discussed in I, we can expect this
result to be modified significantly by distortion
effects which typically reduce the contributions of
the nuclear interior to ¢(-Pz). Thus in practice
the knockout reaction is strongly localized in the
surface region.

The bound ¢ -cluster wave function ¢, (T)
strictly represents the result of projecting the
target nucleus wave function onto the product of
the residual nucleus wave function and the internal
wave function of an ¢ particle in its ground state.
Following common practice in both knockout and
transfer reaction analysis we have replaced this
quantity by an eigenfunction of a Woods-Saxon
potential with an energy eigenvalue corresponding
to the a-particle separation energy. The principle
quantum number of this wave function is chosen
on the basis of conservation of oscillator-shell-
model quanta. Only that portion of the oscillator

wave function involving zero quanta for relative
motion of the four nucleons is retained and all
oscillator quanta are associated with the center-
of-mass motion of the o cluster; thus, assuming
(1s*) (1p") configurations, for 2C and °Be the &
cluster is assumed to be in a 3S or 2D state,
while for Li and °Li the quantum numbers are
2P and 2S, respectively.

The geometry of the Woods-Saxon well for the
bound ¢ particle was obtained with a folding model
technique. The folding model has had reasonable
success in providing real optical potentials for
low energy elastic o scattering®:2° and recently
has provided bound state properties for nuclei in
the s-d shell.®® Although there are difficulties with
the folding model, it at least provides a reasonable
approach for obtaining an o -bound state potential
and, more importantly, determines the variation
in the well geometry with target nucleus. This
variation is important for such light systems as
the p-shell nuclei.

Our particular approach was to fold the o~
nucleon interaction from Ref. 29 into charge dis-
tributions obtained from electron scattering for
a series of nuclei between A =6 and A =40. The
resultant potential was then replaced by a Woods-
Saxon potential which had the same half radius
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and rms radius. This procedure determined the
radius 7, and diffuseness a of the Woods-Saxon
well as a function of A. The required values for
the nuclei studied here were then obtained by in-
terpolation. The resultant geometrical param-
eters are presented in Table III. For each target
nucleus the well depth was adjusted to reproduce
the empirical a-particle separation energy. The
sensitivity of the DWIA calculations to variations
in the bound state geometry is presented in Sec.
IV. It will be seen that the effects are not particu-
larly large, and that the primary effect is on the
magnitude of the cross section due to the surface
localization.

Optical potentials used in the calculations of the
incoming and outgoing distorted wave channels
were taken from various sources.!®31"3 Pparticu-
lar difficulty was found in obtaining suitable a-
particle optical potentials for these light systems.
The optical model potentials used in the calcula-
tions, along with their sources, are listed in
Table III. Since the DWIA code is restricted to
central optical potentials, the spin-orbit parts of
the proton potentials have been omitted. Some
variation of the optical potentials was carried out
in order to investigate the sensitivity of the cal-
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culations to the optical potentials. These are also

discussed in Sec. IV.

IV. ANALYSIS OF DATA

The analysis of the experimental data was sep-
arated into three parts. Firstly, we considered
experimental tests of the reaction mechanism
which are largely independent of the distortion
effects, at least in the DWIA. (The neglect of
distortion in these comparisons was justified by
numerical calculations.) Secondly, the DWIA
calculations were compared directly to the experi-
mental data to investigate both the quality of the
fits to the data in terms of shape, and to extract
the a~particle spectroscopic factors S,. Finally,
we investigated the effects on the spectroscopic
factors of variations of the bound state and optical
model parameters used in the DWIA calculations.

A. Tests of the reaction mechanism

In an attempt to isolate effects due to the fac-
torization approximation we have divided the ex-
perimental differential cross sections by the kine-
matic factor KF. In DWIA we have

TABLE III. Optical potential parameters. The optical potential is defined to be

. d
Vopt = ‘Vf (T »%o )~ <W— 4WDa'a?>f(7 ,""o,a') + VCoulomb ’

where

1/3
f(?",?'o,a):[l— exp é"i"QA—>] -1;

a

A is the target mass; Vi, mpiS the Coulomb potential of a uniform sphere of charge of

radius 7,A /3,

Reaction System 14 7, a Ve W W, ¥ a’ Ref.

SLi(p,pa)?H  p+0Li? 16.6 1.16 0.75 1.80 0.1 3.9 137 0.63 15,31
p+2H 4.5 1,60 050 1.60 84 0 1.60 0.50 15
a+%H 91.8 1.32 0.70 1.30 0 8.3 1.39 0.75 15
Bound state 77.0 147 0,71 147 15

"Li(p,p@)®H  p+7Li? 7.5 133 0.65 1.83 11.6 0 146 0.44 31
»+%H 154 142 o0.15 130 o0 10.1 1,51 0.31 23
a +34 158.0 0.70 0.86 141 14.7 0 2.10 0.48 34
Bound state 91.9 143 0.72 143

*Be(p, pa)°He p +"Be ? 19.3 1.33 0.65 1.89 10.5 0 146 0.44 31
p +°He 37.8 1,14 079 130 0 4.5 132 0.48 32
o +%He 88.9 0.99 0.81 120 4.9 0 3.01 0.58 33
Bound state 89.3 1.35 0.73 1.35

Lcp,pa)®Be p +12c2 21.2 133 0.65 133 6.5 0 1.46 0.44 31
p +8Be 32.3 1.26 0.63 1.30 0 2.3 131 0.96 32
a +%Be 88.9 0.99 0.81 1.20 4.9 0 3.01 0.58 33
Bound state 89.9 123 0.75 1.23

? These well depths were multiplied by B/A in order to exclude crudely the interaction of
the incoming proton with the knocked out @ particle.
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d’c _ > y121. 40

dﬂpdﬂadEl, /KF_{SaI ¢("p3)| } aa r—a . (4)
In principle S, is a constant. In addition, explicit
DWIA calculations of | ¢(~,) |? for °Li, °Be, and
2C at P, =0 MeV/c show that this quantity varies
by less than 10% over the entire angular range of
the experimental data. Thus, in the factorized
DWIA, the ratio constructed in Eq. (4) should be
proportional to the two-body cross section do/
ae |,,_a to better than 10%. For the three L =0
transitions studied we have plotted the ratio (d%c/
df,dQ,dE,)/KF for b, =0 MeV/c for each quasi-
free angle pair as a function of the p-a center-of-
mass scattering angle calculated for the final
state. (Similar tests of the factorization approxi-
mation can be found in Refs. 7, 15, 24, and 35.)
These results, each set normalized to the free
p-a cross section at 100 MeV (Ref. 36) at approxi-
mately 90°, are presented in Fig. 4. Although the
data is somewhat sparse we see an interesting
trend. While the °Li data agree very well with
the free cross section data, the °Be and '2C data
show a decreased slope compared to the free cross
section data, the effect being more pronounced for
12C, Since the o cluster binding energy (BE) in-
creases smoothly from °Li (BE =1.47 MeV) to 2C
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FIG. 4. Quasifree angular distributions for the L =0
(p, pa) transitions. The curves are free p-a cross sec-
tions at various energies, the double lines reflecting the
relative errors. The (p, pa) results have been norma-
lized near 90°.

(BE =17.37 MeV), one might speculate that this
breakdown in the factorization approximation is a
manifestation of off-energy shell effects. Since
the calculations presented in Sec. III show no
strong off-shell effects, this is unlikely, although
other p-a potentials might exhibit somewhat dif-
ferent off-shell behavior.

In an attempt to understand this breakdown in
factorization, we have performed DWIA calcula-
tions to investigate the region of sensitivity for
each target nucleus. Histograms’® of the radial
contributions Ao to the DWIA cross sections for
the transitions shown in Fig. 4 are plotted as a
function of radius for each target nucleus in Fig.
5. As discussed in I, strong surface localization
is characteristic of these reactions, indicating
little sensitivity to details of the nuclear interior.
However, it is significant that in the transition
from ®Li to '2C the region in which the contribu-
tions to the calculated cross section are significant
moves to smaller radii. For example, the arrow
specifying the radius for which one-half the con-
tribution lies outside of that radius moves in by
more than 1 fm. Thus, for °Li a large part of the
contributions to the DWIA cross section lie well
outside the range of the nuclear potentials, where
the distorted waves have their asymptotic mo-
menta. In contrast, for *C, since the nuclear
potential radius is increasing by roughly A3, a
significant contribution to the cross section arises
within the range of the nuclear potentials. In this
case the p-a interaction is often taking place inside
the nuclear well and the p~-a cross section may be
affected. Crudely we would argue that since the
nuclear potentials are attractive the p-¢ interac-
tion takes place at a higher energy. Examination
of the p~o data in Fig. 4 shows that at higher en-
ergies (E, =156 MeV) the p-a cross section is
flattening off in the angular region of the experi-
ment. Thus, the preceding arguments suggest
that the breakdown in factorization is consistent
with the fact that the p- interaction is taking
place within the nuclear well. Improved calcula-
tions such as a full finite range distorted-wave
calculation employing a pseudopotential or an ex~
pansion procedure such as that suggested by
Redish® are not at present available. Thus, al-
though some breakdown in factorization is evident,
the resultant o -particle spectroscopic factors
even for C are expected to be good to a factor of
2.

A second test of the reaction mechanism, again
assuming distortion effects to be relatively con-
stant with angle, is a comparison of the shapes
of the experimental spectra for different angle
pairs.

Rewriting Eq. (4) as
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we obtain the distorted momentum distribution,
which may be plotted versus the magnitude of the
recoil momentum B,. In the PWIA this quantity
simply represents the Fourier transform of the
a-cluster wave function, and is therefore indepen-
dent of angle. In the DWIA explicit calculations
show only small changes in shape for the angle
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pairs studied in the present experiment. Thus
instead of a comparison between the experimental
data and DWIA calculations for each angle pair, a
more efficient procedure is to compare the shapes
of the spectra [Eq. (5)] for different angle pairs,
and to carry out detailed DWIA calculations for
only a small subset of these data.

The comparison of shapes was separated into
two parts. First the data (d°0/dQ,dQ2dE,)/
{KFdo/df|,.,} were compared for quasifree angle
pairs by normalizing different angle pairs near
Py =0. Ignoring the sequential contributions, the
agreement in shape between various angle pairs
is excellent. Typical results for Li and °Be are
presented in Fig. 6. Within the experimental er-
rors we find the shapes to be constant and there-
fore in excellent agreement with the DWIA pre-
dictions. Thus our procedure was to perform
detailed DWIA calculation for one angle pair, and
additional calculations primarily for points near
zero recoil momentum at other angles for normali-
zation purposes.

A second shape comparison was made for °Be
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spectra show sequential contributions.




78 ROOS, CHANT, COWLEY, GOLDBERG, HOLMGREN, AND WOODY 15

T T T T T T T T T
9Be(p,pa)SHe
[ Eo=100 Mev X o«
8,=75.0° ~
o 8,=-44.25° 4
x §q=-49.04°
o §,=-56.75°

St

T

&

?
°

o

6I

T T T
k.o
o

o
Lol

/KF (arb. units)

43
o
40, d,dE,
3,
~n
(=}
G
=
=
=S
.
=

1 il

T T

1 1 T L
100 0] 100
Py (Mev/c)

FIG. 7. Plot of (d%/dQ,dQ.dE,)/KF versus recoil
momentum for *Be with 6, fixed and three separate a-
particle angles. The right-hand sides of the spectra
show sequential contributions.

for which data were available at a fixed proton
angle and several o -particle angles. In this case
the two-body cross section do/d$2|,_, for a given
E, is nearly constant—independent of the a-parti-
cle angle. Thus in this comparison we have not
bothered to remove the two-body cross section.
These results are presented in Fig. 7. Again we
see excellent agreement between the various data
sets, in agreement with direct knockout DWIA
considerations.

B. Comparison of DWIA calculations with experimental data

In the previous section we showed that the data
were reasonably consistent with a DWIA interpre-
tation of the reaction mechanism. There is some
difficulty with the factorization approximation,
particularly for 2C, but this is not large enough
to invalidate the basic interpretation in terms of
the DWIA. We now present direct comparisons
of the DWIA calculations to the experimental data.

Figures 8(a)-8(e) show the comparison between
the DWIA calculations and the energy sharing data
for one particular quasifree angle pair. The DWIA
calculations have been normalized to the experi-
mental data. These calculations utilize the poten-
tials listed in Table III which were chosen to be
most appropriate for I)B ~0. No corrections were
made for the energy dependence of the optical
potentials. A few sample calculations were per-
formed including the energy dependence of the
optical model potentials, and the effects were
found to be realtively small. Thus, considering
that due to the strong surface localization the
basic information contained in these knockout data
lies in the normalization at low recoil momentum,

we have performed most calculations with the
energy independent potentials of Table III.

For completeness we have also shown many of
the PWIA calculations normalized to the experi-
mental data. One observes that the PWIA cal-
culations are completely inadequate, as discussed
in I. The PWIA calculations are significantly
larger than the DWIA calculations, thus showing
the strong effect of absorption. The ratio of the
DWIA to PWIA is indicated in Fig. 8, and shows
that distortion effects decrease the cross section
(at py near 0) by a factor of ~2 to ~10 over this
range of nuclei. An equally glaring discrepancy
occurs in the shapes, namely that deep minima
predicted by the PWIA calculations do not occur
in the experimental data; introducing a radial cut-
off will not remove these minima. In contrast, the
momentum smearing of the incoming and outgoing
waves in the DWIA calculations removes the mini-
ma and one obtains good agreement with the ex-
perimental data.

For °Li(p,pa)?H [Fig. 8(a)] the agreement in
shape is good except at low proton energies and
has been discussed in detail in Ref. 15. For
"Li(p,pa)®H [ Fig. 8(b)] the observed disagree-
ment in the minimum is largely removed by finite-
solid-angle and energy-resolution considerations.
There is also some tendency for the DWIA cal-
culations to be slightly too broad, a problem which
may be due to either the bound state wave function
or the optical potentials.

In the case of °Be(p,pa)°He both target and resi-
dual nuclei have J"=3" so that both 3S and 2D o
cluster knockout is possible. In 1p shell model
calculations® Kurath finds these possibilities to
be equally probable. In Fig. 8(c) an equal admix-
ture of L =0 and L =2 terms is seen to improve
agreement with experiment although the L =2 ad-
mixture has little effect near the peak at p; =0
MeV/c and the precise relative admixture cannot
be well determined from experiment. Finally,
in the case of *C(p,pa)®Be we find quite good
agreement for the ground state transition [ Fig.
8(d)]. However, for the 2.90 MeV first excited
state of ®Be the L =2 calculation bears little
resemblance to the data [ Fig. 8(e)]. In fact, the
data more nearly resemble the L =0 ground state
transition. This observation suggests that the 2+
results may be a manifestation of the unbound
nature of this state, allowing L =0 knockout lead-
ing to a relative L =0 a-a scattering state. Simi-
lar effects are observed in the *Li(p, 2p)°He reac-
tion.?? In an attempt to understand this phenom-
enon we have used the Watson-Migdal final state
interaction technique discussed in Ref. 22. In
particular, the ¥*C(p,pa)®Be L =0 yield as a func-
tion of the ®Be excitation energy E is given by
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Y(E) =A sin8(E)/P(E),

where A is the normalization, 8 is the S-wave
a-a resonant phase shift (i.e., the nuclear phase
shift®® with the hard sphere phase shift removed),
and P is the S-wave penetrability factor. We find
that the L =0 final state interaction contribution

to the integrated yield in the energy region of the
2.9 MeV excitated state is approximately 60% of
the ground state integrated yield. Although the
accuracy of the Watson-Migdal theory is not well
established, the results clearly indicate a major
L =0 contribution to the 2.9 MeV state region,
particularly when one considers that, at low re-
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coil momenta, the L =0 yield is enhanced relative
to L =2. In Fig. 8(e) we show the effect of adding
in an L =0 contribution with about 33% of the
ground state strength (the L =2 calculation has
been normalized with a reasonable spectroscopic
factor®® of 0.72). Thus the difficulty with the 2+
state can clearly be qualitatively understood.
Quantitative calculations similar to those of Ref.
22 go beyond the scope of the present paper.
Clearly it would be of interest to have (p, pa)
data leading to a 2+ state which is bound in order
to see if the DWIA can reproduce the experimental
data. The data at 156 MeV (Ref. 5) are not suf-
ficiently precise to make a detailed investigation
of the adequacy of the DWIA for L =2 transitions.
It should be noted that these same considerations
should be applied to the °Be(p,pa)’He ground state
transition, since this state is also unbound. How-
ever, the data presented represent a summation of
the n-a relative energies of ~4 MeV (~3 MeV ex-
citation in °He), and therefore contain essentially
all of the p,/, resonance.” This summation in
principle contains contributions due to other back-
ground phase shifts, such as S,,,. In this case,
as opposed to the °Li(p, 2p)°He reaction,? the P,
resonance is excited by an L=0 transition which is
greatly enhanced for small recoil momentum rela-
tive to the L =1 transition required for the excita-
tion of the S, /, component. Thus contributions due

to background phase shifts should be negligible,
and the data in Fig. 8(c) represent the 3~ to 2~

transition.

We noted that in most cases at very large values
of recoil momentum where the cross section is
approximately one to two orders of magnitude
smaller than the peak, the DWIA calculation tends
to underpredict the cross section. This problem
could be due to the use of improper optical poten-
tials and/or the prescription used for the p-a
cross section. Alternatively, there may be some
effect due to the fact that in this region of large
recoil momentum the p-a cross section is quite

far off shell.

This discrepancy may also repre-

sent some breakdown in the direct knockout treat-
ment for cases where the direct DWIA cross sec-
tion is small. However, since the cross sections
in the region of the discrepancies are small com-
pared to the peak value, we feel that agreement
between theory and experiment is quite satisfac-

tory.

C. Extraction of spectroscopic factors S,

The normalization of the DWIA calculation to
the experimental data provides the spectroscopic
factor S,. The values of S, extracted from the
data are presented in Table IV for each quasifree
angle pair along with an estimate of the average

TABLE IV. Spectroscopic factors for quasifree angle pairs (6,/0,) extracted by means of
the DWIA analysis. The errors reflect relative errors in both the three-body (p,p@) cross
sections, and the two-body p-@ on-shell cross section. The average S, is a statistical

average of all angles.

Reaction 9,, /6 o S, (safxp Satheory
$Li(p,pa)H 60/—52.7 0.66+0.04
75/-44.5 0.56+0,03
81.9/-40.9 0.59+0.04 0.58+0.02 1.0—1.0°
90/-36.8 0.49+0,04
105/-29.7 0.67+0.09
"Li(p,p)’H 75/—45.3 0.9240.,07
81.3/-41.0 0.94+0.07 0.94%0.05 1.12b
105/-29.5 1.29+0.20
%Be(p,pa)’He 60/~52.4 0.46+0.04
75/-44.3 0.41+0.,04 d
81.2/-41.0 0.43£0.04 0.45%0.02° g':g ‘i;g;d
90/-36.6 0.61+0.08 95 ¢
105/-30.9 0.83+0.15
2¢c(p,pa)®Be(0+) 75/-43.1 0.35+0.05
90/-35.7 0.59+0.09 0.59%0.05 0.564
105/-28.7 0.81+0.14

2 Cluster model, Ref. 44.
b Reference 45.

¢ The spectroscopic factor used was the same for L =0 and L=2,

d Reference 38.



value of S,. The error bars on each value of S,
are the result of the relative errors in the experi-
mental (p,pa) data, as well as an estimate of the
error in the two-body p-a cross section data in
the particular angular range. Theoretical values
of S, are also listed in Table IV. We see that the
agreement between experiment and theory in S,

is very good, in pronounced contrast to analyses
utilizing PWIA calculations.

For °Li(p,pa)?H the spectroscopic factor of ~0.6
is somewhat lower than simple cluster model pre-
dictions, but in rather good agreement with recent
work of Jain ef al.'* and Noble.* In addition, the
normalization of the asymptotic tail of the *Li~a
+d wave function {SY?R ., ()} agrees to within 13%
with that obtained by Plattner, Bornand, and
Alder*! in a model-independent analysis of o +d
elastic scattering. The spectroscopic factor for
"Li(p,pa)’H on the other hand is very close to
that predicted by simple LS coupling shell model
predictions.

For °Be(p,pa)°He the extracted spectroscopic
factor is in quite good agreement with the predic-
tions of Kurath.3® Also, in the case of
2C(p,pa)®Be(0+) the extracted spectroscopic fac-
tor agrees very well with the predictions of Kur-
ath.3®

Thus, overall the agreement between theory and
experiment is exg¢ellent, and further confirms
the validity of DWIA analysis of (p,pa) reactions
as a means of obtaining o -particle spectroscopic
factors. It should be noted that, in contrast to
most transfer reaction analyses, one can obtain
absolute values for S,.

D. Sensitivity of S, to details of DWIA calculations

In addition to the difficulties observed in the fac-
torization approximation which lead to uncertain-
ties in the spectroscopic factor S, the S, are
sensitive to various uncertainties in the ingredients
of the DWIA calculation. In particular they are
sensitive to the parametrization of the bound o -
particle potential and the optical model potentials
for the entrance and exit channels. We have in-
vestigated the sensitivity of the DWIA cross sec-
tions to changes in these parameters in order to
gain insight into the accuracy of the extracted
spectroscopic factors.

In the DWIA the overlap between the initial and
final nuclei has been represented by binding an
a particle in a Woods~-Saxon well. This procedure
is common to both knockout and transfer reactions.
Clearly an improved theoretical treatment is de-
sirable. In the present work we have used the
folding model to obtain the geometrical param-
eters (r,,a) of the well. In order to investigate
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the sensitivity of the DWIA calculations, and
therefore the S, to the bound state parameters,
we have changed the radius parameter v, by £0.2
fm about the central value listed in Table III. The
primary effect on the DWIA cross section lies in
the magnitude, the shape change being small com-
pared to the experimental errors. In Fig. 9 we
present the ratio of the DWIA cross sections ¢ (v,
+0.2)/o(r,) for the four ground state transitions.
The cross sections for the L=0 transitions corre-
spond to p, =0 MeV/c, while for L=1 we chose
the peak cross section (p,~60 MeV/c). For °Li
the variation in cross section is very small, for
"Li and °Be it is ~£15%, and for '2C it is ~+25%.
Overall for these p-shell nuclei the sensitivity to
the bound state radius is not particularly large,
and does not introduce a significant uncertainty in
the spectroscopic factor. For heavier targets

the sensitivity to the bound state radius increases,’®
and a better understanding of the cluster wave
function will be needed in order to extract good
quantitative spectroscopic information.

In order to examine the sensitivity of the cal-
culations to the optical potentials we have per-
formed calculations with different sets of optical
potentials. As in the case of the bound state, the
primary effect is on the magnitude of the cross
sections. The use of a different proton potential
(from the same references) in the exit channel
leads to a 3% reduction in the °Be cross section,
and a 10% reduction in the '*C cross section. The
effect for ®Li and "Li is comparable to that for
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FIG. 9. Ratio of the DWIA cross section at zero re-
coil momentum for variations of 0.2 fm in the radius
parameter 7, of the bound a-particle potential.
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°Be. Similar changes in the entrance proton chan-
nel produce similar effects. Thus changes in the
optical potentials for the proton channels appear

to lead to quite a small (<10%) change in the spec-
troscopic factor.

For the ¢ channel, it is very difficult to find
other suitable optical model potentials. For °Be
and '2C we have used an optical potential from
Ref. 42 obtained from fitting o + 2C elastic scat-
tering data. The use of this potential leads to a
~15% increase in the °Be cross section and a ~6%
increase in the '*C cross section. In addition we
have used an optical potential from Ref. 43 obtained
from fitting 3He +°Li data at 70 MeV, arguing that
the °He potential may well be similar to the o
potential. This potential leads to ~19% increase
for °Be and ~25% increase for '2C. Thus for °Be
and 2C we expect variations in optical potentials
to lead to at most a 25% uncertainty in S,. Due to
the reduced distortion effects for °Li and "Li, we
expect the uncertainty to be less for these target
nuclei.

From these studies, we conclude that variations
in the DWIA parameters are comparatively un-
important for these p-shell nuclei, although
greater difficulties arise with increasing target
mass (see, e.g., Ref. 5). Although there is a
theoretical question of the appropriateness of
the bound state treatment, we feel that uncertain-
ties in the S, from the present analysis are cer-
tainly less than a factor of 2, even for 2C.

V. SUMMARY AND CONCLUSIONS

We have made a detailed experimental study of
the three-body cross sections for the (p,pa) reac-
tion on the p-shell nuclei °Li, "Li, °Be, and 2C.
These data provide a stringent test of the reaction
mechanism. With the exception of a relatively

small breakdown in the factorization approximation
for °Be and '*C, the data are in extremely good
agreement with DWIA calculations. Absolute
spectroscopic factors extracted by means of the
DWIA analysis are in excellent agreement with
theoretical predictions, indicating little evidence
for clustering beyond that predicted by the shell
model. In addition, careful studies of the sensi-
tivity of the extracted spectroscopic factors to
the details of the DWIA analysis were made. Con-
sidering uncertainties in the factorization and the
various parameters in the DWIA calculations but
excluding those involved in the treatment of the
cluster wave function, we expect the spectroscopic
factors to be accurate to better than a factor of 2.
These data and the present analysis provide
strong support for the utilization of the (p,pa)
reaction at bombarding energies near or above
100 MeV in order to obtain absolute spectroscopic
information on « clustering in nuclei. The (p,pa)
reaction studies coupled with a DWIA analysis can
provide quantitative a-structure information in
most cases more precise than that obtained from
equivalent transfer reactions. In addition, the
flexibility afforded by the three-body reaction pre-
sents the opportunity to make a much more de-
tailed test of the reaction mechanism.
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