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We have performed optical-model calculations using the Klein-Gordon and the Dirac equations for the 600
MeV p-'He scattering experiments of Boschitz et al. , and the 1050 MeV p-'He scattering experiments of
Baker et al. We have compared these analyses with our previous analysis of the 1000 MeV p- He experiment

of Palevsky et al. In comparing the results at the three energies we find that the experiments require a slightly

energy-dependent optical potential rms radius. The average value is in good agreement with the 'He matter

radius obtained from electron scattering, and substantially smaller than the low energy 'He optical potential

rms radius. On the other hand, the experiments require quite different values for the optical potential strength

parameters.

NUCLEAR REACTIONS He(p, p) E =600, 1000, 1050 MeV, o(8) calculated,
deduced optical-model parameters.

INTRODUCTION

Elastic differential cross sections are available
for the scattering of 600, ' 1000,' and most recently
1050' MeV protons from 'He. We present here
the results of an optical-model analysis of the
600 and 1050 MeV cross sections. Together with
our earlier analysis of the 1000 MeV results, 4 we
are able to comment on the energy dependence of
some optical-model parameters, and to examine
the consistency of the two sets of results around
1000 MeV.

The optical potential used in this work has the
form

is chosen to have the same functional form as the
charge distribution determined from electron scat-
tering experiments. At the energies we consider,
one expects relativistic effects to be important,
therefore we have used both the Klein-Gordon and
Dirac equations in our calculations. As we use
relativistic wave equations, the transformation
characteristic of the potential must be considered.
We have chosen the potential of Eq. (1) to be either
a Lorentz-scalar potential U, or the fourth com-
ponent of a four-vector potential U4. 'The three-
vector part of the four-vector is assumed to be
zero. The Klein-Gordon equation is then

U=(V+iW) f(r) . (I)
In most of our calculations the shape function f (r)

[V'+ [E —(U, + V )]' —(m+ U, )'] P (r) = 0,

and the four-component Dirac equation is

(2)

!

0 p v (m+U) 0 E —(U+Vc)
(p.c 0 0 -(m+ U, ) 0

0
QD(r) = 0 .

Z-(U, + V, )

Here Vc is the Coulomb potential obtained from the
charge distribution of the nucleus, F. '=P'+m', and
m is the proton rest mass. We have shown previ-
ously' that as long as the transformation character
of the potential is pure U, or pure U4 the Klein-
Gordon and Dirac equations yield essentially iden-

tical cross sections. Thus, under these condi-
tions, the effect of the nucleon spin is small for
calculations with a spin-independent potential. The
separate question of the spin dependence of the po-
tential is not considered in our analysis. We point
out, however, that the results of several recent
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TABLE I. Results of the Watson model calculations for a U4 type potential. The shapes A, B, and C are defined in the
text. The potential strengths V and & are obtained from the averaged two-nucleon scattering amplitude.

T V 8'
(Me V) Shape (Me V) (Me V)

)t )
—0.2 (GeV/~)

g 2/d. f.
]t) —0.4 (GeV/~)

X'/d. f.
All data

X'/d. f.
J/A 0~ (r2) 0

(MeVfm ) (mb) (fm)

587
587
587

1000
1000
1000
1050
1050
1050

A
B
C
A
B
C
A
B
C

25.28
25.92
26.90
15.12
15.50
16.09
15.28
15.66
16.26

-58.78
—60.27
-62.56
-75.60
-77.51
—80.45
-76 ~ 38
-78.31
-81.28

3.84
2.59
3.43
3.41
2.45
3.34
8.47
7.28
7.20

1.21
1.19
1.22
1.56
1.45
1.56
1.51
1.47
1.50

12.12 1.26
5.86 1.24

11.07 1.27
15.30 1.51
6.50 1.44

14.60 1.51
67.34 1.88
21.24 1.75
61.56 1.87

22.57 1.29
18.62 1.27
22.70 1~ 29
18.96 1.43
12.61 1.39
19.06 1.43
61.64 2.10
44.16 1.91
64.40 2.11

113.0
113.0
113.0
67.6
67.6
67.6
68.3
68.3
68.3

89.7 1.63
87.9 1.67
90.9 1.72
97.3 1.63
95.2 1.67
98.6 1.72
97.3 1.63
95.2 1.67
98.7 1.72

analyses of intermediate energy P-'He scattering
indicate that spin-dependent effects yield small
corrections to the elastic cross section. ' ' Thus,
observations regarding the central optical potential
obtained in this work are not likely to be altered
very much by inclusion of a spin-dependent poten-
tial.

In analyses of low energy (~ 50 MeV) nucleon-
nucleus elastic scattering data, Greenlees, Pyle,
and Tang' have found that characteristic proper-
ties of the optical model which are well determined
by experiment are the volume integral and rms
radius of the real part of the central potential.
Van Oers et al. ' have extended these analyses to
higher energies in an effort to map out the energy
dependence of the volume integral per nucleon.
Our results from considering each of the three
experiments separately also indicate that the rms
radius and volume integral are well determined
by the data. Further, the rms radii obtained from
the fits at the different energies agree to within
15/p, and exhibit a tendency to increase slightly
with energy. We can make no statement, however,
regarding the energy dependence of the volume
integral per nucleon J/A, since the Brookhaven
data at 1000 MeV and the Saclay data at 1050 MeV
predict substantially different values for this quan-
tity.

CALCULATIONS AND RESULTS

The starting point for our analysis of p-'He elas-
tic scattering is a simple form of the Watson op-
tical potential given by

Ao ~kU= — r (t'+ n) p(r), (4)

r(q) = [I —(a'q')"je '"'

where A is the number of nucleons in the target,
a is the ratio of real to imaginary parts of the
nucleon-nucleon forward scattering amplitude, o ~
is the average nucleon-nucleon total cross section,
k and E are the projectile momentum and total
energy taken in the nucleon-nucleus center of mass
system. This form of the optical potential is used
for the fourth component of a four-vector potential.
'The corresponding scalar Watson potential is ob-
tained from the prescription U, =(E/m)U, . The
density p(r) is taken to the charge density deter-
mined from electron scattering, a common ap-
proximation that is succinctly described by Fesh-
bach, Gal, and Hufner. " The charge density is
normalized to unity.

There are several forms for the 'He charge den-
sity given in the literature. Frosch et al." found
that a modified Gaussian form factor given by

TABLE II. Results of the Watson model calculation for a Lorentz-scalar potential with shape
C. The potential strengths are obtained by an E/m scaling of the vector potential strengths.

T V W ~t~ —0.2 (GeV/c)2 ~t~ 0.4 (GeV/c)
(MeV) (MeV) (MeV) g /d. f. X )( /d. f.

All data J /A az
g /d. f. A (MeVfm ) (mb)

587
1000
1050

36.82 -85.63
25.71 —128.56
26.41 —132.07

3.15 1.21
3.19 1.54
6.64 1.49

9.59 1.26
13.34 1.50
52.42 1 ~ 88

20.65 1.30
17.46 1.43

2.10

154.7
108.0
111.0

91.8
99.3
99.4
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TABLE III. Results of two-parameter fits to the experimental cross sections for a U~ potential with shapes A and C.
The strength parameters V and W were varied to obtain a best fit for ~t[ ~ 0.2 (GeV/cia.

T V

(MeV) Shape (MeV)
jtj 0.2 jGeV/c) jtj 0.4 (GeV/c}'

x '/d. f. y, '/d. f.
All data

y ~/d. f.
J/A,

(Me V fm3) I', mb)

587
587

1000
1000
1050
1050

A
C

50.66
53.89
49.55
48.93
64.56
68.57

-45.05
-47.36
—90.08
-96.39
—88.91

-100.73

0.87
1.75
0.95
1.69
2 ~ 05
2.77

0.97
0.98
1.11
1.22
1.02
1.06

3.28 0.96
6.22 0.98

13.01 0.98
11.93 1.14
1l.18 0.73
11.39 0.89

14.30
17.02
10.23
11.03
33.72
25.74

1.03
1.05
1.11
1.18
0.85
1.03

220.9
226,4
216,1
205.6
281.6
288.0

72.3
74.5

101.2
107.5
99.3

108.6

with n= 6, a=0.316 fm, and 5=0.681 fm gives a
good representation of the experimental electron
scattering form factors. The density obtained from
the Fourier transform of Eq. (5) has an rms radius
of 1.67 fm. We refer to this as density A.. Frank,
Haas, and Prange" have determined an rms charge
radius of 1.63 + 0.04 fm from low energy electron
scattering. Frank et al. give no functional form
for p(r) so we chose for the remaining charge den-
sities a parabolic Fermi shape,

p(r) = 1 + ter '/c'
l+ exp[(r —c)/s]

'

For density B we use a Fermi shape, u = 0, and
take z = 0.33 fm in order to have the same skin
thickness as density A. The rms radius of 1.63
fm then fixes e to be 1.387 fm. Finally, for den-
sity C, we use the form given by Eq. (6) with the
parameters determined by Frosch et a/. from
electron scattering. These parameters are
@=1.008 fm, z=0.327 fm, and u =0.445, yielding
an rms radius of 1.72 fm.

In this first comparison, the remaining param-
eters of Watson model potential Eq. (4) are taken
from the literature. For the 600 MeV experiments
we took o'~= 39 mb and a = —0.43. These values
were used in the Glauber calculations of Ref. 1.
For the 1000 and 1050 MeV experiments we used
a~=43.91 mb" and a = —0.2." We now discuss the
Watson model calculations using densities A, B,
and C.

The Watson model of Eq. (4) is expected to be

best for small angle scattering. We have, there-
fore, fitted the data at each energy over three
ranges of recoil momentum squared,

~
t

~
measured

in (GeV/c)'. First we consider data before the
first diffraction dip, ~

t
~

~ 0.2, then we extend the
fitting to ( t (

~ 0.4, which includes the dip and sub-
sequent maximum, and then we finally fit all of
the data. As in our previous work, ' we calculate
both the relative it' per degree of freedom (d.f. )
and a parameter ~ which is a measure of the over-
all goodness of fit to the absolute cross section. "
'The results are given in Table I, and the differen-
tial cross sections for density C are shown as the
dashed curves in Figs. 1 and 2; the corresponding
results for 1000 MeV are shown in Fig. 1 of Ref. 4.
As would be expected, the it'/d. f. increases as the
fits are extended to larger angles. The quality of
the Watson model fits is not good even at the smal-
lest angles; however, the shape with the smallest
rms radius produces the best fit at each energy.
A scalar potential obtained from the E/m scaling
of Eq. (4) does not produce significantly different
results, as is shown for density C in Table II.

As the values of n and o~ are not well known,
the next step in our calculations is to see if a good
fit to the data can be found using the charge dis-
tribution for f(r) and allowing V and W, or equiv-
alently 0~ and n, to vary. The parameter searches
on V and %were performed using densities A and

C, and the results are given in Tables III and IV.
As the Watson model is expected to be best for
small angles, we first search on V and 8'using

TABLE IV. Results of two-parameter fits to the experimental cross sections for a U& poten-
tial with shape A. The strength parameters & and & were varied to obtain a best fit to all data.

T V 8'
(Me V) (Me V) (Me V)

jtj =0.2 («V/c)'
X'/d. f.

jti = 0.4 (GeV/c)'
y /d. f.

All data 4/A cr&

g /d f. X (MeVfm3) (mb)

587 52.02 —49.78
1000 33.14 -91.04
1050 47.11 —71.05

0.87 0 ' 94
1.21 1.23
2.27 1.22

3.27 0.92
3.57 1 ~ 19
2.62 1.29

13.97 0.99 226.8 76.5
7.47 1.21 144.5 102.7

19.68 1.45 205.5 88.6
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TABLE V. Results of three-parameter fits to the experimental cross sections. A parabolic Fermi shape was used
with c=l.ooe fm and m=0.445. The parameters s, V, and N'were varied. Of the two U~ entries at each energy, the
first gives the results of an E/m scaling of the U4 potential and the second is an independent fit. The last entry in the
table gives the results of a calculation at 1050 MeV using the U4 potential from 1000 MeV.

T
{MeV) Type

z V 8'
(fm) (Me V) (MeV)

ltl ~ 0.2 (GeV/c)' ltl ~ Q.4 (GeV/c)
X'/d. f. ~ X '/d. f.

All data
X'/d. f.

(t ) ~~""J/A 0~
(fm} ( Me V fm3) (mb)

5ev U, O.2634
58V U, O 2634
587 &~ 0.2675

1OOO U, O.286O
1000 U, 0.2860
1000 U 0.2880
1050 U4 0.2973
1O5O U, O.29V3
1050 U 0.3031
1050 U4 0.2860

31.31
42.86
40.96
27.80
44.42
40.41
47,22
76.70
68.01
27.80

123+77
-169.42
-160.60
-156.19
-249.59
—243.07
-126.90
-206.09
-187.60
-156.19

l.53 0.86
1.53 0.85
1.26 0.88
1.29 0.97
l.30 0.96
1.24 0.98
1.34 1.08
1.46 1.07
1.46 1.14
1.41 1.10

1.62 0.88
1.49 0.86
1.38 0.90
1.96 0.97
2.14 0.94
1.87 0.98
0.91 1.08
1.42 1.00

1.19
9.32 1.02

1.79 0.90 1.43
l.53 0.87 1.43
1.62 0.92 1.45
1.85 0.98 1.53
1.75 0.95 1.53
1.63 0.98 1.54
0.86 1.08 1.58
1.12 0.98 1.58
Q.93 1.19 1.61
9.08 0.97 1.53

94.8
130.0
126.8
94.5

151.0
138.7
170.0
276.1
252.3

94.5

92.0
92.9
92.8

109.7
110.8
110.9
105.0
105.1
104.9
109.4

-I
IO

IO

IO
L

IO illi

IO

IO
0

I

IO

I

20
I

50
I

40

g~~(deg)

I

50
I

60
I

70

FIG. 1. The full curve is the result of using Eq. {1)for the optical model potential for 600 MeV p-4He elastic scatter-
ing. The dashed curve is the result of using Eq. (4). Potentials of the U4 type are used. The experimental data are
from Ref. 1, and the curves have been sc'aled by the A. obtained in fitting to these data.
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I.Q-

IQ p- He
IQ5Q MeV

IO'=

CA

blc;

IO

-6
IQ

IQ
0 IQ

I

20 ~~0

g, (deq)

4.0 50

PIG. 2. The full curve is the result of using Eq. (1)
for the optical model potential for 1050 MeV P-4He
elastic scattering. The dashed curve is the result of
using Eq. (4). Potentials of the U4 type are used. The
experimental data are from Ref. 3, and the curves have
been scaled by the A, obtained in fitting to these data.

only the small angle data, I
t I

- 0.2. The results
are given in Table III, and show that reasonable
fits are obtained for small I & I. As before, density
A, which has the smaller rms radius, gives some-
what better fits to the data. The calculated y'/d. f.
for I f I 0.4, and that for all data, are not good.
We next attempt to find a good fit to all of the da, ta.
'The results are shown in Table IV for density A.
We find that this procedure also yields reasonable
y'/d. f. for

I
f

I
«0.2, but the overall agreement with

experiment, as indicated by the large y'/d. f. for
the larger ranges of I f I, is poor. The results
in Tables III and IV show that varying only V and
W'is not sufficient to produce reasonable fits to

the data in the region of and beyond the diffraction
dip. To the extent that Eqs. (l) and (4) can be
identified, the predictions from V and Wfor e and
0'~ are considerably different from their experi-
mental VRlues.

We now turn to a completely phenomenological
analysis in which both the strength parameters and

the geometry of the optical potential are allowed to
vary. We use the parabolic Fermi shape function
and initially fix c at 1.008 fm and u at 0.445, the
values given by Frosch et ak. " The dxQusxvxty

parameter z is then varied a,long with the strength
parameters V and W to obtain good agreement mith
each of the experiments. The results are given
ln TRble V Rnd Figs. 1 Rnd 2. Five parameter
searches in which c and se were also allowed to
vary did not give y2/d. f. appreciably different from
those in Table V; further, the values of 8/A and
the rms radii were essentially unchanged. 'This

suggests that, as in low energy analyses, the rms
radius and volume integral are well determined by
the data at each energy.

Results for optical potentials of both the U, and

V, types are given in Table V. Equivalent accept-
able fits to the data are obtained for each type. In
addition the U, potentials determined from an E/m
scaling of the U, potentials give acceptable fits to
the data. The rms radius is quite insensitive to the
type of potential used, and the volume integrals
for U, and U, exhibit almost the same E/m scaling
as the strengths.

The substantial differences between the Brook-
haven data at 1000 MeV and the Saclay data at 1050
MeV in the region of and beyond the first diffraction
minimum result in a large change in the potential
strength parameters over a relatively small energy
interval, This result is independent of the assumed
absolute normalization of the 1050 MeV cross sec-
tion, a fact we have ascertained both by relaxing
the absolute cross section constraint in the data
fitting, and by maintaining this constraint but
a,ltering the quoted cross sections by a constant
factor. The last row in Table V shows the results
of a cross section calculation at 1050 MeV using
the potential parameters from the 1000 MeV data.
The y'/d. f. of this calculation is reasonable for

I f I
- 0.2, but deteriorates appreciably in the region

TABLE VI. Results of calculations with a U4 potential where ~ was varied to improve the fit for It~ ~0.2 (GeV/c)2.

V M

(MeV) (MeV)
~tI 0.2 (Gev/e)' )t)=0.4 (Cev/ )'

g /d. f. ~ y 2/d. f. A,

All data
A, /d. f.

587 0.2734 31.31 -123.77
1000 0.2910 27.80 —156.19
1050 0.3023 47 „22 —126.90

0.38
1.10
0.81

0.87
1.00
1.12

1.36
1.87
0.84

0.88
0.98
1.08

2.99
2.12
2.01

0.93
1.00
1.23

99.8
96.9

174.5

1.47 97.2
1.55 113.0
1.60 107~ 9
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0.2 ~
~
t

~
~0.4. Further deterioration of the fit for

~t ~~0.4 is not nea. rly so pronounced. Thus, the
change in the potential strength parameters re-
flects the differences between the data sets in the
region of the first diffraction minimum and sub-
sequent maximum. The differences in the data in
the region beyond

~
t

~

~0.4 are not nearly as im-
portant.

Another feature that ~an be seen from Table V
is that the y'/d. f. for

~
t

~

-0.2 is greater than 1 for
every case. We attempted to improve the small
angle fit without destroying the acceptable y'/d. f.
for all data, but were unable to accomplish an
improvement. As an example, the results of one
series of calculations for U,. are given in Table
VI. While the small angle data is quite well rep-
resented, the rest of the fit suffers. One point to
notice, however, is that the improvement was ob-
tained with a change in z of only 0.01 fm. Thus,
the rms radii and volume integrals are essentially
unchanged from the overall best fit values.

DISCUSSION

For any single energy we have shown that it is
possible to obtain a reasonable fit to the small
angle data using the shape parameters obtained
from electron scattering and allowing the strength
parameters to vary. When all of the data at a
given energy are considered this is no longer pos-
sible. This is connected with the fact that in every
case the rms radius of the potential is consider-
ably smaller than the rms radius of the charge
distr ibution.

'The average of the rms radii determined by the
analyses with U, and U, potentials at each of the
three energies is 1.52+ 0.06 fm, a result which is
in agreement with value 1.42+ 0.05 fm for the rms
radius of the proton matter distribution of 'He ob-
tained from the low energy electron scattering re-

suits of Frank et al. ." The average rms radius ob-
tained here is substantially smaller than the value
2.055 fm obtained by Satchler et al." and the value
1.86 fm obtained by 'Thompson, Epstein, and
Sawada" from analyses with T~ ~50 MeV. Thus,
it appears that the rms radius of the P-'He optical
potential is energy dependent. In this regard, how-
ever, it should be noted that the rms radii given
in Table V show a slight tendency to increase with
increasing energy.

The volume integral per nucleon of the real cen-
tral potential does not exhibit a smooth energy de-
pendence. The values of J/A at 600 and 1000 MeV
are essentially equal, while the value of J/A at
1050 MeV is larger by a factor of 1.8. 'This sub-
stantial change in the volume integral over such a
small energy range is particularly remarkable
in view of the negligible changes in the rms radius
and the calculated reaction cross sections. As
discussed above, the differences between the 1000
and 1050 MeV data in the region of the diffraction
dip and subsequent maximum are responsible for
most of the differences between the optical poten-
tials at these energies. These differences persist
in the volume integral of the real central potential,
which, as an integrated quantity, is expected to
be well determined by analyses of this type.
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