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P-e angular correlations of the form m(08„) =1+a cos&8~+p cos288~ have been measured
as a f~ctionof P energy for the two decays Li~ Be 2n and B Be 2e. The results of
the al~lar correlations are considered in a model independent analysis, along with a com-
parison to model dependent wave function cal.culations. The a coefficient is a kinematic
term that depends on (1/v*), where v* is the center of mass velocity of the n particle A.
detailed comparison between the experimental results and the theoretical prediction for a
shows that the measured kinematic term is (10-15)% smaller than the prediction. The P co-
efficients arise from induced weak currents. Utilizing the &-parity properties of these cur-
rents, we discuss the results corresponding to 4~=ps . +P8&. The second order P energy
dependence in 6 is found to be negligible. Assuming no second order energy dependence,
the experimental result is (& )m„/E8= 7.0+0.5= (b/Ac)-(dll/Ac), where b and &II are the
weak magnetism and second class currents, and c is the Gamow-Teller current. The ex-
perimental result for (6+)m„/E~ determines the first class induced tensor current g&, and
the second forbidden axial currents j2 and j&. The interpretation of (d+)m„/Es is compli-
cated since wave function predictions indicate that all three currents should contribute sig-
nificantly to 6+.

RADIOACTIVITY Li, B; measured P 0. angul. ar correlations. Deduced
induced weak currents.

I. INTRODUCTION

Even though one is quite certain of the V-A na-
ture of the charge changing weak interaction, in-
teresting and fundamental questions remain to be
answered about semileptonic decays in recoil
order. The two most fundamental points to be in-
vestigated involve the correctness of the conserved
vector current (CVC) hypothesis and whether or
not second class currents exist. Assuming all
form factors to be of order unity, these recoil
order effects are of a size E~/mc' where E~ is
the maximum lepton energy in the decay and m is
the mass of the hadron system. In nuclear P de-
cay these recoil order effects are, at most, a
few percent of the momentum independent terms,
so any useful study of these effects involves care-
ful, difficult experiments as well as a complete
theory which considers all possible higher order
processes that could affect the interpretation of a
given experiment.

The number of nuclear P decay experiments per-
formed to date which are sensitive to recoil order
effects is quite small. In the early 1960's there
was a flurry of activity in nuclear investigations
of the "weak magnetism" predictions of the CVC
hypothesis.

The most convincing experimental demonstration
of the weak magnetism prediction of CVC was the
study of the A =12 spectral shape done by Lee, Mo,
and Wu who substantiated the CVC hypothesis to
about 30%%u&.

' The next flurry of activity in nuclear
physics involving studies of induced weak currents

was in the early 1970's when Wilkinson pointed out
that the observed asymmetry in the intrinsic rates
in P decays could be attributed to a "second class"
axial vector interaction. It is now apparent that
no conclusion can be drawn with regard to the size
of second class currents from mirror ft asym-
metries because of the effects of the Coulomb field
on the decay rate. '

As a direct result of this activity, Treiman and
Holstein initiated a study' of the possible direc-
tional correlation experiments that could be em-
ployed to establish a model independent basis for
the determination of the size of second class cur-
rents. This work has been extended by Holstein,
who in a recent review paper, ' has laid out a rather
complete theory of the possible correlation effects
that can be detected through second order in the
recoil (i.e., order q'R'). These results are model
independent with the nucleus being treated as an
elementary particle and the unknown ratio expres-
sed in terms of form factors to be fixed by ex-
periment. After a careful study of the possible
cases, we chose to measure the P+ nand P -o-.

angular correlations as a function of P energy in
the A =8 system.

The relevant facts surrounding the decays are

'Li-sBe*(2, 2.90)+e + v, t, /, 842 msec, ——

L n+n

B- Be*(2+,2.90)+e'+v, t, /, =V69 msec.
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A diagram of the & = 8 energy levels is shown in
Fig. 1. The decays of 'Li and 'B occur between
2', T=1 and 2', T=O levels, and are therefore
allowed axial-vector transitions. The relatively
high decay energies, in this case, enhance recoil
order effects on the P spectra since these contri-
butions depend upon the momentum transferred to
the nucleus.

Several P decay experiments have been per-
formed in the mass 8 system, including mea-
surements of (1}'Li spectrum shape, e (2) logft
for 'Li and 'B,' (3) energy dependence of the ft
asymmetry, ' (4} 'Li P-neutrino n angular correla-
tion, "' (5) 'Li P asymmetry, "and (5) 'Li and 'B
P-o. angular correlation. "'" The spectrum shape,
measured via a magnetic spectrometer provided
energy calibrations for the P spectrum measured
in the present work (see Sec. III). The experi-
mental results for the other measurements are
summarized in Table I. The results for the P-
neutrino-n angular correlations are consistent
with (M„)'/(MGr)'& 0.05 where MF and MGY are the
Fermi and Gamow-Teller matrix elements, re-
spectively. The likely Fermi admixture is much
smaller than this limit and should be the order of
40 times smaller than this number. Negligible
Fermi admixture to the decay was corroborated
by the measurement of the P asymmetry.

Li 16 942
16.002 J=2'166'

f
2+

I

11
I I

I I

17.980 J=2

II 2Mo C

II
II
II

11
II
I ~

2.90yy2;T= 0
/////////////////

-0..094' J=O+, T=O
eBe4 He+4 He

95'/e

FIG. 1. Energy l.evels and relevant decays for A =8
nuclei. The 16.63 and 16.94 MeV 2+ states are nearly
equally mixed in isospins T = 0 and T = 1. The analogue
M1 y-decay width is therefore split between these two
states.

II. INDUCED CURRENTS AND THE PREDICTED ANGULAR
CORRELATION

As was pointed out above, the theoretical form
for the P-o. angular correlation has been calcu-
lated by Holstein and Treiman, and extended by
Holstein to include both recoil order contributions
and contributions second order in (qR}. The trans-
ition probability is

dw =
2
',

I
TI'5 (p, -p2 -p —k)d'p, d'pd'k, (1}

where P„P„P, and k are the four-momenta of
the parent, daughter, electron, and neutrino,
respectively. E(Z, E) is the usual Fermi function.
The effects of Coulomb distortion on the electron

wave function have been considered and are found
to be small for the &=8 decays. 4'' The Tmatrixin
Eq. (1), assuming the usual vector-axial vector
form is,

" case, (f( V„(x)+A„(x)Ii)I &

where V&(x) and A„(x) are the nuclear vector and
axial vector weak currents, respectively, Q~ is
the weak coupling constant, 8~ is the Cabibbo an-
gle, and l" is the lepton weak current. Vfe follow
completely the format of Ref. 5 and only present
the following to make the paper comprehensible.
The vector and axial vector parts of T are defined
up to second order in the recoil momentum as

I~&fI v„iz) = ~(q2,' +e(q')q '

+~
2

C"„' (q&&I), +&",;:"
2M ~,",".. I,q„'

(2M}
I

5
-, (q)q

1/2 2 1/2
+CJ 2e™gC12.2'l — Y2 q 2

j2q' +C," C12'3'l. — Y2'q 2j3q'

(3b)
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TABLE I. Summary of the results of A =8 P decay experiments,

Results from previous P decay experiments in 4=8
8L. 8B Ref.

Log( ft)
P-&-e ang. correl. coef. '
P-&-& ang. correl. coef.
P asymmetry"

5.61
-1.01+ 0.07
-0.88+ 0.08

0.08+ 0.01

5.64 7
9

10
11

Reference
P-e angular correlation measurements

Nuclide E (MeV) a/E (x1000) P/E (x 1000) Ref.

Nordberg et aL. 8Li
8Z ~

8Z ~

8B

5
8

11
11

-7.3+ 1.1
-7.2 + 1.1
-8.7+ 0.7
-8.7+ 0.9

2.3 + 1.0
3.3 + 1.0
3.16+ 0.6

-3.86 + 1.0

12

p -p+= (0.007+ 0.0012)E

Eichner et al, . 8L
8B

6.6
7.0

-9.7+ 0.7
-11.1+ 1.3

3.1 + 0.3
-2.3 ~0.3

p -p, = (0.0054+ 0.0004)E

Energy dependent slope of (ft) asymmetry (1.0+ 5.7) x 10 MeV

Neglecting energy dependent induced terms, the parameter & quoted above would be
& =-1.0 for a pure Gamow-Teller transition.

The parameter quoted is not the asymmetry parameter but a quantity related to the chan-
nel spin of the compound ( Li+n) system. The interpretation of the parameter depends on
both the channel spin and type of P decay (i.e., Fermi and/or Gamow- Teller).

a(q') = — q'e (q'),
1

(4a)

g(0)=-&s ~ f(o) (4b)

and b'(0) is directly related to the radiative width

where, with M, and M, the parent and daughter
masses, M= —,'(M, +M, ), P =p, +p„and q=p, -p,
=p+k. The C~~~2~3's are vector-addition coef-

&.2 3
ficients expressing the over-all conservation of
angular momentum between the initial and final
states and the weak fields.

Ten invariant form factors are introduced in
Eqs. (3a) and (3b). Several of these are well known
at zero momentum transfer and are termed Fermi
~(0), Gamow-Teller c(0), while in recoil order
one has weak magnetism b(0}, induced tensor d(0},
induced scalar e(0), and pseudoscalar h(0). Terms
that enter Eqs. (3) of order q', are the second for-
bidden vector (f and g) and second forbidden axial
vector (j, and j,).

Symmetry considerations however place impor-
tant restrictions on these invariant form factors.
Time reversal invariance requires that all these
form factors be relatively real. Taking the weak
vector current to be divergenceless (CVC) re-
quires for transitions between states that are not
members of the same isospin multiplet that the
following relationships hold':

of the analogous isovector M1 decay in 'Be. In
addition, CVC requires that the second class part
of any vector form factor must vanish. The classi-
fication of weak currents into first and second class
was first carried out by Weinberg. " He showed
that the G parity of the hadronic weak current as-
sociated with each of the form factors is (+I) for
transitions within the same isospin multiplet.
Those induced vector currents that have the same
G parity as the recoil independent vector current
(y„) are termed first class as are those induced
axial currents that have the same G parity as
(y&y, ). Thus

GV„G ' =[V —V"
1 (5a)

(5b)

where V„and 4„stand for the p. 'th component of
the vector and axial-vector currents, respectively.
The Roman numeral denotes the class of the cur-
rent, while the sign in brackets denotes the G

parity of the second class current. If the transi-
tion is not within the same multiplet there can be
first and second class contributions to each of the
form factors. ' However, they can be sorted with
respect to their class measuring mirror decays
to a common final state and combining results to
extract either the first or second class part of a
given form factor.

For the decays studied in the A= 8 system in



970 R. E. TRIBBLE AND G. T. GARV EY 12

this paper, the transitions are not within a common
isospin multiplet and so we obtain our information
by measuring the 'Li(2+T =1)-'Be(2+T=0) decay
and the mirror decay B(2+T =1)-'Be(2+T=0). In
this decay a(0) «0.01 and as h(0) is multiplied by
(m, /8m~)' their contributions are ignored. The re-
maining form factors could in principle all have
first and second class contributions but we shall
respect CVC and only allow the axial currents to
be second class. Accordingly we will treat c =c,
+ crt and d =di +drr ~

All of the above treatment is model independent.
However, it is useful to try to relate the observed
phenomenon to properties associated with free
nucleons. To accomplish this the impulse approxi-
mation must be employed and nonrelativistic re-
ductions of the operators obtained. This leads to
the following expression' for the relevant form
factors:

b=A g.(flip 7, LII &k+(g. +g.)(fll p~&o&Ilk&

(6a)

(6d)

dk =Ag~(fll prP&+L Ilk&,

4~ 'i'
2k=-3M g~ — v; o~, Y~ r) s, 6f

(6e)

Ckk) = ' ' " ' " (E E)'PEd-EdQ dAe k

x f(B)+g(E) +h(Z)Kp (K p)' 1p

(7)

where &=M, -M» g„=l and g~=1.23, g =3.7 and
is the anomalous part of the isovector nuclear mo-
ment. The second class induced tensor form fac-
tor d&& does not have an unambiguous impulse ap-
proximation prediction and therefore is not in-
cluded in Eqs. (6)."

In terms of the invariant form factors the spec-
trum for the P-u correlation in A = 8 is found to
be'

4& 1/2
f ~M&(; ( (f.ll Z—~,~i'& (~)ll(), (6b)

4~ '~'
g= —~~g„— z,.rj'7 r j, Qc

where E is a unit vector in the direction of the n
particle, E is the electron energy, and E, is the
end point energy The . spectral functions f(E),
g(E), and h(E) are given by

m 2

f(E) =c' ——', ~[c web+cd]+ k
—(5c'+ 2cb) —3

' [2c'+ 2cb+cd],
M M MF

2 E

(8a)

(8b)

(8c)
h(E) =——,'[c'+ cb —cd] — +WCg ' a ,'cf +3cj, ' ——cj,—+

M $4 ~ 2~ 4M 2g 35 M 2M g)+

where v* represents the velocity of the decay kk. particle in the center of mass. The upper (lower) sign
refers to electron (positron) decay. Time reversal invariance was assumed for the form factors in Eqs.
(8).

The leading term in the spectral function f(E) is the form fa.ctor associated with the allowed axial vector
transition c'. Assuming for the present that c&, =0 and c&

=—c, the angular correlation between the charged
lepton and the decay o particles is of the form v, (88 ) =—I+a, cos8() +p, cos'8() „, where

g(E) 2E
c Ma* (9a)

h(E) E 1 b d ~& g (Eo —E) 3 f 3 j (E —2E) 3 j E (E+2EQ)
c' 2m„A Ac Ac "A'c m„v)14 Ac v14 A&c 2m„~5A'c m„~A'm„(v*)'

(9b)

Equation (9a) shows that the cos8 coefficient de-
pends only upon z* and E, and should be similar
for the two decays. Utilizing the G parity charac-
ter of the hadron current the following linear com-
binations of form factors may be extracted from
the two (P') angular correlations:

~SLj P 8B

E b dkk ~k g Eo E3 f-
m „Ac Ac ~8A'c m „~1Ac

(10a)
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+ PBLi PSB

E 1 d, 3 j, (E —2E)
m„A Ac u14 A c 2m„

3 j, & (E+2E,)
~35 A'c m„A'm„(v+)' (lob)

Equations (10a) and (10b) show both linear and
quadratic P energy dependence in 5, . This energy
dependence is most useful in allowing one to de-
termine the size of the "second forbidden" con-
tributions to 5 and 6, . Assuming that CVC is
valid, the form factor g in 5 canbe related to an
isovector (E~) y transition in 'Be and thereby pro-
vide a limit for the E' dependence. It is impor-
tant to note that 6, Eq. (10a), contains both the
weak magnetism and second class axial vector
current form factors as the G parity of both these
currents is the same. Hence to establish the exis-
tence of second class currents one must know the
size of the weak magnetism form factor. If the
analogous isovector M1 radiative width is known,
then CVC may be used to provide the value of the
weak magnetism form factor.

A nonzero 6„Eq. (10b) would indicate that some
or all of the form factors d~, j„and j, are con-
tributing to the P decay rate. No direct measure-
ment of these form factors in allowed nuclear P
decay has been previously made.

5
SCALE

lOcm

600 counts/sec in each of two P detectors with
thresholds set at 0.350 and 2 MeV, respectively.
The 'Li source size was defined by a 3.18 mm
diam circular collimator on the incident beam.

'B is much more difficult to produce. The re-
action 'Li('He, n)'B which ha, s a Q = -1.976 MeV
was employed. The 'B yield observed using a
thick target increased monotonically as the 'He

energy was increased up to the maximum available
of 3.4 MeV. However the average 'B recoil energy
from a 3.4 MeV 'He beam is the order of 1 MeV
and the range corresponding to this energy would

require a thick target backing to collect the activi-
ty. This backing would both distort the n energy
spectrum and cause source scattering for the P
particles. In order to keep the source thickness
sufficiently thin, a catcher foil scheme was em-
ployed to collect the 'B recoils. Targets were
made by evaporating 250 pg/cm' 'LiF (99.3~/0

enriched in 'Li) onto a 250 p, g/cm' Ni backing.
The targets were placed with the LiF facing the

III. EXPERIMENT

The short lifetimes of 'Li and 'B require that
they be produced and their decays be detected on
line at an accelerator. Therefore the apparatus
was designed to incorporate a source production
chamber and a detection chamber connected
through a small volume as shown in Fig. 2 that
allowed for transport of the source target. This
arrangement ensured identical detection geome-
tries for the 'Li and 'B decays, even though the
source production techniques differed slightly.
Both experiments were carried out with beams
supplied by the Brookhaven National Laboratory
(BNL) 3.5 MeV Van de Graaff accelerator.

'Li was produced with the reaction 'Li(d, P)'Li
which has a Q =-0.192 MeV. Targets consisted of
60 p, g/cm2 LiF (natural Li) evaporated onto a 200
pg/cm' ¹ backing. "F represented a possible
source of unwanted P activity through the reaction
"F(d,P)"F which has a Q =+4.38 MeV. 'Li yield
measurements over a range of deuteron beam
energies from 0.7 to 1.8 MeV indicated a maximum
at E~ =0.8 MeV. At this low bombarding energy,
no detectable "F activity was created. A 100 nA,
0.8 MeV deuteron beam produced counting rates
of 200 counts/sec in each of four a detectors and

Vacu
feed-th
Plastic

Stepping
Motor

Target
Beam

. tube L ight P i pe P lastic Sc int,

FIG. 2. Cross section of vacuum chamber geometry.
The chamber had 36 cm vertical extent in order to allow
the target rod to be rotated from the source production
chamber to the detection chamber. The solid state de-
tectors were mounted in thin Lucite holders. The elec-
tron energy loss was less than 40 keV through the de-
tector-holder combination and the resulting small angle
scattering was negligible.
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beam to allow the backing to act as a degrader.
The catcher foils were 280 pg/cm' Ni foils. Figure
3 shows the relative positions of the target, col-
limator, and catche r foil. An e stimate of the
scattering of the recoils in the degrader indicated
the source size was 6.36 mm in diameter, as de-
termined by the recoil collimator. A beam cur-
rent of 450 nA produced 25 counts/sec in the o.'

detector and 250 counts/sec in the P detectors with
the discriminator thresholds set as above. The
quoted P detector rate includes both the real P
events and the room background.

The vacuum chamber geometry is shown in Fig.
2. Two targets (or catcher foils) were used to
effectively double the counting rate by simulta-
neously allowing source bombardment and counting.
The targets were transported between the source
production chamber and detection chamber by a
Slo Syn stepping motor which moved in 1.8' steps.
Rotating 100 steps (180'), as determined by a
Preset Indexer, required 200 msec. The position
accuracy quoted by the manufacturer wa, s +2/g

per step (or +0.17 mm vertically) noncumulative.
Measurements of the positioning accuracy over
many cycles showed no vertical. shift within the
0.4 mm accuracy of the measuring apparatus.

An array of four silicon surface barrier detec-
tors and two plastic scintillators were used as
particle detectors. The silicon detectors were
transmission type surface barrier detectors of
thicknesses varying between 50 and 100 p. . This
thickness was sufficient to stop the most energetic
n particles (up to 8 MeV), while P rays would
produce signals somewhat below the 0.3 MeV
threshold. The noise widths varied between 25
and 45 keV. The P detectors consisted of a cylin-

der of Pilot B scintillator, 3.81 cm in radius by
7.62 cm in length, which was optically coupled to
an ultraviolet transmitting acrylic light pipe. The
light pipe was tapered from a radius of 3.81 to
2.54 cm and optically coupled to an RCA 8575
photomultiplier (PM) tube as shown in Fig. 2.
This assembly was housed in a light tight container
and connected to the detector chamber by an 0-
ring seal about the light pipe.

The detectors were arranged to determine P-n
coincidence rates at nominal angles between the
P and n particles (8& ) of 0, 90, 180, and 270'.
The two P detectors are 90' apart and thus deter-
mine coincidence rates for the same set of angles,
but with each a detector playing a different role.
A lead collimator 1.25 cm thick was used to define
the solid angle and reduce edge effects in the
plastic scintillator.

The resulting detector half-angles were 18' and
14 for the P and o.'counters, respectively. The
relative positions of the P detectors, o. detectors,
and lead shields are shown in Fig. 4. Detector
position measurements, performed with the cham-
ber evacuated, indicated small deviations from the
nominal coincidence angles. These deviations were
included in the data analysis, as indicated below.

A schematic of the electronic setup is shown in
Fig. 5. The preamp outputs of the silicon detectors
were fed into constant fraction discriminators for
fast logic signals and into linear amplifiers for
pulse height information. Lower level discrimina-
tors on the linear signals were set at 0.3 MeV as
determined by a precision pulse generator, which
was calibrated from a ' 'Am & source. The singles
rates above this threshold for each of the four de-
tectors were monitored in scalers to correct for

- 7.94 me = = 4.76mm~

Lead Shielding

8earn

1.19 mmI „I.59mm

4.76 mm

3.ISmm I

I

I

I

I

I

Q2

2.54 mm P Q 2o
I I

a& 90'
Q3 176

a~ 267.5

a
I

Center of SoUrce

+
Qg

Target Holder

LiF with

Nickel Backing

Col lirnator Recoi l

Catcher Foil
Holder

FIG. 3. Target and catcher foil geometry. B recoils
were stopped in the catcher foil thus producing the B
source.

p&- a 272
a2 0
a& 86
a~ l77 5o

FIG. 4. Detector geometry. The coincidence angles
listed were measured with the chamber evacuated.
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FIG. 5. The electronics utilized both slow and fast components to provide linear energy signals and timing informa-
tion. Scalers measured singles e rates to monitor the reLative 0. detector solid angles.

small differences in detector solid angle. The fast
logic signals for the P detectors were taken off the
PM anode and were sensed by a leading edge fast
discriminator. The linear signals from the P de-
tectors were taken from the ninth dynode of the
PM which ensured linearity over the full range of
p energies.

The experiment cycle time is more or less fixed
by the 'Li and 'B lifetimes and was chosen to be 2
sec. The experiment was controlled by a crystal
oscillator programmer, similar to the one de-
signed by Schwender, Goosman, and Jones. " Four
functions were governed by this programmer: (1)
beam chopping (by pulsing a small vertical deflec-
tion magnet in the beam line); (2) actuating the
preset indexer of the Slo-Syn motor to rotate the
targets; (3) gating scalers; (4) providing a +5 V
d. c. level for coincidence gating the ADCs (analog-
to-digital converters) (see Fig. 5). The target-
source exchange was completed in 0.4 sec during
which time both scalers and ADCs were gated off.
The remaining 1s6 sec were used to simultaneously
bombard one target while detecting and storing the

P ct coincidence -information from the other
The data were event mode recorded (emr) with

an analyzer system consisting of seven ADCs, a
buffer tape controller, and a magnetic tape drive.
Each of the eight possible types of coincidence
events was redundantly tagged by its ADC location
and its associated time-to-amplitude converter
(TAC) signal. The complete data analysis was
carried out from the EMR tapes at the Princeton
University Computer Center.

IV. DATA ANALYSIS AND EXPERIMENTAL RESULTS

The experimental data consisted of analog sig-
nals corresponding to P energy, n energy, and a
time interval between these signals that were di-
gitized and event mode recorded. In the initial
phase of analysis, criteria were established to
define a valid event. The data were then grouped
into P energy spectra and the correlation coef-
ficients extracted as a function of P energy. Pos-
sible systematic errors were studied in detail in
order to understand their effect on the data.

TAC spectra

Each p detector could be in coincidence with the
four n detectors. To determine the time interval
between P-e events, two TAC were employed.
Ea,ch P detector starts a TAC, while each of the
discriminators sensing the n events is connected
to the TAC stop via different lengths of cable.
Thus the pulse height of the signal from the TAC
serves to uniquely determine the P-ot pair that are
in coincidence provided the accidental coincidence
rate is negligible, as is the case at hand. The
outputs of the two TACs are summed, hence a
single ADC can store all the timing information in
the experiment. A typical spectrum is shown in
Fig. 6. The timing resolution, which varied be-
tween 3.2 and 6.5 nA, was quite adequate to keep
the number of accidental coincidences occurring
in the final data to less than 0.1%. An upper limit
of the error due to this uncertainty was set at 1%
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of the angular correlation coefficients.
With the experimental arrangement described

above, valid coincidence events could occur be-
tween a P ray and two u particles detected simul-
taneously at 0 and 180', or, equivalently, at 90
and 270'. Such double events would have only one
TAC signal associated with the detector (0', 90')
providing the earliest stop signal. It is not pos-
sible to distinguish valid double events from ran-
dom double events when the TAC signal occurred
with the 0 or 90' detector. The number of random
events, however, can be determined by counting
how many a particles from the 0' a detector oc-
curred with TAC signals from the 180' u detector.
The random rates were approximately 1% for the
'Li decay and less than 0.3% for the 'B decay. In

order to correct for this systematic bias, half of
the data was taken as indicated above, while for
the other half, the timing roles of the 0'-180' and
90'-270' o. detector pairs were reversed. This
reduces the uncertainty due to this count rate ef-
fect to a level estimated at 1% in the determina-
tion of the angular correlation coefficients for the
'Li decay and less than 0.25% for the 'B decay.

Ot SPeCtra

The n decay from the breakup of the 2', 2.90
MeV level in 'Be is characterized by a mean
energy of approximately 1.5 MeV, a half-width of
approximately 1 MeV, and a high energy tail which

n nergy.extends nearly 5 MeV above the mean ener . A
typical spectrum is shown in Fig. 7. A precision
pulse generator, calibrated at 5.47 MeV by a ' 'Am
n source, was used to set lower level cutoffs and

to establish the o. spectra energy calibration. The
241Am source was mounted on a retractable rod
inside the detector chamber and could be posi-
tioned in front of the n detector without disturbing
the detector geometry. The detectors were
checked periodically throughout the experiment
for gain shifts and drifts in the lower level dis-
criminators. As we noted above, the singles
rates from the four n detectors were used to cor-
rect for differences in detector solid angle. The
lower level cutoffs were set at the nominal value
of 0.350 MeV. An error of +50 keV (lower level
set at 0.400 MeV) would correspond to a 0.3%
error in the measured singles rates. Drifts in
the lower level cutoffs were measured to be less
than +25 keV throughout the experiment. The cor-
responding uncertainty in the angular correlation
coefficients was set at 3% for both 'Li and 'B
decays.

Several effects cause energy shifts in the coin-
cidence o spectra as a function of P-o angle. One

source of such shift is the 'Be* recoil direction.
A nonrelativistic calculation approximates the
shift in the alpha energy as

E =E — ' -~ cosg 11

where E is the center of mass u energy, E, is
the P energy, E, is the end point energy, and E„
is the measured o.'energy. Using an average E, i

and E„i=1.5 MeV, Eq. (11)predicts an increase
of approximately 76 keV between n particles at
coincidence angles of 0 and 90', and a further 76
keV shift between 90 and 180'. The experimental
kinematic shift was found to be 70 keV. Another
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FIG. 6. TA C spectrum from one P-G. detector array.
Cable delays of 50, 100, and 150 nA were added to three
of the four 0. detectors. The tials are associated with a
time walk for 1.ow energy 0. particles,
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FIG. 7. A coincidence e spectrum from 88~ =90 . The
peak occurs at 1.5 MeV and the tail extends up to nearly
6 MeV.
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source of energy shift in the 0. spectra is the
energy loss in the source. This effect can be
observed in the noncoincident spectra and was
observed to differ between the detectors facing
the front and back side of the target. It also dif-
fered for the Li and 'B decays because of the
different techniques used to produce the sources.
Lower level cutoff corrections for the two effects
above were applied to the coincidence e data in a
region which contained few counts. An error of
50 keV in the shift analysis therefore corresponded
to less than 0.1/0 error in the number of coinci-
dence counts. The error estimate due to the co-
incidence n spectra cutoffs was set at 1% of the
correlation coefficients for both decays.

p spectra

The angular correlation coefficients reported
below are given as a function of P energy. This
required an energy calibration of the P spectra.
Since the P decay in this case is to a broad final
level, the P spectra did not exhibit the usual al-
lowed shape. Kurie plots are therefore not useful
to establish a calibration. A previous' magnetic
spectrometer measurement of the 'Li decay pro-
vided calibrations at the —,

' max and ~max points
for the 'Li spectrum. P decays from ' F and '8N

were also measured to check the detector linearity
and establish the calibration. The sources were
produced with a 1.5 MeV deuteron beam by the
reactions "F(d,P)"F and "N(d, P)"N. The end
point energies extracted were 5.41 MeV for the
"F decay and 10.4 and 4.36 MeV for the "N de-
cay. These three energies were compared to the
—,
' max and ~max point from the 'Li spectrum.
Deviations from a linear calibration were less

than 5% for all of the energies measured.
A spectrum shape for the 'Li decay was calcu-

lated and compared to the experimental shape in
order to check both the P spectra and the calibra-
tion. The spectrum shape was found from the in-
tegrated three body phase space, without recoil,
but corrected for Coulomb distortion. The number
of counts as a function of P energy is

N(E) =F(Z, E)pE(ZO —E)', (12)

where E, is the end point energy and F(Z, E) is the
usual Fermi function. A set of allowed shapes was
generated corresponding to the continuous distri-
bution of end point energies in the 'Li decay. Each
end point energy was weighted with the correspon-
ding number of counts from the 90' n spectrum.
A resolution of 10% was folded into the spectrum
shape to account for the finite resolution of the
detector. The resulting shape factor is compared
to the 'Li spectrum in Fig. 8. The same pro-
cedure was applied to the positron spectrum from
the 'B decay. A Monte Carlo calculation of the ef-
fect of the 511 keV annihilation y rays indicated
that the positron energy signal would be increased
by approximately 190 keV, independent of initial
positron energies between 3 and 15 MeV. This
effect was treated as a zero level shift for the
positron energy spectra. A comparison of the
positron spectrum to the generated spectrum shape
is shown in Fig. 9. Based upon the calibration
procedure outlined above, an uncertainty of 3/o

for SLi and 4%%uo for '8 was assigned to the P energy.
This corresponds to a 3 and 40/o uncertainty in the
correlation coefficients for 'Li and 'B, respective-
ly.
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FIG. 8. Li coincidence P spectrum. The dashed line represents the phase space shape factor for an allowed decay,
integrated over the G. decay spectrum. A 10% resolution factor was folded in to approximate the P detector resolution.
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P spectra, measured with detectors such as
Si(Li) or plastic scintillators, can undergo dis-
tortions due to effects such as backscattering,
bremsstrahlung, and, for positrons, annihilation
in flight. Investigations of backscattering by Till-
manis and Cambieri and Pappalardoi7 indicated
that the backscattering coefficient(s) was = 0 for
an effective Z of 3 to 4. The effective Z for Pilot
B is 4.5 which is in the region of small s. An

upper limit of 5%%ua was assigned to the backscat-
tering coefficient for Pilot B. Further, the spec-
trum of backscattered electrons, calculated by
Tillman, was relatively flat for low Z materials.
This would correspond to a uniform distribution
of energies for the backscattered events, up to
the incident P energy. Monte Carlo calculations
were used to simulate bremsstrahlung and posi-
tron annihilation processes. Estimates of these
effects on the correlation coefficients were made,
based upon the calculated energy spectra. The
uncertainty due to the combined effects of back-
scattering and bremsstrahlung was estimated at
2%%uo for 'Li. Including the positron annihilation

gave a 2.5% uncertainty for the 'B correlation
coeff ic ients.

Angular correlation coefficients

The observed coincidence rates are used to fix
the coefficients of the expected angular correlation
whose form is &u(g) =1+acosg+Pcos'g. In order
to extract a and P, corrections have to be applied
for (1) finite detector solid angle, (2) finite source
size and (2) actual detector coincidence angles.
Integrating over both n and P detector half angles
gives the correlation, corrected for finite solid
angle, as

(u (g) =1+—,P[1 ——,coso(1+cosn)-, costi(1 +cosP)]

+-,'a cos g(1 + cos n) (1 + cos j3)

+ —,'Pcos'g(cos o.)(1 + cos n)(cosP)(1 + cosP),

where o. and P are the n and P detector half angles.
The number of counts, normalized by the appropri-
ate singles rate, at coincidence angle y is

N(y) =1+-,p[1 ——,'(cosn cosp~)(1+cosn~)(1 +cosp~)]+-,'a cosy(1 +coso~)(1+eosp~)

+4Pcos'ycosn~ cosP~(1+cosoz}(1+cosP&}

=C+aA,
y HAPP ~

For three angles y, &, and p the correlation coefficients are

N(y)(P& -P, )+N(&)(P, P, }+N(p-)(P, -Pz)
N(y)(A gP p

A pPg)+N(&)(AqP A. P p)+N(p)(AyPg AgPy)

(14)

(15a)

N(y)(A, -Aq)+N(~)(A, -A,)+N(p)(A~ A,)-
N(y)(A~Pp ApPg)+N(~-)(ApP), AyPp)+-N(p)(A Pg —AqP ) (1 5b)
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FIG. 9. p coincidence p spectrum. The calibration was corrected for the 0.511 MeV annihilation y rays. The
dashed line is the allowed shape factor for the 8 decay, with the 10% resolution factor folded in.
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TABLE II. Correlation coefficients.

(a x1ppp)/E
8L~

(p x 1000)/E (g x 1000)/E
8B

(p, x 1000)/E

4.9
5.9
6.9
7.9
8.9
9.9

10.9
11.9
12.9

-7.92 + 0.20
-7.72 + 0.15
-8.09+ 0.13
-8.46 + 0.12
-8.36 + 0.12
-8.79 + 0.12
-9.34 + 0.14
-9.24+ 0.18
=9.78+ 0.26

3.55+ 0.87
3.23 + 0.69
3.25 + 0.58
2.69+ 0.53
3.42 + 0.52
2.58 + 0.55
3.18+ 0.62
4.02 + 0.79
4.29+ 1.16

-6.93+ 0.28
-6.76+ 0.21
-7.09+ 0.18
-7.56+ 0.16
-7.88 + 0.15
-8.30+ 0.15
-8.66+ 0.16
-8.89+ 0.20
-9.34+ 0.22

-3.32 + 0.86
-3.84+ 0.67
-4.75+ 0.55
-3.58+ 0.50
-5.01+ 0.49
-4.04+ 0.50
-4.66+ 0.54
-5.11+0.63
-4.96+ 0.82

the actual detector angles and half angles were sub-
stituted into Eqs. (15a) and (15b) and the correla-
tion coefficients were calculated. The solid angle
corrections relied upon me'asurements of the ex-
perimental geometry. The uncertainty in these
measurements led to assigning a 0.25% error to
the cose coefficient and a 0.5% error to the cos'8
coefficient.

A Monte Carlo calculation, modeled with the
measured experimental geometry, was used to
estimate the effect of the finite source size. An

initial run with a point source verified the solid
angle corrections calculated above. Two subse-
quent Monte Carlo runs were made for circular
sources of 3.18 and 6.36 mm in diameter. The
correction factors for the a coefficients were
found to be (given as factors to multiply the un-
corrected coefficients) 1.04 +0.005 and 1.02 +0.005
for 6.36 and 3.18 mm sources, respectively. The
corrections for P were 1.085 +0.007 and 1.042
+0.007 again for the 6.36 and 3.18 mm sources.
The errors quoted are statistical errors from the
Monte Carlo calculation.

Experimental results

The data at coincidence angles of 90 and 270'
represented redundant measurements. The final
experimental results for each P detector array
were found by averaging the 90 and 270' measure-
ments. The results for the two J3 detectors were
then added as two separate measurements. The
resulting correlation coefficients are given in
Table II. The systematic errors are summarized
in Table III. The total error assigned to the cor-
relation coefficients was found by adding the
statistical and systematic errors in quadrature.
The total error for ~', (see below) was obtained
by adding in quadrature the average systematic
errors for 'Li and SB, excluding the geometry
error, with the total statistical error. The total
statistical error was found by considering the

V. DISCUSSION OF RESULTS

Coso coefficient

The cos ~ coefficient a is a predominantly kine-
matic term that depends upon the center-of-mass
velocity of the n particle. In Sec. II above we
found that it was given approximately by

2F
Mv* (16)

The approximation in Eq. (16) neglects the small
energy dependent contributions to f (E) and the
contribution from (- h(E)/3). The correct form
for a is

-2gc
mv «[f (Z) I(Z)/3]-

where f (E) and h(E) are given in Eqs. (9a) and

(17)

TABLE III. Systematic errors.

Source of error
/o correlation coefficient

'Li 8B

Coincidence G. spectra
Singles n spectra
P spectra calibration
P spectra small effects
TAC spectra
Count rate
Geometry-cos 0
Geometry-cos2Q

1
3
3
2

1
1
0.25
0.5

1
3
4
3.5
1

&0.25
0.25
0.5

determination of ~', at each P energy as a separate
measurement and then combining the statistical
errors of these separate measurements in quad-
rature. The geometry error was correlated be-
tween the two experiments since the same detector
setup was used. Hence the geometry error for
&' was taken as the sum of the 'Li and 'B geometry
errors and was added to the remaining error,
while for &', the geometry error canceled.
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(9c). In order to compare the experimental re-
sults to the predicted form for a, it is necessary
to determine the average value of v* in Eq. (17).
Since the final state in 'Be* is very broad, v*
cannot be a constant as a function of P energy.
The quantity (1/v*) must increase a,s the P ener-
gy increases since higher Es require on the aver-
age a higher Eo and this in turn corresponds to a
lower E„. The calculated values of (1/v*) are
obtained as follows. At a given P energy, the
n particle spectrum in coincidence at 90' cor-
rected for target losses, is taken to minimize
recoil distortion. Characterizing this observed
o. spectrum as g(E„}where g(E„)dE„ is the relative
number of n particles between E„and E„+dE„,
the average value of (1/v*) is calculated via

J 1/v „g(E„)dE„
fg (E„}dE„

The quantity (1/v*) is calculated for 3 MeV
~ E~ ~13 MeV by the procedure outlined above.
As will be noted below, the largest energy depen-
dent contribution to If (E) —k (E)/3 J is due to weak
magnetism. Hence & was the only higher order
form factor that was kept in the calculation of a.

The comparison of the theoretical predictions
and the experimental results are shown in Fig. 10
for 'Li and Fig. 11 for 'B. Included in the figures
are the three datum points (labeled with an N) for
'Li and the single one for 'B from the experiment
of Nordberg, Morinigo, and Barnes. " The two
sets of data are in excellent agreement but in both

14.00—

12.00-

cases they fall 10-15% short of the theoretical
prediction. Possible systematic effects were
checked carefully, but no experimental or analysis
errors have been found to date. Higher order con-
tributions to the cos0 coefficient and contributions
leading to a cos 0 coefficient were calculated, "
but could account for at most a 2% change in the
theoretical prediction. It is still possible that ex-
perimental errors exist. However, at this time
we are unable to account for this small discrepancy
between the data and the theoretical result.

%Peak magnetism and second class currents

We pointed out in Sec. II that the 6 parity of the
form factors could be used to separate various
combinations of induced terms. In particular, Eq.
(10a) showed that the weak magnetism and second
class induced tensor currents could be extracted
by obtaining & . The Eq. (10a) for & was obtained
assuming f (E) =c'. The full expression for & is

Ps P8

h(E) k(E)
f(E)-~(E)!3 . f(E)-&(E)!3 ., '

Li

The small terms that would enter into & as
written in Eq. (19) require a change of sign between
the two decays. They therefore must be products
of terms that have opposite G parity. As a result
of this restriction, their contribution to is
estimated to be at most 4%%uc. Therefore it is as-
sumed that only the four form factors 5, d~&, f,
and g contribute to & .

An independent determination of the second class
induced tensor form factor dqq can be obtained
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FIG. 10. Comparison of the cosg coefficient for 8Li
with the theoretical prediction. Three datum points from
the experiment of Nordberg et al. (Ref. 12) are shown for
comparison. The statistical error is flagged. The total
error (statistical plus systematic) is indicated by the
full error bar.
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FIG. 11.Comparison of the a coefficient for 8 with
the theoretical prediction.
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a 1 E 3 (/f)&4O

Ac m' 3 (137) (f&)
(22)

where I'... is the isovector M1 width referred to
above, fat, ~, is the f t value for the allowed
Gamow-Teller decay, and E, is the energy (in

from the determination of the energy dependence
of the ft asymmetry in mass 8. The results for
the slope and intercept are reported in Table I.
If we assume c =c, ac» and d =d„, the f& asym-
metry can be written as

(ft)
1 4c«Eo —Eo 2crt 2 dry

(ft) c, M c, 3 c,
(20)

The experimental result puts an upper limit on c„
of ( cqq /c& ~

&0.025. Since this result is small,
c« /c, can be neglected in the energy dependent
part of the asymmetry. [We have assumed that
Cq, does not explicitly depend upon Eo in Eq. (20).]
The experimental result which is quoted in Table
I yields d„ /Ac =0.14 +0.8.

Our experimental values for & m„/EB as a func-
tion of E~ are shown in Fig. 12. To parametrize
the additional energy dependence that could occur
in this quantity via second forbidden. effects we

define

=5opE86~ . (21)

A linear least squares fit to the data, using only
the statitistical error, yields 5' (m„/E8) = 5.7 +1.3
and &s(m„/Es) =0.2+0.14 MeV ' with a reduced

of 1.27. This result is consistent with negligible
second forbidden contributions and as we estimate
that these higher order effects should be small
we feel justified in setting ~ =0. With this condi-
tion the value of &' becomes much better deter-
mined and we obtain &' (m„/EB) = 7.0 +0.3 with a
reduced g' of 1.38, where the error is statistical.
Including the systematic error we obtain &'(m„/
Es) =7.0+0.5. It should be noted at this time that
our results disagree somewhat with Eichner
et al. ' who obtained &'(m„/E&) =5.1 +0.4, but we
are in good agreement with Nordberg f.E al. who
have measured 6.6 +1.2. The cause for the dis-
agreement between the value reported in Ref. 9
and our work lies in the considerably smaller
value obtained for P+ . There is insufficient ex-
perimental detail in Ref. 9 for us to further in-
vestigate the possible origin of the disagreement.

To proceed with a completely model independent
investigation at this point would require that the
isovector Ml decay rate from the isospin mixed
2' levels in 'Be at 16.63 and 16.94 MeV be known.
Assuming CVC to be true, and neglecting higher
order terms that our data indicate to be small,
one can write"

MeV) of the y ray emitted in the decay to the first
excited state of 'Be. While there are some subtle
problems associated with the actual determination
of f, t, y, and the appropriate value to take for Ez
because of the finite width of the final state it is
instructive to use the values appearing in the
literature '.Thus using fat =407, 360 and E&
=14.00 MeV yields

~, , =2.9+0.4 eV„ (23)
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FIG. 12. Experimental results for (6 m„/EB). The
four nuclear wave function predictions are in good
agreement with the data. The CVC prediction g~ = 3.7
was used for the four calculations. The effect of CVC
is explicitly shown by plotting Barker's prediction with
g =O.

A sizable deviation of the radiative width from
this value would indicate the presence of a d&&

form factor or a breakdown of CVC. Experiments
to measure this width are well underway and a
number should be forthcoming soon. '

In the absence of this result the best to be done
at present is to employ the impulse approximation
and nuclear wave functions to calculate the ex-
pected value of the weak magnetism term. Four
sets of nuclear wave functions were used to cal-
culate the form factors &, f, and g. The results
of these calculations are shown in Table IV. The
Nilsson model calculations assumed a deforma-
tion of P =0.3, and the radial matrix elements
have the value (&') =4.44 fm'. " (Some phase
errors were found in the previously reported
results. " Therefore the matrix elements re-
ported here differ slightly from those in the
preceding publication, but all conclusions re-
main unchanged. ) The calculations including
second forbidden contributions are shown corn-
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First class induced tensor

Equation (10b) above predicts ~+ to depend on a
first class in uce e'

d d tensor form factor (d, } and
andbidden axial vector form factors g, ansecond for i en

m /E) areThe experimental values for + ~„
shown in ig.F' l3 with the trivial 1/A* and E

E . 10b)' ~A'm U*' dependence indicated in Eq. (
21 a lineartaken out. Using the format of Eq. a i

5 (m /E) yields &;(m„/E)
= —0.5 +1.3 and &, m„/E =0.13 +0.14 MeV wi

'=0.30. In terms of the above form
d A.cfactors, these results correspond to, c

0 006 g yA c)]=0.5 +1.3 and [-0.0009(g,/A'c)
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IG. 13. Experimental results for +6 m/E ). TheFIG.
n oor reement withfunction predictions are xn p agwave n

d th each other. In t4.s case, the wave func-

elements contribute significantly to the pre zc e re

t the data in Fig. 12. As is evident from
fi ure the calculated effects of the secon

li ible and theforb idden vector terms are neg ig i e
su ort this. In this comparison the effect

of CVC is reckoned by using the isovec
alous magne ic momt moments of the nucleons and d»

ual to 0. The agreement between theis set equal to
rema, rk-f t' n prediction and the data is remwave unc ion

Ac =0. In theable and is seen consistent with diI c= . n

calculation of m„(m /E} all of the form factors
be small. The calculations are

therefore only sensitive to ( ~~ Q& Lp&
and hence the good agreement should not be too

risin . The necessity of including CVC
througth h g is pointed out explicit y y s'

1 b showing
withthe resul s ort f Barker's wave functions wi

g =0 in Fig. 1 . singg = ' ' . 2. U
' the experimentally deter-
/E ) =7.0 +0.5, and the aver-mined value of & m„

age value o e wf th ave function calculation we in
dz/Ac = —0.45 +0.8.
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+0.0005(g,/A'c)] =0.13 +0.14, where we have used
E, =13 MeV. If no linear energy dependence is
assumed to be present in the experimental deter-
mination of ~~+(m„/E) the result &0 (m„/E) = —1.7
+0.3 is obtained with a reduced g' =0.39. In-
cluding systematic errors gives &~+(m„/E) = —1.7
~0.5.

In order to unravel the contributions from the
three form factors above (d, , j„and j,) the four
sets of nuclear wave functions were employed
to calculate d, , j„and j,. The results of these
calculations are presented in Table V. The cal-
culations are compared to the experimental re-
sults in Fig. 13. Because of the large contribu-
tion from each term in the wave function predic-
tions, it is not possible to eliminate any of the
form factors in &+ and present a definitive result
for a first class induced tensor current. The poor
agreement between the wave function results and
the experimental data may signal a breakdown
of the impulse approximation for the second for-
bidden contributions. It has been pointed out pre-
viously that meson exchange effects could be im-
portant for the axial vector form factors. '4 How-
ever, careful study of second and third forbidden
unique decay were found to be in good agreement
with nuclear wave functions. " Attempts to see
if "collective suppression"" would yield con-
siderably smaller values for j, and j, showed
this effect nowhere near large enough to bring
the Nilsson model prediction into line.

We should note that the small contributions that
were ignored in Eq. (11b) could account for a sig-
nificant part of &+. We have not considered these
effects in detail, however, because of the obvious
difficulties associated with the analysis of the
experimental results. Further, even if one were
to neglect the second forbidden terms, the small
value observed for d, /Ac is only consistent with
the Nilsson model calculation. All the other
models yield results that are a factor of 2 to 3
too large. There may well be a very important
role being played by mesonic exchange effects, "
but this is a most difficult hypothesis to investi-
gate further.

CONCLUSIONS

The relative consistency of our measurement
of the quantity & (m„/E) gives confidence that the
recoil order term (b/Ac -d» /Ac) is well deter-
mined by the P'-n angular correlations without
being obscured by higher order terms. The agree-
ment of our result with impulse approximation
wave function calculations is gratifying, particu-
larly since all the models agree reasonably well.
However, the weak magnetism part b/Ac should

~\

Q

Q

Q
0

0
~~

Q

cj

cd
Q
V

hD

0

8
Q

fb
H 'M

h

&b

+I 'w
h

&Z
X

h

I I

Cg
CD

CO

+
Cb

t

I
I I

I I

+

I

I I

I ~ E

CQ

CO

+

I

I I

&la

I I

I+
Cb
tQ

CO
00
CO

Q
CC

8 g
m 0

Qj
St0 y Q

P Q

V
"0 II

Q ~0 Q M
g

cd

m

II Q
V

4.8 a

m

ctt o

M

Q

Q II ~

~ O~

Q

M tl

cd

II

It ~ Q

M

p
c8 Q 0
~M 6

g at

l II

p
Cg

g
m

p

Q Q 0
hG

m08.8 Q
ee P
Q U Q

Q .~'Q g

II

M
~ M

g g.
0

ed p Q



982 R. E. TRIBBLE AND G. T. GARVE Y 12

be fixed by the corresponding isovector M1 decay
in 'Be before undue conclusions are drawn about
the validity of CVC or the absence of a second
class interaction. Our use of the impulse approx-
imation assumes that g& also is not renormalized
in the nucleus and there is not much strong evi-
dence on this matter at the moment. "

Table I shows previously determined values for
&', (m„/E8) along with those obtained from this
work. Our results are seen to be in good agree-
ment with Nordberg et al. and in severe disagree-
ment with the more precise determination of
Eichner ef'al. A closer look at these results show
excellent agreement between these three
groups'"''4 in the coefficients of the 'Li P-n
correlation but sizable disagreement with the
Eichner et al.' on the 'B j3 -o. angular correla-
tion. It may therefore be desirable to repeat
the 'B experiment once again.

Before commenting on the values obtained for
&0(m„/E8), the small discrepancies that are oc-
curring for the coefficient of the cos0 term should
be pointed out. The nontrivial physics input (al-
lowed P-v correlation and the conservation of
momentum) that determines this coefficient is so
small that the 10% discrepancy that we presently
have with its predicted value is disturbing. Par-
ticularly disturbing is the fact that our determina-
tion of a, is in good agreement with most pre-
vious workers. "'' It is probably worthwhile to
further investigate this effect.

Our experimental determination of a value for
&, (m„/E) agrees with that of the Cal Tech group"
but is some five standard deviations from the
value fixed by authors of Ref. 9. As the contribu-
tion to d& comes from the timelike component of

its strength is in principle fixed by g„(0)
[see Eq. (6e)]. The predictions of the model
wave functions for ~, (m„/E) disagree with each
other and with the experimental data. The ap-
parent source of this disagreement is that they
all predict the contribution of the second forbidden
axial vector terms to be too large. The lack of
energy dependence in our data would tend to make
one believe that these terms are very small. How-

ever, even if these terms are neglected, only the
Nilsson model which yields a value for d, /Ac
of 1.77 for P =0.3 agrees with our experimental
result. It is difficult to envision an experiment
that can measure the second forbidden contribu-
tions directly; however, considerable light could
be shed on the subject if one could fix the branch
to the 'Be ground state. This decay must be
second forbidden and this level has an intrinsic
wave function that is quite similar to the 2 first
excited state. If the second forbidden axial vector
terms are as large as the models indicate, then
the branch to 'Be ground state is approximately
(Sx10') '
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