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Deep inelastic scattering from nuclear targets probes the parton distribution functions (PDFs) in nuclei.
Comparisons of the PDFs from heavy nuclei and the deuteron show deviations that demonstrate a nontrivial
nuclear dependence to these distributions, referred to as the EMC effect. A global analysis of the world’s data on
the EMC effect reveals tensions between different extractions. Precise measurements at Jefferson Lab, studying
the dependence on both the quark momentum fraction, x, and nuclear mass, show systematic discrepancies
among experiments, making the extraction of the A dependence of the EMC effect sensitive to the selection
of datasets. By comparing various methods and assumptions used to calculate radiative corrections, we have
identified differences that, while not large, significantly impact the EMC ratios and show that using a consistent
radiative correction procedure resolves this discrepancy, leading to a more coherent global picture and allowing
for a more robust extraction of the EMC effect for infinite nuclear matter.

DOLI: 10.1103/PhysRevC.110.025202

I. INTRODUCTION

Precision measurement of deep-inelastic scattering (DIS)
from nucleons and nuclei allows for an extraction of parton
distribution functions (PDFs). Early measurements of the nu-
clear PDFs demonstrated that the quark distributions in iron
were not simply the sum of the distribution arising from its
constituent protons and neutrons [1]. Since the initial observa-
tion of this “EMC effect,” additional measurements have been
made for a wide range of nuclei [2-8], and many different
explanations have been proposed to explain this observation
[6,9—-13]. One of these measurements [4] demonstrated an un-
expected, nontrivial dependence on nuclear structure in light
nuclei [4] which corresponded to a similar dependence in the
number of short-range correlations (SRCs) [14,15], renewing
interest in precision measurements of the A dependence of
the EMC effect. The primary observation was a strong sup-
pression of the quark parton distribution at large values of
Bjorken-x, peaking at x &~ 0.7, corresponding to the quark
longitudinal momentum fraction.

Figure 1 shows the EMC ratios from various experiments
for heavy (A = 200) nuclei after applying consistent isoscalar
corrections [6]. The size of the EMC effect is typically param-
eterized by taking the slope of the EMC ratios for 0.3 < x <
0.7, and a comparison of world data on the EMC slopes is
shown in Fig. 2. As noted in Ref. [6] the CLAS slopes [5] are
systematically higher, even when applying identical isoscalar
corrections. Some fraction of the experimental uncertainty
will be correlated across the slopes from a given measurement,
as they all use common deuterium data. However, the CLAS
slopes are systematically higher by roughly 0.10, much larger
than the total quoted uncertainties of ~0.02.

Because the CLAS measurement [5] includes only heavier
nuclei, the inclusion of this data yields a significant change
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in the required A dependence over the full range of nuclei
measured [6]. Even excluding 3He, the inclusion of the CLAS
data yields a significant difference in the A dependence. A
linear fit of the EMC slope vs A~!/3 for the data shown in
Fig. 2 (excluding *He and *He) yields a large reduced chi-
squared value, sz = 4.06, when including the CLAS data,
and x2 = 1.07 without the CLAS points. Inclusion of the
CLAS results increases the slope parameter (A dependence)
of the fit by 22%, a 20 increase, and the extrapolation to
A = o0, corresponding to the EMC slope for infinite nuclear
matter, is 15% higher (2.80°) than without the CLAS data. The
impact of the CLAS data on both the result and quality of
the fit demonstrates the importance of understanding potential
differences between the various experiments. In this work we
examine the world’s data on the EMC effect at large x to try to
understand these inconsistencies, as such differences can have
a significant impact on understanding the A dependence of the
EMC effect.

There are several differences between CLAS and the other
experiments. CLAS has a lower beam energy and lower
0% values, a somewhat different x range, and uses a large-
acceptance detector as opposed to small-acceptance spectrom-
eters. In addition, the experiments used somewhat different
radiative corrections in extracting the cross-section ratios [6].

Some of these are straightforward to rule out as a signif-
icant contribution to the discrepancy. The CLAS data have
a greater slope even when comparing over 0.3 < x < 0.6,
where all measurements have data, as seen in Fig. 1. While
published results from different experiments applied different
isoscalar corrections and Coulomb corrections, the cross-
section ratios and slopes in Figs. 1 and 2 include identical
isoscalar corrections [6], and the CLAS and JLab data used
identical Coulomb corrections with the same corrections ap-
plied to the SLAC data in Ref. [6]. There are other effects
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FIG. 1. EMC ratios for gold and lead after applying uniform
isoscalar corrections from [6], shown as red circles [6], blue squares
[2], and black triangles [5]. The number in parentheses is the normal-
ization uncertainty, the solid curve is the parametrization of Ref. [2],
and the red band indicates the correlated systematic uncertainty for
Ref. [6].

that will be different at the lower Q® values of the CLAS
measurement. For example, the quasielastic (QE) contribution
to the EMC region and target-mass corrections are expected
to be larger for the lower 0% CLAS data. However, these
become significant at larger x, and the CLAS data are limited
to x < 0.6, while data up to x = 0.7 is used in extracting the
EMC slope from other experiments. Reference [6] examined
these and found that because of the lower x range, these effects
were not larger for the CLAS data, even at lower Q2 values.
The same is true for higher-twist contributions, based on HT
parametrizations of Ref. [16]. In addition, the Hall C measure-
ment scanned over a range of Q® and settings that matched
the Q? value of CLAS at large x and shows consistent EMC
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FIG. 2. EMC slopes from the world’s data after applying the
common isoscalar correction from Ref. [6] applied to all data sets,
shown as solid black squares [2], hollow blue squares [6], hollow
yellow circles [8], and solid red circles [12].

ratios with the main high-Q? results [6], demonstrating that
HT contributions do not explain the observed difference. Fi-
nally, while the acceptance corrections are large, and showed
that these do not explain a significant part of the observed
difference. While the acceptance corrections are large, they
have significant cancellations in the ratio. So for the EMC
ratios, the systematic uncertainties of the measurement [5]
are small enough that they cannot explain a large part of the
discrepancy, even if the x dependence is assumed to maximize
the impact on the slopes.

II. RADIATIVE CORRECTIONS

Having argued that several differences are unlikely to
explain the discrepancy, we focus on the difference in the
radiative corrections (RCs). These are a natural candidate,
as the RCs introduce a target-dependent correction to the
x dependence of the EMC ratios. Because the EMC effect
relies on precision comparisons of the x dependence for dif-
ferent nuclei, it is sensitive to any correction that is x and A
dependent. Radiative corrections can have a significant x de-
pendence and are sensitive to the radiation length of the target.
Several things about the CLAS radiative correction procedure
are different from the other experiments. In addition to using
a different RC formalism, the corrections will be different due
to the lower beam energy of the CLAS measurement and the
large acceptance (yielding a large Q® range contributing to
each x bin). In addition, the experiment used a dual-target
system, where the liquid deuterium (LD2) target is in the beam
upstream of one of the solid targets, leading to modified radia-
tive corrections due to the LD2 target acting as an additional
radiator for the solid target.

The JLab Hall A and C measurements [4,6—8] use the RC
code “EXTERNALS,” which is based on the Mo and Tsai
formalism [17] with details of the implementation described
in Ref. [3]. This is essentially the same code that was used
for radiative corrections for the SLAC E139 [2] and E140 [3]
experiments, with only minor modifications. The CLAS anal-
ysis [5] also used RCs based on the Mo and Tsai formalism,
but these were implemented in the code “INCLUSIVE” [18])
that makes different approximations.

The primary difference between the EXTERNALS and
INCLUSIVE RC evaluation is how they evaluate the correc-
tions over the full phase space that can contribute to a given
event. Events can radiate in from a two-dimensional (2D)
region in (Epeam, Ee) space, where the initial beam energy
(Ebeam) 1s higher than the energy at the scattering vertex,
and/or the scattered electron energy at the vertex is higher
than observed at the detector (E.) due to the emission of
real photons. Both codes include the commonly used “angle-
peaking” approximation, in which the radiated photons are
assumed to be emitted in the direction of the initial or final par-
ticle velocities. INCLUSIVE additionally uses the so-called
“energy-peaking approximation” that replaces the 2D integral
with a pair of one-dimensional (1D) integrals. EXTERNALS
integrates the contribution over the full 2D energy region,
using a mix of analytical integration for the 1D integral over
E, (E.) for photons from the incoming (outgoing) electron
and numerical integration for the remainder of the integral.
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FIG. 3. The ratio of the EXTERNALS to INCLUSIVE radiative
correction factors on the CLAS EMC ratios [5] as a function of x.

Further details and a more technical comparison of the two
approaches are provided in Appendix A.

In addition to using a different prescription for the radia-
tive correction calculation, INCLUSIVE does not allow for
materials other than the target to contribute to the external
bremsstrahlung. This is particularly relevant for the CLAS
measurements, since the experiment used a target system that
allowed the insertion of the liquid deuterium target and var-
ious solid targets in the beam at the same time [19]. When
calculating the radiative corrections for the solid targets, the
INCLUSIVE program does not include the effects of external
radiation in the upstream deuterium target.

We examined the impact of the RC calculation by compar-
ing the INCLUSIVE calculation, as applied in Ref. [5], to the
result from the EXTERNALS code used in the analysis of the
other JLab extractions [4,6,8]. As a first step, we calculated
the RC for the CLAS measurement using the INCLUSIVE
code, with all parameters and settings matching those of the
original publication, and verified that we obtained consistent
results. This tests that our procedure for taking the cross-
section weighted average RC as a function of x, integrated
over the CLAS Q7 acceptance, reproduces the original calcu-
lation. We then compare our INCLUSIVE RC factors to those
obtained using EXTERNALS, with the inclusion of the liquid
deuterium (LD2) target upstream of the solid target.

Figure 3 shows the change to the RC factors for the
EMC ratios when applying the calculation of EXTERNALS
(including the upstream LD2 target) as opposed to the
INCLUSIVE corrections [5]. The C and Al (hollow symbols)
targets have thicknesses below 1% of a radiation length (RL),
while the Fe and Pb targets (solid symbols) have thicknesses
of ~2% RL. The modification to the EMC ratio is typically
< 2% and has a systematic x dependence that is similar for all
of the targets, decreasing the extracted EMC slopes.

The largest correction comes from the difference be-
tween the EXTERNALS and INCLUSIVE RC procedures.
This introduces a 3% x dependence, roughly linear in x.
It also introduces a small overall offset between low- and

high-radiation-length targets. The inclusion of the LD2 target
as an upstream radiator yields a nearly identical correction for
all targets, as expected, with a minimal impact on the RCs
at larger x and a reduction of 2% at x ~ 0.2. This yields a
common distortion in the shape below x = 0.4 for all targets
but has only a small reduction in the EMC slopes for 0.3 <
x < 0.7. Appendix B shows separately the impact of changing
to the EXTERNALS correction code and the impact of includ-
ing the LD2 target upstream and provides the RC correction
factors and updated ratios for the EMC effect region.

III. IMPACT ON THE EMC RATIOS

We note that there was also a cryogenic isolation foil be-
tween the LD2 target and the solid targets which we do not
include in this study, but its radiation length was very small
compared to the LD2 target, and the upstream material had
minimal impact except at very low x, as shown in Appendix B,
so this has a negligible impact on our study. In addition,
the upstream LD?2 target was empty for the aluminum data
taking, reducing its radiation length and thus the impact
on the radiative corrections. So the correction for the alu-
minum target slightly overestimates the effect, but again the
upstream radiator has minimal impact on the EMC slope.

Given that the EXTERNALS calculation yields a different
correction factor for the CLAS data, we now evaluate the
impact of these changes on the extracted EMC ratios and
slopes. To ensure that all other aspects of the analysis are
unchanged, we start with the published cross-section ratios
from [5], which used the INCLUSIVE RCs. We then di-
vide out our INCLUSIVE RC factor and multiply by the
EXTERNALS RC factor to provide EMC ratios based on the
EXTERNALS correction. To ensure a consistent comparison
with other measurements, we follow the approach of Ref. [6]
and ensure that all data sets use the same correction.

While the uncertainty in the x-dependent radiative cor-
rection will partially cancel between different targets, this
cancellation will not be perfect. Based on previous studies of
EXTERNALS [2-4,6,8], we estimate that the RC procedure
contributes a 0.5% normalization uncertainty and a 0.5% un-
correlated uncertainty to the EMC ratios. The normalization
uncertainty is consistent with what was used in Ref. [5],
but no uncorrelated uncertainty was included. Therefore, we
keep the original normalization uncertainty and add a 0.5%
uncorrelated uncertainty to each point. The sensitivity to the
quasielastic model is somewhat smaller than that seen for the
Hall C measurement (red band in Fig. 1) due to the lower
Q? of the CLAS measurements and lower-radiation-length
targets.

Figure 4 shows the cross-section ratios for the world’s data
on Au and Pb, using the ratios from Ref. [6] and applying the
EXTERNALS RC to the CLAS data. We added in quadra-
ture our estimated uncertainty for the radiative correction
procedure. Figure 5 shows the EMC slopes from fitting the
EXTERNALS-corrected CLAS EMC ratios for x > 0.3.
The EXTERNALS-corrected result yields better agreement
in the EMC ratios and the EMC slope for all nuclei measured.
The slopes are reduced by a significant amount, as seen in the
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FIG. 4. EMC ratios for gold and lead [2,5,6] with common
isoscalar corrections from [6] and the radiative correction procedure
described in the text applied to the CLAS data. Symbols as in Fig. 1.

comparison to Fig. 2, and are now in good agreement with the
remaining world data.

Repeating the linear fit of EMC slope vs A~'/3 for A > 9
nuclei using the EXTERNALS-corrected CLAS slopes yields
x2 = 1.22, only slightly above the value for the fit excluding
CLAS, and the slope and intercept of the fit are within 1o of
the values for the fit without the CLAS results. This gives an
EMC slope for A = oo of 0.542 4+ 0.023.

IV. IMPACT ON QUASIELASTIC SCATTERING

Having observed that the RC procedure has a significant
impact on the EMC ratios and their x dependence, we per-
formed a similar comparison of the RCs in the region where
scattering from short-range correlations are expected to dom-
inate [13,15,20-22]. Reference [5] extracted these ratios in
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FIG. 5. EMC slopes from the world’s data, with the common
isoscalar correction from Ref. [6] and the radiative correction pro-
cedure described in the text applied to the CLAS data. Symbols as in
Fig. 2.

TABLE 1. EMC slopes (absolute value) and a, (A) for the
EXTERNALS-corrected CLAS data using the isoscalar corrections
from Ref. [6].

Target Slope (EXTERNALS) a> (A) (EXTERNALS)
2c 0.278 £ 0.030 443 4+ 0.08
27Al 0.306 % 0.029 4.78 £ 0.09
SoFe 0.409 + 0.027 4.80 £ 0.10
208pp 0.436 + 0.028 479 +0.11

addition to the DIS ratios at lower x, and so the same dif-
ferences that changed the EMC ratios could also modify the
ratios in the SRC region. We repeat the comparisons presented
above for the data in the SRC region to determine if it leads to
similar systematic differences in the comparison to previous
SRC measurements [14,23,24]. In this region the goal is to
examine the ratio of the cross section from heavy nuclei to the
deuteron, which is expected to be constant for large x and 02,
where scattering is dominated from quasielastic scattering off
of high-momentum nucleons from SRCs [13,23].

In this case, there is less reason to expect that the impact
will be large. While the inclusion of the LD2 target upstream
could produce a systematic shift in the ratios, the uncertainties
in the average cross-section ratios in the SRC region, a(A)
[13,25], are roughly 5%. So the 2% level changes observed in
the DIS region would have a much less significant impact on
the relative precision of the SRC measurements. In addition,
because the radiative corrections at x > 1 are dominated by
the loss of high-x events that radiate into lower-x kinematics,
with very little radiating in from higher x where the cross
sections are highly suppressed, there is less sensitivity to the
cross-section model. This would tend to reduce the A depen-
dence but not the potential dependence on the target thickness.
Figures showing the impact on the cross-section ratios at
x > 1 and modified versions of the extracted a,(A) ratios are
included in Appendix C. The main impact is a systematic
decrease in the extracted a,(A) values of up to 1%—2%, com-
pared to the ~2%-3% uncertainty in the original extraction.
Thus, it is a small effect, although not negligible given that
it is partially correlated between the different nuclei. Table I
gives the updated EMC slope and a, values after applying the
modified RC procedures.

V. CONCLUSIONS

In conclusion, we have performed comparisons of the
INCLUSIVE and EXTERNALS radiative correction proce-
dures and find that the use of the more complete EXTER-
NALS formalism on the CLAS data [5] appears to resolve
the discrepancies between the EMC ratios from this measure-
ment and those reported by SLAC and Jefferson Lab Hall C
experiments. Focusing on the CLAS [5] experiment, we find
that employing an improved numerical-integration implemen-
tation of the Mo and Tsai radiative correction procedures, as
done in EXTERNALS yields corrections of up to 2%-3%
with a systematic x dependence. Additionally, the inclusion of
the upstream CLAS LD2 target introduces a distortion in the
shape at low x. While these corrections are relatively small,
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FIG. 6. Radiative corrections triangle. This diagram shows the
phase space of initial and scattered electrons (after radiation) that can
contribute to the radiated cross section at (Epeam, E.) = (Ey, E},). The
red line denotes the elastic limit where x = A, and the blue line is the
location of the quasielastic contribution. In principle, nuclear-excited
states can populate the region between the elastic and quasielastic,
while the inelastic contributes to the region between the quasielastic
and the measured point. In the energy-peaking approximation, the
full two-dimensional integral over this phase space is simplified to
two one-dimensional integrals along the E] and E), axes.

they are significant given the precision of the data [5]. Because
of the nearly linear x dependence, these effects combine to
give a systematic reduction in the slope of the EMC effect for
all targets. The adoption of this alternative radiative correction
procedure aligns the CLAS EMC slopes with earlier SLAC
and Hall-C measurements. This yields more consistent results
for individual targets, as well as making global fits to the A
dependence of the EMC effect less sensitive to whether or not
the CLAS results are included.

These studies can also inform future measurements of
hadron production in nuclear DIS such as Refs. [26-29],
which typically feature observables that are normalized rel-
ative to the inclusive DIS cross sections. They may also be
of importance for other experiments that collect data with
multiple targets in the beam.
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APPENDIX A: COMPARISON OF EXTERNALS
AND INCLUSIVE CALCULATIONS

The primary difference between the EXTERNALS and
INCLUSIVE programs is how each treats the so-called ra-
diative correction “triangle.” The phase space of initial and
scattered electron energies that can contribute to the cross
section at (Epeam, E.) = (Ey, E),) after radiation is illustrated
in Fig. 6. Any point encompassed by the red and black
lines in the figure (including nuclear elastic, quasielastic,

and inelastic processes) can contribute to the measured cross
section. So a complete calculation of the radiated cross
section at (E,, E,,) requires a two-dimensional integral of the
appropriately weighted cross section over the phase space.
EXTERNALS performs this two-dimensional integral, while
INCLUSIVE makes use of the so-called “energy-peaking
approximation,” which allows the simplification of the full
two-dimensional integral to a pair of one-dimensional inte-
grals along the E; and E, contours. This approximation is
useful in cases in which there is insufficient existing data
to constrain the cross section away from the point of the
measurement. However, the “energy-peaking approximation”
is inadequate in certain cases, particularly for large-radiation-
length targets.

As described in Ref. [17], the measured radiated cross sec-
tion from a target of thickness 7', at a beam energy E, = Ej,
and scattered electron energy E, = E, is given by

T d[ E, E[r)nux
O'exp(Em Ep) = / 7 / ‘ dEr// dE[;
0 in E,

X I(ES5 Eg/’ t)UI(Eg/E;))I(EI/;a Epa T — t)5

(A1)
where
) P S— (A2)
1+ 3:(1 —cosf)
EM(E,) = Ep (A3)

1—2(1 —cos)

M is the target mass, and 0 is the electron scattering angle.

The program EXTERNALS calculates the two-
dimensional integral in Eq. (Al) over the full phase
space, calculating o; (the cross section including internal
radiative corrections) using the so-called equivalent radiator
approximation. The energy-peaking approximation employed
by INCLUSIVE reduces the two-dimensional integration to
line integrals along the E, and E; axes. In some cases, this
approximation does not result in large changes to the radiated
cross section (on the order of 1%). For thick targets and
certain kinematics, the effects can be significant.

A comparison of the radiated cross section calculated with
and without the energy-peaking approximation is shown in
Fig. 7. These calculations were done as part of the analysis
of Hall C experiment E03103 [4,6] at Jefferson Lab. In this
experiment, measurements were made of the EMC effect at
Eveam = 5.776 GeV for several targets (3He, “He, °Be, '2C,
Cu, and '°”Au). The °Be and '>C targets had relatively small
radiation lengths (1.6%-3%), while the Cu and '’ Au targets
were thicker (6%). Figure 7 shows the ratio of radiated cross
sections calculated with and without the energy-peaking ap-
proximation for the ~1.6% RL carbon target (top) and the
6% RL gold target (bottom). The radiative effects shown in
Fig. 7 were calculated using the same parametrization for
the inelastic and quasielastic contributions [30], the only dif-
ference being the application (or not) of the energy-peaking
approximation. The impact of using the energy-peaking ap-
proximation is clearly larger for the larger RL target and at a
larger scattering angle (larger Q%). At large x the difference
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FIG. 7. Ratio of radiated cross section calculated using the
energy-peaking approximation (a;ggk) to that from the full 2D in-
tegral over the radiative corrections “triangle” (o). Calculations
were performed at the kinematics of the Hall C 6-GeV EMC effect
measurements (E03103) using the nominal carbon and gold target
thicknesses (1.6% and 6% RL, respectively). Effects can be signif-
icant for certain kinematics (large angle and low x) and for thicker
targets.

is only a few percent, but at smaller x (x & 0.3), the dif-
ference can grow to more than 10%, so the energy-peaking
approximation was not used in the E03103 analysis. The
kinematics of the CLAS measurement are similar to those
from the Hall C measurement, suggesting that the use of the
energy-peaking approximation might induce biases.

APPENDIX B: BREAKDOWN OF THE RADIATIVE
CORRECTION CONTRIBUTIONS

Figure 3 shows the impact of using the EXTERNALS
radiative correction procedure and including the upstream
LD2 on the EMC ratios. Here, we break down the different
contributions to the modification of the radiative corrections.
Figure 8 shows the impact of switching from the INCLUSIVE
to EXTERNALS RC code, without the inclusion of the up-
stream LD?2 target as an additional external radiator. For all
targets, this introduces a correction that is roughly linear in x
and decreases the falloff of the EMC ratio fromx = 0.3 — 0.7
by 2%-3%, thus reducing the EMC slope. The x dependence
of the modification to the EMC ratios is similar for all of the
targets, although the thick targets have a 1%—2% change in the
overall normalization of the correction. These changes bring
the slope in better agreement with the world’s data and also
explain some of the normalization difference [6].
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FIG. 8. Ratio of radiative correction factors for the targets used in
the CLAS EMC effect extraction calculated using the EXTERNALS
program (but without including the LD2 target that was upstream of
the solid targets) relative to the RC factor calculated using INCLU-
SIVE (i.e., making use of the energy-peaking approximation).

Figure 9 shows the impact of adding the LD2 target
upstream of the solid target position, evaluated using the
EXTERNALS code. The main impact is a reduction of the
EMC ratio at low x values, mainly below x = 0.4. The correc-
tion is nearly A independent and is generally a 1% effect or
less in the EMC region (x > 0.3), yielding a small reduction in
the EMC slope that is largely target independent. If data below
x = 0.3 is used in fitting the EMC effect, or as a consistency
check with other data sets, the impact would be larger—up to
2.5% for the lowest x values.

The total impact on the EMC ratios of the RC changes
shown in Figs. 8 and 9 is shown in Fig. 3. Table II shows the
ratio of EXTERNALS to INCLUSIVE radiative corrections
from Fig. 3 and the EXTERNALS-corrected EMC ratios from
Fig. 5.
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FIG. 9. Ratio of radiation correction factors calculated using
EXTERNALS with and without the upstream LD2 target included
in the calculation.
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TABLE II. The ratio of the EXTERNALS RC factor to that from INCLUSIVE, along with the CLAS A/D per-nucleon cross-section ratio

with the EXTERNALS RCs applied.

(QZ) 12C /D 27A1 /D 56Fe /D 208Pb /D

X [GeV?]  EXT/INC EMC ratio EXT/INC EMC ratio EXT/INC EMC ratio EXT/INC EMC ratio

0.220 1.62 0.9750 1.0276(490) 0.9730 0.9785(518) 0.9870 1.0129(506) 0.9950 1.0386(510)
0.247 1.72 0.9797 1.0111(094) 0.9798 0.9869(093) 0.9910 1.0112(094) 0.9984 1.0281(095)
0.260 L77 0.9820 1.0036(094) 0.9830 0.9835(093) 0.9930 1.0087(094) 1.0000 1.0201(095)
0.273 1.81 0.9843 1.0020(094) 0.9856 0.9893(093) 0.9953 1.0095(094) 1.0019 1.0176(095)
0.287 1.86 0.9867 0.9956(094) 0.9884 0.9905(094) 0.9977 1.0045(094) 1.0041 1.0141(095)
0.300 1.90 0.9890 0.9939(094) 0.9910 0.9903(094) 1.0000 1.0022(094) 1.0060 1.0093(095)
0.313 1.94 0.9916 0.9995(094) 0.9939 0.9896(094) 1.0019 1.0058(095) 1.0086 1.0103(095)
0.327 1.98 0.9944 1.0033(094) 0.9971 0.9980(094) 1.0041 1.0074(095) 1.0114 1.0148(095)
0.340 2.02 0.9970 1.0020(094) 1.0000 0.9971(094) 1.0060 1.0027(095) 1.0140 1.0126(095)
0.353 2.05 0.9983 0.9923(094) 1.0010 0.9812(094) 1.0073 0.9892(094) 1.0153 1.0017(095)
0.367 2.08 0.9997 0.9887(094) 1.0020 0.9795(094) 1.0087 0.9859(094) 1.0167 0.9962(095)
0.380 2.11 1.0010 0.9860(094) 1.0030 0.9776(094) 1.0100 0.9835(094) 1.0180 0.9924(086)
0.393 2.16 1.0016 0.9776(094) 1.0040 0.9707(094) 1.0110 0.9737(094) 1.0187 0.9817(086)
0.407 2.24 1.0023 0.9933(094) 1.0050 0.9871(094) 1.0120 0.9854(094) 1.0193 0.9967(095)
0.420 2.33 1.0030 0.9829(094) 1.0060 0.9782(094) 1.0130 0.9775(094) 1.0200 0.9805(086)
0.433 2.41 1.0036 0.9625(094) 1.0063 0.9564(093) 1.0133 0.9567(085) 1.0200 0.9626(086)
0.447 2.50 1.0043 0.9612(094) 1.0067 0.9581(094) 1.0137 0.9534(085) 1.0200 0.9640(086)
0.460 2.60 1.0050 0.9547(093) 1.0070 0.9474(093) 1.0140 0.9438(085) 1.0200 0.9481(085)
0.473 2.70 1.0056 0.9614(094) 1.0076 0.9564(094) 1.0150 0.9492(085) 1.0203 0.9562(085)
0.487 2.80 1.0063 0.9460(093) 1.0083 0.9369(093) 1.0160 0.9331(085) 1.0207 0.9428(085)
0.500 291 1.0070 0.9456(093) 1.0090 0.9428(093) 1.0170 0.9251(084) 1.0210 0.9325(085)
0.513 3.02 1.0086 0.9562(102) 1.0106 0.9435(093) 1.0193 0.9369(085) 1.0231 0.9356(094)
0.527 3.14 1.0104 0.9457(102) 1.0124 0.9218(093) 1.0217 0.9176(084) 1.0254 0.9194(093)
0.540 3.25 1.0120 0.9422(102) 1.0140 0.9276(093) 1.0240 0.9138(084) 1.0275 0.9182(094)
0.553 3.37 1.0139 0.9186(198) 1.0159 0.8967(198) 1.0263 0.8974(180) 1.0296 0.8915(180)
0.580 3.60 1.0180 0.9427(471) 1.0200 0.9481(482) 1.0310 0.9360(466) 1.0340 0.8978(426)

APPENDIX C: RADIATIVE CORRECTIONS
FOR QE SCATTERING

Next, we present a similar study for quasielastic scattering
at x > 1. In this case, the physics interpretation of the data
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FIG. 10. Comparison of the EXTERNALS RC correction (in-
cluding upstream LD2 target) vs original (INCLUSIVE, no LD2
target) in the SRC region.

in terms of short-range correlation does not require the same
level of precision as the in the DIS region. Thus, even if
the difference between EXTERNALS and INCLUSIVE
could be as large or even larger, the impact is likely to be
less. Figure 10 shows the change to the A/D ratios when
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FIG. 11. Impact of RC procedures described in the text on SRC
plateau values, a;(A). The a, values based on the EXTERNALS RC
are offset slightly for clarity.
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converting from INCLUSIVE to EXTERNALS, where the
EXTERNALS code includes the addition of the upstream
LD2 target. The correction is largest near the top of the
QE peak, where the rapidly changing cross section (and
ratio) in the QE peak region makes the corrections more
sensitive to the RC procedure. The correction is small and
relatively Q? independent above x = 1.3, the region of
interest for SRC studies. The overall impact in this region
is a reduction of up to 2% in the cross-section ratio that

is somewhat larger for the heavy (higher-radiation-length)
targets.

Figure 11 shows the impact on the extracted value of
ay(A) for all four nuclei measured in the CLAS experiment.
While the RC changes led to a reduction of up to 2% in
the SRC-dominated region, this is not large compared to the
experimental uncertainties on the a, extraction. Nonetheless,
because it is a systematic reduction for all nuclei, with some
A dependence, it is not completely negligible.
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