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(p, γ) cross section measurements on Sn isotopes relevant to the p process

S. Harissopulos ,* E. Vagena , A. Spyrou ,† M. Axiotis , Z. Kotsina , K. Tsampa , and A. Lagoyannis
Tandem Accelerator Laboratory, Institute of Nuclear and Particle Physics, NCSR “Demokritos”, 153.10 Aghia Paraskevi, Athens, Greece

P. Dimitriou
Nuclear Data Section, International Atomic Energy Agency, Vienna 1400, Austria

H.-W. Becker and V. Foteinou
DTL/RUBION, Ruhr-Universität Bochum, 40781 Bochum, Germany

(Received 4 November 2023; revised 10 March 2024; accepted 21 June 2024; published 16 July 2024)

Background: Calculations of p-nuclei abundances depend heavily on the Hauser-Feshbach (HF) theory to
compute cross sections and, consequently, the reaction rates entering a huge reaction network encompassing
nearly 2000 isotopes, the vast majority of which are unstable. Therefore, the successful reproduction of p-nuclei
abundances relies on the reliability of the nuclear parameters entering the HF calculations, i.e., the optical model
potential (OMP), the nuclear level density (NLD), and the γ -ray strength function (γ SF).
Purpose: New cross sections, astrophysical S factors, and reaction rates for (p, γ ) reactions on 116Sn and 118Sn
were measured at energies relevant to the p process with the aim of validating OMP, NLD, and γ SF models and
investigating their “global” character, with particular emphasis on the Lane-consistent semimicroscopic OMP
developed by Bauge et al. [Bauge, Delaroche, and Girod, Phys. Rev. C 63, 024607 (2001)].
Method: Cross sections were determined from γ -angular distribution measurements, angle-integrated γ spectra
taken with the 4π γ -summing technique, and off-beam γ activities measured with the activation method. HF
calculations were performed with the TALYS code (version 1.96).
Results: Total and partial cross sections were determined for the 116Sn(p, γ ) 117Sb and 118Sn(p, γ ) 119Sb reac-
tions at energies ranging from 2.2 to 5.2 MeV. These energies cover almost entirely the Gamow window relevant
to p-process nucleosynthesis. The experimentally determined cross sections and the resulting S factors were
corrected for electron screening effects and subsequently compared with HF calculations, which were performed
using various combinations of phenomenological or semi-microscopic models describing the proton-nucleus
OMP (p-OMP), alpha-particle–nucleus OMP (α-OMP), NLD, and γ SF.
Conclusions: Our screening-corrected data were found to be in very good agreement with the corresponding
calculations performed using a combination of the p-OMP of Bauge et al. with semimicroscopic models for the
α-OMP, NLD, and γ SF. This agreement resulted from adjusting the energy dependent isoscalar normalization
factors λV and λW for the real and imaginary components of the OMP. The model combination used by default
in TALYS 1.96, which includes only phenomenological models for the nuclear parameters entering the HF
calculations, was less successful in reproducing our screening-corrected data. The NLDs used in our TALYS

calculations were compared with the experimental cumulative numbers of low-lying levels observed in 117Sb
and 119Sb. Average radiative widths from the systematics were also used to validate the combination of NLD and
γ SF models found to best reproduce our data. Finally, the stellar reaction rates obtained in the present work were
compared with those provided in the REACLIB and BRUSLIB databases. In the temperature range relevant to
the p process, it was found that the REACLIB stellar rates are smaller by a factor of ≈2, whereas the BRUSLIB
rates exhibit deviations of no more than 20%.
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I. INTRODUCTION

The vast majority of the (p, γ ) cross-section measurements
carried out in the last two decades on nuclei heavier than
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iron have been motivated by the need to perform a credi-
bility test of the statistical model calculations that are based
on the Hauser-Feshbach theory [1]. These calculations are
required to provide the cross sections and, hence, the reac-
tion rates of more than 20000 nuclear reactions entering a
huge reaction network involving almost 2000 stable or un-
stable isotopes lying between Ge and Bi (see, e.g., Fig. 4 of
Ref. [2]).

Solving this network is necessary to calculate the abun-
dances of a certain group of 35 proton-rich isotopes lying
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FIG. 1. Map of the stable nuclides (boxes) between Ge and Ba. Gray boxes indicate p nuclei. Nuclides marked with an “X” indicate the
isotopes used as targets in (p, γ ) cross-section measurements reported in Refs. [2,8–22].

between 74Se and 196Hg, known as p nuclei [3]. As the
vast majority of the isotopes entering this network are un-
stable and, therefore, experimentally difficult to reach, the
network’s solution relies almost entirely on the predictions of
the Hauser-Feshbach (HF) theory [1].

Under these conditions, uncertainties in the p-nuclei abun-
dance calculations may result not only from deficiencies in
the astrophysical models aimed at describing the nucleosyn-
thetic process of the p nuclei in the cosmos, known as the p
process [3–5], but also from uncertainties in the key nuclear
properties used in HF calculations. These properties notably
include the nucleon–nucleus and α-particle–nucleus optical
model potentials (OMPs), nuclear level densities (NLDs) and
γ -ray strength functions (γ SFs).

p nuclei are believed to be produced in explosive stellar
sites [3] under specific temperature conditions, isotopic com-
position, explosion mechanisms, and timescales. The choice
of these parameters, the application of physical principles,
and their theoretical treatment define the level of success
of various p-process models in reproducing the observed p-
nuclei abundances in the solar system. To achieve this task,
various astrophysical scenarios and mathematical approaches
have been proposed, some of which claim to be capable of
reproducing the majority of these abundances with uncertain-
ties smaller than a factor of 3 for essentially all p isotopes (see,
e.g., [6,7]).

As some of the astrophysical conditions assumed to model
the nucleosynthesis of the p isotopes are under debate, it is
imperative to independently investigate potential uncertainties
in the key nuclear properties used in the HF calculations,
such as OMPs, NLDs, and γ SFs. This task requires extensive
comparisons between theoretical predictions and experimen-
tal data over the mass range where the p-process reaction
network operates, i.e., from A ≈ 60 to A ≈ 180.

Motivated by these challenges and as a continuation of our
previous communications, we present here our latest work
within a series of 30 (p, γ ) reaction cross-section measure-
ments conducted by our group or in collaboration with other
research teams, in the mass region A = 74 to 131 at energies
ranging from ≈1.5 to 5 MeV. The stable nuclides used as
targets in these experiments are displayed in Fig. 1.

In this paper, we report on (p, γ ) cross-section mea-
surements on Sn isotopes. Similarly to our most recent
publications [19–22], this paper focuses on testing the global
character of existing microscopic models for the proton-
nucleus OMPs (p-OMPs), NLDs, and γ SFs.

II. SETUPS AND MEASUREMENTS

The cross sections reported in the present work were de-
termined using three different methods: measuring γ -angular
distributions, angle-integrated γ rays with the 4π γ -summing
technique, and off-beam γ activities with the activation
method. Detailed descriptions of all three methods and the
corresponding setups used in this work can be found in [2].
The corresponding experiments were conducted at the follow-
ing facilities: the 4 MV single-stage Dynamitron accelerator at
the former Institut für Strahlenphysik (now closed) of the Uni-
versity of Stuttgart, Germany; the 4 MV Dynamitron Tandem
accelerator at Ruhr-Universität Bochum, Germany; and the
5.5 MV Tandem accelerator at NCSR “Demokritos,” Athens,
Greece.

Table I summarizes the energy range covered by the
present work and the properties of the Sn targets used. As
listed in this table, both natural and enriched targets were
employed. The enriched targets were prepared by evaporating
highly enriched isotopic material onto 0.2-mm-thick tanta-
lum disks. The areal densities ξ of the targets, often referred
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TABLE I. Nuclear reactions investigated in the present work. The method applied is given in the second column. The incident beam
energies Ep covered and typical proton-beam currents ip on target are given in the third and fourth columns, respectively. The uncertainty in
Ep is �5 keV. The material used to prepare the targets via evaporation on tantalum backings is indicated in the fifth column, whereas the
radial density (“thickness”) ξ of the corresponding target isotope and its enrichment are given in the sixth and seventh columns, respectively.
In the case of 116Sn O2, the ξ values refer solely to the 116Sn isotope. The listed enrichments were obtained from certificates issued by
the isotope-providing company. The last column gives the range of energy loss �E of the proton beam in the corresponding target for the
minimum and maximum energies measured. This range was obtained using the code SRIM [23]. The relative uncertainty of the calculated �E
values is less than ≈5%.

Ep Target ξ Enrichment �E
Reaction Method (MeV) ip material (µg/cm2) (%) (keV)

118Sn(p, γ ) 119Sb γ -angular distributions 2.2–3.5 8–16 µA 118Sn (metallic) 168±20 97.06 9.8–7.5
118Sn(p, γ ) 119Sb 4π γ -summing 2.6–5.2 9–130 nA 118Sn (metallic) 168±20 97.06 9.0–5.8
116Sn(p, γ ) 117Sb γ -angular distributions 2.3–3.5 8–15 µA 116Sn O2 122±8 95.74 8.7–6.8
116Sn(p, γ ) 117Sb 4π γ -summing 3.6–5.2 9–40 nA 116Sn O2 62±6 95.74 3.3–2.5
116Sn(p, γ ) 117Sb activation 2.3 ≈1 µA natSn (metallic) 281±17 14.53 16.0
116Sn(p, γ ) 117Sb activation 2.45 ≈1 µA natSn (metallic) 271±17 14.53 14.9
116Sn(p, γ ) 117Sb activation 3.5 ≈1 µA 116Sn O2 62±6 95.74 3.4

to as the “target thicknesses,” were determined both before
and after the measurements using both the x-ray fluorescence
(XRF) technique (see, e.g., [24]) and Rutherford backscatter-
ing (RBS) (see, e.g., [25]).

A. γ-angular distribution measurements

The γ -angular distributions were measured using four
large-volume high-purity germanium (HPGe) detectors, all
shielded with bismuth germanium oxide (BGO) crystals
for Compton background suppression. These detectors were
placed on a motor-driven table that could rotate, allowing
γ -singles spectra to be measured at eight different angles
relative to the beam direction. At each proton energy, addi-
tional spectra were collected at each of the eight angles with
the proton beam impinging on a blank backing to check for
possible yield contributions from reactions occurring in the
backing material.

The target-to-detector distances ranged from 10 to 20 cm.
The current of the proton beam is given in Table I. The beam
spot had a diameter of ≈4 mm. Further details about the exper-
imental setup, procedures followed during the experiments,
and checks for coincidence summing effects can be found in
Refs. [2,10].

Figures 2 and 3 illustrate typical γ -singles spectra of the
(p, γ ) reactions on 116Sn and 118Sn, respectively. These spec-
tra were taken at a proton-beam energy of 3 MeV with the Ge
detector placed at an angle of 90◦ with respect to the beam
axis. In these figures, the primary γ transitions deexciting the
entry state of the produced compound nuclei 117Sb and 119Sb
are shown in panels (c) of Figs. 2 and 3. These transitions are
labeled as γ0, γ2, and, in the case of Fig. 3, γ3, corresponding
to the primary transitions to the ground, second, and third
excited states of the respective compound nuclei based on the
level listing from the IAEA’s Live Chart compilation [26].

It is worth noting the absence of the primaries to the
corresponding first excited states, i.e., no γ1 is observed in
both of the investigated reactions. This absence is expected
because the proton beam energies used are quite low, making
it so that almost entirely s-wave protons have a substantial

probability of being absorbed by the target nuclei. Since the
target isotopes 116Sn and 118Sn are even-even nuclei with
ground states having spin and parity Jπ = 0+, the entry states
of the produced compound nuclei 117Sb and 119Sb, are ex-
pected to have Jπ = 1/2+. As a result, these entry states are
more likely to deexcite via γ transitions to levels with small
spin differences. Therefore, γ rays from the entry to the first
excited states of 117Sb and 119Sb, both having Jπ = 7/2+,
are less favorable compared to those transitioning to discrete
levels with Jπ = 1/2+, 3/2+, or 5/2+. These levels include
the second and third excited levels and the ground state,
respectively.

In addition to the primary γ rays, Figs. 2 and 3 also
display all the secondary γ transitions depopulating discrete
excited levels and feeding the corresponding ground states.
These transitions are labeled with numbers in both figures,
indicating their energies in keV units. Some peaks marked
with an asterisk (*) indicate secondary γ transitions feeding
discrete levels other than the corresponding ground states of
the produced 117Sb and 119Sb isotopes. Finally, the two peaks
marked with a cross (+) in panels (a) of Figs. 2 and 3 indicate
the 2+

1 → 0+
1 γ transitions emitted by the 116Sn(p, p′γ ) and

118Sn(p, p′γ ) reactions, respectively.
Figures 2 and 3 display additional peaks. The one la-

beled 137Cs, which appears in panels (a), corresponds to the
662-keV γ transition of a 137Cs radioactive source that was
used as a “clock” during the measurements to check for dead
time. Additionally, the spectra shown in these figures include
peaks resulting from (p, p′), (p, γ ), and (p, αγ ) reactions on
23Na, 27Al, 56Fe, 19F, and 11B. These reactions are due to the
presence of the corresponding elements either in the backing
material (Na, F, B) or in mechanical parts of the entire setup
(Al, Fe).

In Fig. 2, one observes additional γ peaks. These arise
from proton-induced reactions on oxygen isotopes contained
in the 116Sn O2 target material. Furthermore, peaks labeled
with “X” in both figures are background γ rays observed in
almost all (p, γ ) reactions we have investigated previously,
while some weak γ lines marked with a question mark (?)
have an unknown origin.
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(a)

(b)

(c)

FIG. 2. Typical γ -singles spectrum measured at Ep = 3 MeV for the 116Sn(p, γ ) 117Sb reaction with the Ge detector placed at 90◦ with
respect to the beam axis. The accumulated beam charge Q was 50 mC. Single- or double-escape peaks are marked with SE and DE, respectively.
The γ transitions contained in the spectrum are explained in the text.

B. Measurements with the 4π γ-summing method

In addition to the γ -angular distributions, angle-integrated
γ -singles spectra were also measured in this work using the
4π γ -summing technique [2,14]. Similar to our previous mea-
surements, we utilized the same 12 in. × 12 in. cylindrical
NaI(Tl) detector with a borehole of 35 mm diameter along
its axis. The solid angle covered by the detector is ≈98%
of 4π for photons emitted at its center, where the target is
placed.

The main advantages of the 4π γ -summing technique
are that (a) at each energy, one only needs to measure one
spectrum instead of at least five, which are usually required
to obtain a γ -angular distribution using HPGe detectors, and
(b) from the γ transitions contained in this spectrum, only one
peak, known as the sum peak, needs to be analyzed. This peak
results from the summation of all the γ cascades leading to
the ground state. Therefore, there is no need to analyze the
numerous γ transitions contained in every spectrum obtained
from γ -angular distribution measurements. Additional details
about the 4π γ -summing technique and the experimental
setup with the detector used in the present measurements can
be found in Refs. [2,14].

Figures 4 and 5 depict typical angle-integrated γ -singles
spectra measured with the 4π γ -summing technique for
the 116Sn(p, γ ) 117Sb and 118Sn(p, γ ) 119Sb reactions, re-
spectively. In Fig. 4, the peak at 8373 keV, marked with
“�0”, is the sum peak of interest. The spectrum also

includes the well-known room background γ transitions at
1461 and 2614 keV and a strong γ line at ≈2.23 MeV re-
sulting from the H(n, γ )D reaction (where D denotes 2H),
i.e., from the capture of (thermalized) neutrons by hydro-
gen present in the surrounding materials, while the neutrons
are produced at different locations by the 4-MeV incoming
proton beam.

The spectrum shown in Fig. 4 also comprises peaks
from proton-induced reactions on oxygen isotopes and 19F,
which are present in the target and backing material, respec-
tively. The associated single-escape peaks are marked with
“SE”. The peak �0 at ≈4.36 MeV is the sum peak of the
16O(p, γ ) 17F reaction, i.e., it is the peak resulting from the
summing of all the γ transitions depopulating the entry state
of the produced 17F and feeding its ground state through γ

cascades. The peak at ≈3.1 MeV (labeled I�2) also arises
from the 16O(p, γ ) 17F reaction; however, it is the result of in-
complete summing of the γ -cascade formed by the successive
γ transitions with energies 2609 and 495 keV, depopulating
the first two excited states of 17F. A similar case of incomplete
summation was reported in [17].

C. Activation measurements

For the 116Sn(p, γ ) 117Sb reaction we also conducted cross-
section measurements using the activation technique at three
bombarding energies, as listed in Table I. A typical γ activity
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(a)

(b)

(c)

FIG. 3. Same as in Fig. 2 but for the 118Sn(p, γ ) 119Sb measured at Ep = 3 MeV with Q = 42 mC.

spectrum is shown in Fig. 6. This spectrum was accumulated
for ≈ 50 min following a 6.1-hour-irradiation of the 116Sn O2

target with 3.5-MeV protons. In addition to the 511-keV
γ peak and its Compton-induced background, Fig. 6 also
contains the strong 158.6-keV γ transition emitted by the
first excited state (Jπ = 3/2+) of the 117Sn isotope, which is

FIG. 4. Angle-integrated γ spectrum measured at a proton beam
energy Ep = 4 MeV for the 116Sn(p, γ ) 117Sb reaction by accumulat-
ing a beam charge Q = 90 µC. The sum peak of interest is located
at 8.373 MeV. The γ transitions contained in the spectrum are ex-
plained in the text.

populated through the decay of its parent nucleus 117Sb. The x
rays appearing in the spectrum originate from the lead bricks
used to shield the HPGe detector.

The chamber employed for the necessary irradiations is
described in detail in Refs. [2,19]. For the counting of the γ

activities after irradiation, an HPGe detector with a relative

FIG. 5. High-energy part of angle-integrated γ spectra measured
at proton beam energies 4.9, 4, and 3.4 MeV for the 118Sn(p, γ ) 119Sb
reaction. The corresponding sum peaks are marked as �0. The
dashed lines indicate typical linear fits of the background subtracted
from the corresponding sum peak.
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FIG. 6. γ -activity spectrum measured after a 6.1-hours-long ir-
radiation of a 95.74%-enriched 116Sn target with a proton beam of
3.5 MeV and a beam current of ≈1 µA (see also text).

efficiency of 55% was used. It was shielded with 5-cm-thick
lead bricks and positioned at ≈15 cm from the irradiated tar-
gets. Its absolute efficiency was determined using a calibrated
152Eu radioactive source placed at the same sample position
to ensure the same geometry conditions as in the activity
measurements. For the 158.6-keV γ transition that was used
to determine the cross section, we obtained an absolute effi-
ciency εabs = 0.0144 ± 0.00175.

Water cooling was applied during all irradiations to pre-
vent material loss of the targets. To monitor the thickness
and stability of the targets, RBS spectra were measured at
frequent intervals using a 300-µm-thick Si surface-barrier de-
tector placed inside the chamber at a distance of ≈30 cm from
the target and at an angle θ = 170◦ with respect to the beam
direction. By comparing the different RBS spectra, it was
found that target deterioration effects were kept below 5%.

The irradiation times at the measured proton energies Ep =
2.3, 2.45, and 3.5 MeV, were 8.5, 6.3, and 6.1 hours, re-
spectively. The corresponding total accumulated charges, Q,
were 29.6, 16.8, and 14.3 mC. Q was measured with a current
integrator (CI) and was subsequently digitized and recorded in
multichannel scaling mode (MCS) within short time intervals
�t , using a “multiscaler” electronic unit connected directly af-
ter the CI. This setup allowed us to monitor the beam stability
and correct for fluctuations in the beam flux during subsequent
data analysis. The uncertainty of the CI reading was ≈3%.
To ensure reliable current integration, a suppression voltage
of −300 V was applied to suppress electrons emitted by the
target and the beam collimator located at the entrance of the
chamber.

III. DATA ANALYSIS AND RESULTS

As described in [2], the total reaction cross section σT is
derived from the total reaction yield YT using

σT = A

NA

YT

ξ
, (1)

FIG. 7. Typical angular distributions of γ transitions of 117Sb
measured at Ep = 3 MeV (see text for details).

where A is the atomic weight in amu of the target used, NA is
the Avogadro number, and ξ is the target “thickness” (radial
density). In a (p, γ ) reaction, the total reaction yield YT is
the absolute number of photons emitted by the reaction per
impinging proton.

A. γ-angular distribution measurements

In the case of γ -angular distribution measurements, the to-
tal yield YT was determined at each beam energy by summing
the yields Y of all N γ transitions that feed into the ground
state of the produced compound nucleus. This sum is obtained
by adding the absolute intensities A0 of the corresponding
angular distributions, using

YT =
N∑

i

Yi =
N∑

i

A0,i (2)

When considering a single γ transition, i.e., when i=1 in
Eq. (2), then Eq. (1) yields the corresponding partial cross
section.

The γ -angular distributions measured in the present work
were acquired by recording γ -singles spectra at eight different
angles θ with respect to the beam direction. These spectra
were subsequently analyzed by following the procedures de-
scribed in detail in [2,19,22]. Typical angular distributions
of γ transitions depopulating excited levels in 117Sb and
119Sb are plotted in Figs. 7 and 8, respectively. All these γ -
angular distributions were measured at a proton-beam energy
Ep = 3 MeV.

As shown in these figures, the angular distribution effects
for some γ -transitions were not significant. In such cases, the
necessary A0 coefficients were derived, as detailed in [19],
by calculating the weighted mean of the data points from
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FIG. 8. Same as in Fig. 7 but for 119Sb.

the corresponding γ -angular distribution. Consequently, the
dashed horizontal lines displayed in Figs. 7 and 8 indicate the
value for the respective A0,i coefficient used in Eq. (2).

Equation (2) can be applied using the primary γ transi-
tions that deexcite the entry state of the produced compound
nucleus. However, to prevent systematic errors arising from
weak, and therefore undetectable, primary γ lines that may
populate high-lying discrete levels and to address uncertain-
ties in the level schemes, especially when dealing with high
excitation energies, our data analysis of the γ -angular distri-
bution measurements was based on the absolute intensities of
the γ transitions feeding the ground state. This includes the
primary γ0 transition and all secondary γ rays feeding the
ground state directly. As a result, the γ transitions considered
in obtaining the total cross section of the 116Sn(p, γ ) 117Sb
and 118Sn(p, γ ) 119Sb reactions using Eqs. (2) and (1), are
depicted in Figs. 9 and 10, respectively.

The experimental total cross sections σT and the corre-
sponding partial cross sections, determined in the present
work from γ -angular distributions for the 116Sn(p, γ ) 117Sb
and 118Sn(p, γ ) 119Sb reactions are plotted in Figs. 11 and 12,
respectively.

The values of these cross sections are summarized in Ta-
bles II and III. All cross sections along with the corresponding
total astrophysical S factors given in these tables have been
corrected for laboratory screening effects, using an electron
screening potential Ue ≈ 300 eV, which is the weighted mean
of the experimentally determined laboratory screening po-
tentials reported in [27–31] for the d + d fusion reaction in
metals. For this correction, the measured cross sections were
divided by a screening correction factor fs calculated as de-
scribed in [15,17].

Since different screening prescriptions have been sug-
gested in the literature, and, furthermore, the value of Ue

FIG. 9. Level scheme of the 117Sb nucleus containing all the γ

transitions (vertical arrows) used to determine the total cross sec-
tion σT of the 116Sn(p, γ ) 117Sb reaction. The excitation energies
in keV, indicated at the right of the levels as well as the spins and
parities shown on their left, were taken from [26]. The thickness of
the arrows correspond to the absolute intensities of the γ transitions,
measured at Ep = 3 MeV.

cannot be estimated accurately at present, we explicitly pro-
vide our adopted screening correction factor values in the
third column of of Tables II and III. The total astrophysical
S factors, ST, given in these tables were determined from the
electron-screening-corrected total cross sections σT using

S(E ) = σ (E ) E e2πη(E ), (3)

where η(E ) is the Sommerfeld parameter [32].
The Ec.m. values given in Tables II and III are the corre-

sponding effective beam energies Eeff in the center-of-mass
system deduced from

Eeff = Ep − �E

2
, (4)

where Ep is the incident proton beam energy and �E/2 is its
energy loss at the center of the target (see Table I).
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FIG. 10. Same as in Fig. 9 but for 119Sb.

The errors given in Tables II and III for the screening-
corrected total cross sections σT and the corresponding
S factors, ST, range between 7.3% and 20%. These er-
rors result from the propagation of uncertainties in the
partial cross sections, which were summed to yield the
total values. These uncertainties result from errors in the
(a) charge Q accumulated at the relevant beam energies
(≈3%), (b) detector efficiency εγ (≈5%), (c) target thick-
ness (≈7% or 12%, depending on the target used), and
(d) statistics. In the case of the 116Sn(p, γ ) 117Sb reaction
the statistical errors in the partial cross sections range from
≈16% to ≈48% for the very weak γ transitions. In the case of
the 118Sn(p, γ ) 119Sb reaction, the corresponding errors range
from ≈9% to ≈48%.

B. Measurements with the 4π γ-summing method

In the case of the 4π γ -summing method, Eq. (2) is modi-
fied as

YT = I�
Nbε�

, (5)

where I� is the net area under the sum peak, Nb is the number
of the beam particles, and ε

�
is the absolute efficiency of the

sum peak.

FIG. 11. Partial cross sections measured for all the γ transitions
populating the ground state of 117Sb. Their energies in keV and the
corresponding symbols in the plot are given in the legend. The spins
and parities of the levels depopulated by these transitions are given in
Fig. 9. The partial cross section γ0 refers to the primary γ transition
from the entry to the ground state and σT is the total cross section.
The data are corrected for electron screening (see also text).

Applying Eq. (5) requires accurate knowledge of ε
�

which
is not only energy- but also γ -multiplicity dependent. To
address this, we developed a specialized procedure known as
“in-out” technique to obtain the “average” multiplicity 〈M〉 of
the γ cascades detected and summed by the specific NaI(Tl)
detector. With this information, we can then derive ε

�
with

Monte Carlo simulations.
This procedure has been utilized in numerous experiments,

allowing us to conclude that the sum-peak efficiency ε
�

de-
creases exponentially with increasing sum-peak energy E� .
This decrease can be described by

ε
�

= ε0 + α exp(−E�/β ), (6)

where the values of the coefficients ε0, α and β are specific
to the detector and depend on whether the compound nucleus
produced by the capture reaction is even-even, even-odd or
odd-odd. The steps for the data analysis of an experiment
conducted using the 4π γ -summing method, which were
also applied in the present work, are described in detail in
Refs. [2,14,20].

The experimental total cross sections σT and the total
astrophysical S factors, ST, determined in the present work
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FIG. 12. Same as in Fig. 11 but for the 118Sn(p, γ ) 119Sb reaction.
The spins and parities of the levels depopulated by the displayed γ

transitions are given in Fig. 10.

using the 4π γ -summing technique for the 116Sn(p, γ ) 117Sb
and 118Sn(p, γ ) 119Sb reactions are summarized in Tables IV
and V, respectively. The center-of-mass energies given in
these tables were also calculated with Eq. (4). All cross
sections and astrophysical S factors given in these tables,
have also been corrected for screening effects, as described
in Sec. III A.

The errors presented in Tables IV and V for the screening-
corrected total cross sections σT and their corresponding S
factors, ST, range between 13.9% and 20.3%. These errors
result from the propagation of uncertainties in the (a) charge Q
(≈3%), accumulated at the relevant beam energies measured,
(b) absolute sum-peak efficiency ε

�
(≈ 9% to 16%), (c) target

thickness (≈10% or 12%, depending on target used), and (d)
statistics (� 2%).

C. Activation measurements

In activation measurements, the cross section of the reac-
tion in consideration is derived from

σ = λ N0
D

N0
i (1 − e−λ�t )

[∑n
j=1 � je−(n− j)λ�t

] , (7)

where λ is the decay constant of the produced unstable
“mother” nuclei, N0

D the number of the “daughter” nuclei
produced during irradiation within a certain irradiation time,

N0
i the number of the target nuclei of the isotope under inves-

tigation in at/cm2, � j the flux of the proton beam during the
jth irradiation time interval �t , and n the total number of the
irradiation time intervals (bins).

N0
D can be derived from the absolute yield, which is calcu-

lated using the net counts under the peak of at least one of the
γ transitions that depopulate an excited state of the daughter
nucleus. In this calculation we took into account corrections
for dead time, absolute efficiency, cascade summing, and pos-
sible pile-up effects.

Self-absorption corrections were not required in our case as
the Sn targets were sufficiently thin. Additionally, the HPGe
detector was positioned 15 cm away from the target surface
during off-beam activity measurements. Consequently, cas-
cade summing and pile-up effects were deemed negligible.

To determine the cross section of the 116Sn(p, γ ) 117Sb
reaction, we used the absolute intensity of the 158.56-keV
γ transition, which depopulates the 3/2+ excited level of the
daughter nucleus 117Sn, populated through the β+ decay of
the mother nucleus 117Sb. In our analysis, we adopted the
relative intensity per decay of 86.4% that is provided in [26]
for the 158.56-keV γ transition.

The screening-corrected total cross sections σT and the cor-
responding screening-corrected total astrophysical S factors
determined in the present work with the activation technique
for the 116Sn(p, γ ) 117Sb reaction are given in Table IV. The
corresponding relative errors range between 15% and 17%.
They are the result of uncertainties in statistics (5–8%), target
thickness (6% and 10% for the thinner one), current integra-
tion (3%) and absolute efficiency (12%) of the HPGe detector
for the 158.6-keV γ transition.

IV. DISCUSSION

As mentioned in Sec. I, optical model potentials (OMPs),
nuclear level densities (NLDs) and γ -ray strength functions
(γ SFs) are key input parameters in statistical model (HF)
calculations. These nuclear properties can be described using
either phenomenological or (semi)microscopic models.

HF calculations can be carried out using well-established
nuclear reaction codes, such as TALYS [33,34], EMPIRE
[35], NON-SMOKERWEB [36], and its updated version,
SMARAGD [37]. All of these codes incorporate dif-
ferent OMP, NLD, and γ SF models, including both
(semi)microscopic or phenomenological ones. Calculations
using the latter models often demonstrate very good agree-
ment with experimental data, making them suitable for HF
calculations in various mass regions, particularly those within
or near the valley of stability.

On the other hand, microscopic or semimicroscopic
models hold particular significance in statistical model cal-
culations. This is because they properly take into account
fundamental nuclear structure phenomena such as the spin-
orbit interaction, pairing, and nuclear deformation. These
models are based on the principles of quantum mechanics
and the strong nuclear force, which govern the interactions
between nucleons within the nucleus. In contrast, phenomeno-
logical models rely on analytical formulas, often involving
various and, at times, drastic approximations.
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TABLE II. Screening-corrected cross sections determined in the present work from γ -angular distribution measurements of the
116Sn(p, γ ) 117Sb reaction. Ep, the proton beam energy in the laboratory system, and Ec.m., in the center-of-mass system, are given in
the first and second columns, respectively. The screening correction factors fs are given in the third column. For the partial cross sections the
symbol σ (i) is used, with i referring to the energy in keV of the relevant γ transition. The screening-corrected total cross section and the total
S factor are indicated with σT and ST, respectively. The uncertainty in Ep is �5 keV.

Ep Ec.m. σ (527.3) σ (719.7) σ (923.9) σ (1089.3) σ (1160.0) σ (1310.5) σ (1354.5)
(MeV) (MeV) fs (µb) (µb) (µb) (µb) (µb) (µb) (µb)

2.30 2.276 1.114 0.27 ± 0.12 0.90 ± 0.18 0.36 ± 0.12 0.27 ± 0.10
2.50 2.474 1.100 0.91 ± 0.27 2.3 ± 0.5 1.2 ± 0.3 0.73 ± 0.17 0.32 ± 0.12 0.30 ± 0.13 0.30 ± 0.14
2.70 2.673 1.089 2.9 ± 0.6 5.4 ± 1.1 3.9 ± 0.8 2.2 ± 0.5 0.73 ± 0.23 0.55 ± 0.21 0.87 ± 0.32
2.85 2.822 1.081 5.9 ± 1.2 8.9 ± 1.8 7.3 ± 1.5 4.3 ± 0.8 1.3 ± 0.4 0.54 ± 0.19 1.2 ± 0.4
2.95 2.921 1.077 9.4 ± 1.8 15.1 ± 2.9 12.7 ± 2.5 7.1 ± 1.4 1.9 ± 0.5 1.1 ± 0.4 2.4 ± 0.7
3.00 2.971 1.075 10.6 ± 2.1 14.9 ± 2.9 12.7 ± 2.4 7.2 ± 1.4 2.1 ± 0.5 1.3 ± 0.4 2.5 ± 0.6
3.10 3.070 1.071 16.9 ± 3.3 22.1 ± 4.3 20.0 ± 3.8 11.6 ± 2.2 3.1 ± 0.8 1.8 ± 0.5 3.4 ± 0.8
3.20 3.169 1.068 26.4 ± 4.9 34.3 ± 6.5 31.1 ± 5.8 17.4 ± 3.4 5.1 ± 0.9 2.9 ± 0.7 4.9 ± 1.1
3.30 3.268 1.065 36.2 ± 6.9 44.9 ± 8.4 41.4 ± 7.8 24.5 ± 4.6 6.9 ± 1.3 4.1 ± 0.9 6.5 ± 1.4
3.40 3.367 1.062 48.8 ± 9.3 59 ± 11 54 ± 10 32.3 ± 6.1 9.7 ± 1.9 5.9 ± 1.2 8.0 ± 1.6
3.50 3.467 1.059 78 ± 15 93 ± 18 86 ± 16 51 ± 10 16.4 ± 3.2 8.9 ± 1.8 13.1 ± 2.6

Ep Ec.m. σ (1454.5) σ (1716.4) σ (1761.3) σ (2300.1) σ (γ0) σT ST

(MeV) (MeV) fs (µb) (µb) (µb) (µb) (µb) (µb) (103 MeV b)

2.30 2.276 1.114 0.15 ± 0.06 1.95 ± 0.27 764692 ± 105880
2.50 2.474 1.100 0.41 ± 0.16 0.26 ± 0.08 6.7 ± 0.8 748504 ± 89374
2.70 2.673 1.089 1.5 ± 0.4 1.1 ± 0.3 0.23 ± 0.11 0.41 ± 0.16 19.7 ± 1.7 721225 ± 62238
2.85 2.822 1.081 2.7 ± 0.7 1.6 ± 0.4 0.28 ± 0.12 0.44 ± 0.16 1.1 ± 0.2 36 ± 3 619383 ± 51615
2.95 2.921 1.077 4.4 ± 1.1 2.9 ± 0.7 0.59 ± 0.24 0.95 ± 0.25 1.8 ± 0.3 60 ± 5 646034 ± 53836
3.00 2.971 1.075 3.4 ± 0.8 2.7 ± 0.6 0.51 ± 0.23 0.84 ± 0.21 2.3 ± 0.4 61 ± 5 523134 ± 42880
3.10 3.070 1.071 5.8 ± 1.3 4.4 ± 0.9 0.83 ± 0.37 1.3 ± 0.3 2.6 ± 0.4 94 ± 7 522507 ± 38910
3.20 3.169 1.068 9.6 ± 1.9 6.5 ± 1.2 1.2 ± 0.5 1.9 ± 0.4 3.6 ± 0.5 145 ± 11 533493 ± 40472
3.30 3.268 1.065 12.9 ± 2.5 8.6 ± 1.7 1.7 ± 0.7 2.8 ± 0.6 5.7 ± 0.8 196 ± 15 486661 ± 37244
3.40 3.367 1.062 16.8 ± 3.2 11.9 ± 2.3 2.3 ± 0.9 3.7 ± 0.8 6.4 ± 0.9 259 ± 19 441839 ± 32413
3.50 3.467 1.059 26.4 ± 4.9 18.8 ± 3.7 3.6 ± 1.4 5.9 ± 1.2 9.1 ± 1.3 410 ± 31 486880 ± 36813

For these reasons, (semi)microscopic models are expected
to be “globally” applicable, meaning they can provide reliable
results for nuclear reactions occurring across various mass
regions of the chart of isotopes without requiring “local” ad-
justments. Due to this “global” character, (semi)microscopic
models hold special significance for p-process abundance
calculations. This is because p process involves nearly 2000
isotopes spanning a broad mass range, from Ge to Bi, and
numerous nuclear reactions occurring far from the valley of
stability.

Considering these factors, the data measured in the present
work were used not only for comparison with standard statis-
tical model calculations but also to investigate the “global”
applicability of the semimicroscopic OMP, NLD, and γ SF
models, with particular emphasis on the Lane-consistent
semimicroscopic OMP developed by Bauge et al. [38,39],
hereafter abbreviated as “JLM/B.”

A. Comparison of experimental results
with standard TALYS calculations

In our last (p, γ ) cross-sections paper on Sr isotopes [22],
we used the version 1.95 of the statistical model code TALYS

[33,34]. In the present work we have employed version 1.96
of TALYS. In addition to the two nucleon-nucleus OMPs, i.e.,

the phenomenological model of Koning and Delaroche [40],
hereafter abbreviated as “KD,” and the JLM/B of Bauge,
Delaroche, and Girod [38,39], TALYS 1.96 offers a compre-
hensive portfolio of models. This includes eight models for the
α-particle–nucleus OMP (α-OMP), six different NLD, and 12
γ SF models (nine for E1 and three for M1 γ transitions). All
28 models are listed in Table VI, resulting in a total of 1152
model combinations available for HF calculations.

TALYS 1.96 incorporates recent improvements in γ SF
models, particularly the new phenomenological simplified
modified Lorentzian (SMLO) model proposed by Goriely
et al. [62,63] for E1 and M1 γ -ray transitions, as well as up-
dated tables for E1 and M1 γ SFs from temperature-dependent
HFB plus QRPA calculations using the D1M Gogny force
[33,68,69] (model abbreviated as “HFB/T/QRPA/G” in
Table VI).

It is worth noting that, in their recent TALYS paper [33],
Koning et al. “specifically recommend” two γ SF models,
namely SMLO and HFB/T/QRPA/G, as they are consistent
from the physics perspective and can be considered “the two
best options” for TALYS calculations. They also regard the
Skyrme-HFB NLD model [54,55], abbreviated as HFB/Sk in
Table VI, as the “most robust” one for similar reasons.

In our TALYS 1.96 calculations, we employed various com-
binations of purely phenomenological and semi-microscopic
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TABLE III. Same as in Table II but for the 118Sn(p, γ ) 119Sb reaction.

Ep Ec.m. σ (270.5) σ (644.0) σ (699.9) σ (970.9) σ (1048.4) σ (1212.7)
(MeV) (MeV) fs (µb) (µb) (µb) (µb) (µb) (µb)

2.2 2.176 1.123 0.64 ± 0.19 0.26 ± 0.08 0.10 ± 0.04
2.4 2.374 1.107 1.4 ± 0.4 0.81 ± 0.23 0.61 ± 0.19 0.11 ± 0.04 0.21 ± 0.07
2.6 2.573 1.094 2.6 ± 0.6 2.5 ± 0.7 2.4 ± 0.6 0.14 ± 0.05 0.68 ± 0.22 0.15 ± 0.06
2.8 2.772 1.084 6.7 ± 1.5 6.5 ± 1.2 7.2 ± 1.4 0.26 ± 0.08 2.0 ± 0.5 0.46 ± 0.15
3.0 2.970 1.075 14.2 ± 2.6 15.3 ± 2.7 16.0 ± 2.9 0.80 ± 0.26 4.6 ± 0.9 1.3 ± 0.4
3.2 3.169 1.068 34.7 ± 5.8 35.6 ± 5.9 37.6 ± 6.7 1.6 ± 0.4 11.4 ± 2.1 2.8 ± 0.7
3.4 3.367 1.062 77 ± 13 72 ± 12 78 ± 14 3.6 ± 0.7 24.1 ± 4.4 6.3 ± 1.3
3.5 3.466 1.059 106 ± 17 102 ± 17 112 ± 20 4.9 ± 0.9 34.7 ± 6.4 9.6 ± 1.7

Ep Ec.m. σ (1327.3) σ (1338.6) σ (1413.2) σ (1646.5) σ (1749.7) σ (1848.2)
(MeV) (MeV) fs (µb) (µb) (µb) (µb) (µb) (µb)

2.2 2.176 1.123
2.4 2.374 1.107 0.19 ± 0.08 0.10 ± 0.04
2.6 2.573 1.094 0.23 ± 0.07 0.61 ± 0.22 0.23 ± 0.08 0.12 ± 0.04
2.8 2.772 1.084 0.78 ± 0.22 1.6 ± 0.4 0.70 ± 0.22 0.25 ± 0.08
3.0 2.970 1.075 0.30 ± 0.10 1.8 ± 0.5 4.0 ± 0.9 0.69 ± 0.23 1.6 ± 0.4 0.42 ± 0.14
3.2 3.169 1.068 0.48 ± 0.17 4.6 ± 0.9 9.5 ± 1.7 1.7 ± 0.4 3.9 ± 0.9 0.93 ± 0.23
3.4 3.367 1.062 0.94 ± 0.33 9.2 ± 1.7 19.4 ± 3.1 4.5 ± 1.0 8.6 ± 1.7 1.9 ± 0.5
3.5 3.466 1.059 1.2 ± 0.4 13.2 ± 2.3 28.3 ± 4.5 6.3 ± 1.4 11.6 ± 1.9 2.7 ± 0.6

Ep Ec.m. σ (1875.3) σ (2269.1) σ (2415.5) σ (γ0) σT ST

(MeV) (MeV) fs (µb) (µb) (µb) (µb) (µb) (103 MeV b)

2.2 2.176 1.123 1.0 ± 0.2 791497 ± 158299
2.4 2.374 1.107 0.10 ± 0.04 3.5 ± 0.5 724286 ± 103469
2.6 2.573 1.094 0.19 ± 0.07 0.10 ± 0.05 0.19 ± 0.07 10.1 ± 1.2 638543 ± 75867
2.8 2.772 1.084 0.51 ± 0.17 0.20 ± 0.07 0.20 ± 0.07 0.42 ± 0.14 27.8 ± 2.5 613298 ± 55153
3.0 2.970 1.075 1.1 ± 0.3 0.40 ± 0.13 0.39 ± 0.13 0.89 ± 0.29 64 ± 5 552492 ± 43163
3.2 3.169 1.068 2.3 ± 0.6 0.84 ± 0.24 0.91 ± 0.28 2.0 ± 0.6 151 ± 11 556698 ± 40554
3.4 3.367 1.062 4.9 ± 1.3 1.6 ± 0.4 1.5 ± 0.4 3.6 ± 0.9 317 ± 24 541850 ± 41023
3.5 3.466 1.059 7.2 ± 1.2 2.3 ± 0.5 2.4 ± 0.6 4.2 ± 0.9 449 ± 33 536126 ± 39403

models, as listed in Table VII. The recommended γ SF and
NLD models by Koning et al. [33] were used in the combina-
tions TALYS-default, TALYS-6, and TALYS-7.

As shown in Table VII, the combinations TALYS-default,
TALYS-0.1, TALYS-0.2 and TALYS-0.3 consist of purely phe-
nomenological models. All four combinations use the same
p-OMP of Koning and Delaroche [40], the α-OMP of
Avrigeanu et al. [44], and the TALYS specific constant temper-
ature Fermi gas model for NLDs [33]. However, they differ in
their choice of γ SF models.

The TALYS-default combination employs the simplified
modified Lorentzian (SMLO) γ SF model [62,63] for
describing both the E1 and M1 γ transitions. In contrast,
TALYS-0.1, TALYS-0.2, and TALYS-0.3 all use the generalized
Lorentzian γ SF model by Kopecky and Uhl [59,60] for
M1 γ -transitions but their choice of E1 γ SF models varies,
as indicated in Table VII.

TALYS-1 is a modification of TALYS-default, where the
purely phenomenological KD OMP [40] is replaced by the
semimicroscopic JLM/B OMP [38,39]. TALYS-1 was used in
the present work for the specific purpose of assessing whether
the predictive power of JLM/B is on par with the widely
acclaimed, and almost routinely used, phenomenological KD
p-OMP [40].

On the other hand, TALYS-2, TALYS-3, TALYS-4, and
TALYS-5 utilize the phenomenological model of Kopecky
and Uhl [59,60] for describing the γ SF of M1 γ transitions.
However, they can be considered self-consistent in terms
of the microscopic models used to calculate the nuclear
ground-state properties. Therefore, these combinations also
are of particular interest for HF calculations.

It’s noteworthy that both TALYS-2 and TALYS-3 have
demonstrated very good agreement with our previously
measured (p, γ ) reaction cross sections on Sr [22] and
Mo isotopes [20], respectively. As successful combina-
tions, they could serve for comparison with the fully
semimicroscopic TALYS-6 and TALYS-7, which, notably, are
the only combinations that employ a consistent semi-
microscopic description of the γ SF of M1 γ transitions (see
Table VII).

The screening-corrected S factors derived in the present
work for the 116Sn(p, γ ) 117Sb reaction are compared in pan-
els (a) and (b) of Fig. 13 with the corresponding TALYS 1.96
calculations. These calculations were carried out using the
model combinations listed in Table VII, with the exception
of TALYS-1.

S factors resulting from the measurements using the ac-
tivation technique are indicated with black triangles, while
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TABLE IV. Screening corrected total cross sections σT deter-
mined in the present work for the 116Sn(p, γ ) 117Sb reaction at
various center-of-mass energies Ec.m. using the 4π γ -summing and
the activation techniques. The corresponding screening correction
factors fs and the astrophysical S factors ST are given in the
third and fifth columns, respectively. The uncertainties in the in-
cident proton beam energy Ep in the laboratory system are less
than 5 keV.

Ep Ec.m. σT ST

(MeV) (MeV) fs (µb) (103 MeV b)

Results obtained using the 4π γ -summing technique
3.6 3.567 1.057 418 ± 65 350712 ± 54537
3.8 3.766 1.052 779 ± 120 342956 ± 52830
4.0 3.964 1.048 1172 ± 181 284809 ± 43985
4.2 4.162 1.045 1878 ± 290 263224 ± 40647
4.4 4.361 1.042 2890 ± 445 243004 ± 37418
4.6 4.559 1.039 4579 ± 706 239137 ± 36871
4.8 4.757 1.036 6701 ± 1033 224157 ± 34555
5.0 4.955 1.034 8741 ± 1349 192619 ± 29727
5.2 5.154 1.032 13473 ± 2252 200517 ± 33516

Results obtained from activation measurements
2.3 2.272 1.114 1.8 ± 0.3 724266 ± 120711
2.45 2.422 1.103 4.6 ± 0.7 712124 ± 107431
3.5 3.469 1.059 305 ± 52 359962 ± 61293

those obtained with the 4π γ -summing method and from
γ -angular distributions are depicted by black circles and black
squares, respectively. The black curves plotted in panel (a)
correspond to the S factors calculated using combinations
of the purely phenomenological models given in Table VII.

TABLE V. Same as in Table IV but for the total cross sec-
tion σT of the 118Sn(p, γ ) 119Sb reaction determined using the
4π γ -summing technique.

Ep Ec.m. σT ST

(MeV) (MeV) fs (µb) (103 MeV b)

2.6 2.574 1.094 10 ± 2 630052 ± 126010
2.8 2.772 1.084 27 ± 5 595304 ± 110242
3.0 2.971 1.075 63 ± 11 542453 ± 94714
3.2 3.169 1.068 131 ± 23 482883 ± 84781
3.4 3.367 1.062 278 ± 49 474373 ± 83612
3.6 3.566 1.057 557 ± 96 470346 ± 81065
3.8 3.764 1.052 957 ± 166 423795 ± 73511
4.0 3.963 1.048 1765 ± 305 431147 ± 74504
4.2 4.161 1.045 2559 ± 442 360391 ± 62248
4.3 4.260 1.043 3192 ± 551 346494 ± 59811
4.4 4.360 1.042 4066 ± 703 343345 ± 59363
4.5 4.459 1.040 4698 ± 812 311300 ± 53805
4.6 4.558 1.039 3887 ± 671 203770 ± 35176
4.7 4.657 1.038 3682 ± 635 153901 ± 26542
4.8 4.756 1.036 3226 ± 556 108303 ± 18666
4.9 4.856 1.035 3185 ± 550 86484 ± 14934
5.0 4.955 1.034 3091 ± 533 68335 ± 11783
5.1 5.054 1.033 3037 ± 523 55009 ± 9473
5.2 5.153 1.032 4447 ± 766 66388 ± 11435

In panel (b), the curves correspond to S factors obtained
with the combinations of the semimicroscopic models of
this table.

In both cases, the various TALYS calculations are depicted
with different types of curves (solid, dashed, long-dashed,
dotted, dashed-dotted, dashed-dotted-dotted) as indicated by
the corresponding legends. The pairs of values given in
parentheses in panels (b) and (d) indicate the values of the
multiplicative factors fV and fW entering Eqs. (9) and (10),
that are discussed below in Sec. IV B 1.

In panels (a) and (b) of Fig. 13, we also include the
screening-corrected S factors obtained from the cross sec-
tions reported in [70,71], which are plotted as open rhombs
and open triangles, respectively. These cross sections were
measured using the activation technique, with an average rel-
ative error of ≈16%. While these S factors show reasonable
agreement among themselves, they exhibit significant devi-
ations from our results, including those obtained with the
activation method (see Table I).

Overall, the S factors from Refs. [70,71] are consistently
higher from our results by an overall factor of ≈1.45. Fur-
thermore, they deviate notably, especially at energies below
≈ 3 MeV, from the corresponding values calculated with the
TALYS 1.96 code, regardless of the model combinations used.

As depicted in panel (a) of Fig. 13, the TALYS calculations
carried out with the phenomenological models specified in
the legend notably deviate from our experimental data. It is
worth noting that the TALYS-default and TALYS-0.3 combina-
tions yield almost identical S factors within the energy range
displayed in panel (a), differing by less than 4%. Additionally,
TALYS-0.2 produces the highest S factors, a trend observed in
many other (p, γ ) reactions studied by our group. This can be
considered a general observation when comparing HF calcula-
tions performed with phenomenological model combinations.

In panel (a) of Fig. 13, the TALYS-0.1 calculations tend to
underestimate the experimental data. However, they appear
to better capture the energy dependence of the data com-
pared to other phenomenological combinations. In fact, an
18% increase in the TALYS-0.1 calculations, indicated by the
long-dashed curve curve, leads to an excellent agreement with
the data.

The different contributions of the three E1 γ SF models
of Kopecky and Uhl [59,60], Brink and Axel [57,58], and
the hybrid model of Goriely [61] to the TALYS calculations
become evident in panel (a) of Fig. 13 when comparing the
curves representing the TALYS-0.1, TALYS-0.2, and TALYS-0.3
combinations, respectively. All three combinations employ
the same OMPs, NLD, and M1 γ SF (see Table VII).

In panel (b) of Fig. 13, the screening corrected S factors
derived in the present work are compared with all the semi-
microscopic combinations listed in Table VII. The numbers
in parentheses following the notation of the different models
in the legend indicate the default values of the TALYS built-in
keywords “lvadjust” and “lwadjust.” These keywords are used
to adjust the values of the isoscalar normalization factors λV

and λW appearing in the general functional form of the JLM/B
OMP, as detailed in Eq. (8) below.

In panel (b) of Fig. 13, all the “standard” semi-microscopic
combinations, i.e., those with (λV , λW ) = (1, 1), fail to
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TABLE VI. Nuclear input parameters (first column) and corresponding phenomenological or semimicroscopic models used in our TALYS

1.96 calculations. The proton–, neutron–, and alpha-particle–nucleus optical model potentials (OMPs) are indicated with p-OMP, n-OMP, and
α-OMP, respectively. The model notation used for discussion in Sec. IV is given in parentheses. The listed models allow for calculating cross
sections with 1152 model combinations. The shaded areas plotted in Fig. 14 have been obtained using all 576 possible model combinations of
the phenomenological p/n-OMP of Koning and Delaroche [40].

Parameter Phenomenological models Semimicroscopic models

p/n-OMP (1) (KD): Global model of Koning and Delaroche [40]; (2) (JLM/B): Spherical Lane consistent model of Bauge,
Delaroche, and Girod [38,39];

α-OMP (1) (WKD): TALYS-specific α-OMP; folding procedure of
Watanabe and Madland [41,42] applied to KD OMP [40]
(2) (McFS): α-OMP of McFadden and Satchler [43]
(3) (Avr/I): α-OMP of Avrigeanu et al. [44]
(4) (Nlt): α-OMP of Nolte et al. [45]
(5) (Avr/II): α-OMP of V. Avrigeanu et al. [46]

(6) (αOMP/I): α-OMP of Demetriou et al. [47]; imaginary
potential parameters as given in Table 1 of [47]
(7) (αOMP/II): α-OMP of Demetriou et al. [47]; imaginary
potential parameters as given in Table 2 of [47]
(8) (αOMP/III): Dispersive α-OMP of Demetriou et al. [47]

NLD (1) (CTFG): TALYS-specific version (see in [33]) of the
constant temperature Fermi-gas model of Gilbert and
Cameron [48]
(2) (BSFG): Back-shifted Fermi-gas model [49,50]
(3) (GSM): Generalized superfluid model of Ignatyuk et al.
[51,52]

(4) (HFBCS): NLDs from a microscopic statistical model using
the deformed Hartree-Fock Bardeen-Cooper-Schrieffer (HFBCS)
predictions of the ground-state properties [53]
(5) (HFB/Sk): NLDs from a combinatorial method using nuclear
structure properties determined with the Hartree-Fock-
Bogolyubov (HFB) model and the BSk14 Skyrme force [54,55]
(6) (HFB/T/G): Temperature dependent NLDs from a
combinatorial method using nuclear structure properties
determined with a HFB model and the D1M Gogny force [56]

γ SF (1) (SLO): Brink-Axel standard Lorentzian [57,58]; for E1
transitions only
(2) (GLO): Generalized Lorentzian of Kopecky and Uhl
[59,60]; for E1 and M1 transitions
(3) (HG): Hybrid model of Goriely [61]; for E1 transitions
only
(4) (SMLO): Simplified modified Lorentzian of Goriely
et al. [62–64]; for E1 and M1 transitions

(5) (HFBCS/QRPA/Sk): γ SFs from spherical HFBCS plus
quasiparticle random phase approximation (QRPA) calculations
based on the Skyrme SLy4 interaction [33,65]; for E1 transitions
only
(6) (HFB/QRPA/Sk): γ SFs from spherical HFB plus QRPA
model calculations based on the Skyrme BSk7 interaction;
[33,66]; for E1 transitions only
(7) (HFB/T/QRPA/Sk): γ SFs from temperature dependent
spherical HFB plus QRPA model calculations based on the
Skyrme BSk7 interaction; [33,66]; for E1 transitions only
(8) (RMF/T): γ SFs from continuum random phase approximation
(CRPA) temperature-dependent calculations based on a relativistic
mean field (RMF) approach [33,67]; for E1 transitions only
(9) (HFB/T/QRPA/G): γ SFs from temperature-dependent HFB
plus QRPA calculations using the D1M Gogny force [33,68,69];
for E1 and M1 transitions

TABLE VII. Model combinations of OMPs, NLDs, and γ SFs used to calculate reaction cross sections using TALYS 1.96. In the first five
combinations, the α-OMP of [44] was used. For the remaining six model combinations the αOMP/III [47] was adopted. The choice of the
α-OMP is not expected to play a significant role at the energy region covered in the present (p, γ ) measurements. The model abbreviations
given in columns 2 to 5 are explained in Table VI.

Model combination p/n-OMP NLD E1 γ SF M1 γ SF
abbreviation model model model model

TALYS-default KD CTFG SMLO SMLO
TALYS-0.1 KD CTFG KU KU
TALYS-0.2 KD CTFG BA KU
TALYS-0.3 KD CTFG HG KU
TALYS-1 JLM/B CTFG SMLO SMLO
TALYS-2 JLM/B HFBCS KU KU
TALYS-3 JLM/B HFB/Sk KU KU
TALYS-4 JLM/B HFB/T/G KU KU
TALYS-5 JLM/B HFB/T/G RMF/T KU
TALYS-6 JLM/B HFB/Sk HFB/T/QRPA/G HFB/T/QRPA/G
TALYS-7 JLM/B HFB/T/G HFB/T/QRPA/G HFB/T/QRPA/G
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(a)

(b)

(c)

(d)

FIG. 13. Panels (a) and (b): Comparison of the screening-corrected S factors (black symbols) obtained in the present work for the
116Sn(p, γ ) 117Sb reaction with the corresponding TALYS calculations (curves) using the model combinations listed in Table VII and specified
in the legends using different types of curves. In panel (a), the curves correspond to the S factors calculated with combinations of purely
phenomenological models. Panel (b) displays the S factors calculated with combinations of semimicroscopic models. The black data symbols
and the pairs of values given in parentheses are explained in the text. Panels (c) and (d): Same as in panels (a) and (b), but for the
118Sn(p, γ ) 119Sb reaction (see text for more details). They gray arrows shown in panels (c) and (d) indicate the energy where the (p, n)
channel opens. In the case of the 116Sn(p, γ ) 117Sb reaction this occurs at is 5.5 MeV.

reproduce the screening-corrected S factors at center-of-mass
energies below ≈3.2 MeV. Additionally, TALYS-5 exhibits
significant deviations from the experimental data across all
energies measured. This deviation is also evident for the
118Sn(p, γ ) 119Sb, as shown in panel (d). Similar deviations
of TALYS-5 calculations from experimental data have been
observed in several of our previous (p, γ ) measurements in
other isotopes.

Attempts in the present work to achieve a satisfactory
agreement between TALYS-5 calculations and the experimental
data by varying λV and λW , as described below, were not
successful. As such, one of the primary findings of this work
is that TALYS-5 is not a suitable model combination for HF
cross-section calculations of (p, γ ) reactions.

The screening-corrected S factors obtained in the present
work for the 118Sn(p, γ ) 119Sb reaction are presented in panels
(c) and (d) of Fig. 13. Black squares indicate the S fac-
tors derived from γ -angular distribution measurements, while
black circles correspond to S factors obtained with the 4π γ -
summing method.

In panel (c), the S factors calculated using the combinations
of purely phenomenological models listed in Table VII are
depicted, while those shown in panel (d) are obtained with

combinations of semi-microscopic models, also listed in the
same Table VII. Each TALYS curve is identified by a different
curve type as indicated by the corresponding legends.

In panel (c) of Fig. 13, TALYS-0.2 fails entirely to repro-
duce the experimentally derived screening-corrected S factors,
consistent with the results for the 116Sn(p, γ ) 117Sb reaction.
The S factors calculated with the TALYS-default and TALYS-0.3
combinations are, again, almost identical within the displayed
energy range, differing by less than 4%.

As shown in this panel, TALYS-default and TALYS-0.3 re-
produce very well the experimental S factors determined at
energies where the (p, n) channel is open. However, they
overestimate the S factors below the (p, n) threshold (≈4.477
MeV). In contrast, the S factors calculated with TALYS-0.1
combination are in good agreement with those obtained below
the (p, n) threshold but understimate the S factors derived
above the opening of the (p, n) channel.

In contrast to the phenomenological model combinations
shown in panel (c) of Fig. 13, the semi-microscopic ones,
depicted in panel (d), are, in general, in good agreement with
the screening-corrected S factors obtained below the (p, n)
threshold. Above this threshold, deviations are observed, but
these combinations generally follow the energy dependence
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indicated by the experimentally obtained S factors. It is worth
noting again that TALYS-5 produces the smallest S factors for
the 118Sn(p, γ ) 119Sb reaction.

B. Local improvement of the JLM/B OMP

1. Present (p, γ) measurements on 116Sn and 118Sn

In our last paper on (p, γ ) cross-section measurements
on Sr isotopes [22], we presented a detailed analysis pro-
cedure aimed at improving the widely used Lane-consistent
semimicroscopic JLM/B p-OMP [38,39]. This analysis was
primarily motivated by the need to investigate whether the pre-
dictive power of JLM/B is comparable to the well-regarded
phenomenological KD p-OMP [40], which is almost routinely
used in HF calculations.

For our discussion, we recall that the general functional
form of the JLM/B OMP is given by

U = λV [V 0 ± λV 1αV1] + iλW [W 0 ± λW 1αW1] + USO, (8)

where V0 and W0 are, respectively, the real and imaginary
isoscalar components of the central potential seen by a proton
(neutron). Accordingly, V1 and W1 are the real and imaginary
isovector components of the central potential and USO is the
component of the potential due to spin-orbit interaction. The
λV,W and λV 1,W 1 are the energy dependent normalization
factors for the real isoscalar, imaginary isoscalar, real
isovector, and imaginary isovector components, respectively,
which were introduced in [38,39] to adjust the OMP to
experimental data.

In the case of the (p, γ ) reactions on the stable Sr isotopes
[22], we were able to optimize the JLM/B p-OMP by ad-
justing the isoscalar normalization factors and comparing the
resulting TALYSC cross sections with the experimental data.
It is worth noting that a similar analysis could, in principle,
be conducted for the isovector normalization factors λV 1 and
λW 1. However, as concluded in [72], varying λV 1 and λW 1 has
a much weaker effect on the cross-section calculations com-
pared to the variation of λV and λW . Therefore, our analysis
was focused exclusively on these isoscalar components. To
facilitate this, we adopted the multiplicative factors introduced
in [72], i.e.,

λ′
V (E ) = fV λV (E ) (9)

and

λ′
W (E ) = fW λW (E ). (10)

Adjusting the values of fV and fW to improve the
JLM/B p-OMP is not an arbitrary procedure; as suggested
in [33,38,39], fV and fW can be varied within the range of 0.5
to 1.5. To facilitate this adjustment in TALYS 1.96, the built-in
keywords “lvadjust” and “lwadjust” can be used, respectively.

It is worth noting that while it is possible to identify a
pair of fV and fW values that yield an overall good agreement
between the experimental data and the TALYS calculations, this
pair may not necessarily improve the JLM/B p-OMP if the
resulting TALYS calculations fail to reproduce the experimental
data at energies where the HF calculations depend solely on

the p-OMP and are not affected by other nuclear parameters,
such as the NLD and γ SF.

In the case of the (p, γ ) cross-section measurements on
stable Sr isotopes [22], we found that at energies below
≈2.2 MeV the HF calculations depend only on the p-OMP
(see Fig. 12 of Ref. [22]). Subsequently, the optimization of
the JLM/B p-OMP was achieved by adjusting the parameters
fV and fW and selecting the pair of values that yielded the best
agreement between TALYS calculations and experimental cross
sections measured at energies below ≈2.2 MeV.

Based on these findings, one can conclude that the lower
the proton energies are at which experimental cross sec-
tions are available, the more suitable they are for optimizing
the JLM/B p-OMP. However, it is important to note that in
the present work TALYS calculations at the lowest measured
energies are not exclusively dependent on the p-OMP; they
also depend on the NLD and the γ SF. This dependency is
clearly illustrated in Fig. 14 by the shaded areas, as further
explained below.

Panels (a) and (b) of Fig. 14 illustrate the screening-
corrected experimental cross sections obtained for the
116Sn(p, γ ) 117Sb and 118Sn(p, γ ) 119Sb reactions, respec-
tively. Here, we use the same symbols as in Fig. 13 to indicate
these data, as indicated in the legends.

The screening-corrected S factors obtained from the cross
sections displayed in panels (a) and (b) of Fig. 14 are
shown in panels (c) and (d). In all four panels, the black
solid curves represent S factors calculated using the TALYS-
default model combination, which incorporates the SMLO
γ SF model [62,63]. It is worth noting that this TALYS-default
combination differs from the default combination used in
our previous publications, where calculations were conducted
with TALYS 1.95 and the γ SF model of Kopecky and Uhl
[59,60], instead of the SMLO model.

The shaded areas, as depicted in Fig. 14, indicate the range
of cross-section values calculated using all 576 possible com-
binations of the phenomenological KD OMP [40], along with
all available α-OMPs, NLD, and γ SF models available in
TALYS (see Table VI).

As seen in panels (a) and, notably, in (c) of Fig. 14, the
shaded areas vanish for the 116Sn(p, γ ) 117Sb reaction at en-
ergies below ≈2.2 MeV, which corresponds to the energy
range where experimental cross sections are not available. In
the case of 118Sn(p, γ ) 119Sb, this occurs at Ec.m. � 2.4 MeV,
where, as shown in panel (d), only one cross section was
measured. The disappearance of these shaded areas indicates
that below these energies the HF calculations do not depend
on the NLDs and the γ SFs; instead, they solely depend on the
choice of the p-OMP.

In the above analysis, we considered not only the (p, γ )
channel but also its competing ones, including (p, n), (p, p′),
and (p, α). However, it is important to note that, at the energies
considered, these competing channels are neither open nor
as prominent as the (p, γ ). Specifically, the (p, n) thershold
of the 116Sn(p, γ ) 117Sb reaction is at 5.534 MeV, while for
the case of 118Sn(p, γ ) 119Sb it is at 4.477 MeV. Furthermore,
as indicated by the dotted curves, the corresponding (p, p′)
results calculated with the TALYS-default model combination
are nearly two orders of magnitude weaker. Finally, the (p, α)
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FIG. 14. Panels (a) and (b): Screening-corrected experimental cross sections (black symbols) determined in the present work for the
116Sn(p, γ ) 117Sb and 118Sn(p, γ ) 119Sb reactions, respectively. The corresponding TALYS-default and TALYS-1 calculations are plotted using
different curve types as indicated in the legends. The data symbols and the shaded areas are explained in the text. Panels (c) and (d): Same as
in panels (a) and (b) but for the corresponding S factors.

reaction channel is so negligible that it is not displayed in
Fig. 14.

Panels (c) and (d) of Fig. 14 depict the TALYS-default and
TALYS-1 calculations with solid and dashed curves, respec-
tively. Both curves show deviations from the experimental
data. For the 116Sn(p, γ ) 117Sb reaction, the average deviation
of both curves from the data is 17%. For the 118Sn(p, γ ) 119Sb
reaction, TALYS-1 deviates by 16%, while TALYS-default de-
viates by 23%. Nonetheless, these two curves indicate the
very different energy dependence between the HF calculations
performed with the two OMPs, KD and JLM/B.

Based on Fig. 14, one can conclude that the lack of ex-
perimental data at energies, where the HF calculations depend
entirely on the p-OMP, challenges the JLM/B OMP optimiza-
tion procedure because the methodology used in our recent
(p, γ ) cross-section measurements on the Sr isotopes [22]
cannot be applied in this case. Similar examples of (p, γ )
cross section measurements in which experimental data are
lacking at energies where the HF calculations depend entirely
on the p-OMP can be found in, e.g., [20,73–76].

Nevertheless, in the present work, we made an effort to
“locally” improve the JLM/B OMP using the available cross-
section data. For this purpose, we used the semi-microscopic
model combinations listed in Table VII, except for TALYS-5,
in order to investigate which fV and fW values of the JLM/B
p-OMP reproduce best the experimental data for all energies
measured.

Before presenting the results of this analysis it is essen-
tial to explore how the variation of the fV and fW values
affect the TALYS calculations when using the JLM/B OMP.
For this purpose, we have chosen the TALYS-3 model com-
bination and the 116Sn(p, γ ) 117Sb reaction as an illustrative
example.

The results of this analysis are demonstrated in Fig. 15,
were the relevant calculations are plotted with solid, dashed
or dashed-dotted curves. The corresponding pairs of fV and
fW values are indicated in parentheses within the legends. The
symbols used to denote the experimental data are the same as
in Fig. 13.

In panel (a) of Fig. 15, the displayed TALYS curves result
from varying fV between 0.70 and 1.05, while keeping fW
at its default value (=1), which is used in “standard” TALYS

calculations. In panel (b), fW is varied between 0.8 and 1.5,
with no change in the default value of fV (=1).

Based on panel (a) of Fig. 15, it can be concluded that even
a minor variation in fV can result in significant deviations in
the S factors, particularly at energies below ≈ 3 MeV. It is
worth noting that the observed pattern of TALYS-3 curves in
panel (a) may not necessarily apply to other (p, γ ) reactions,
particularly those involving target nuclei in very different
mass regions. However, it highlights the energy range where
the variation of fV has the most pronounced impact.

In our analysis, we observed that an increase in fV above its
default value (=1) can result in smaller S factors at energies
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(a) (b)

FIG. 15. Comparison of the screening-corrected S factors obtained in the present work (black symbols) and from Refs. [70,71] (open
symbols) for the 116Sn(p, γ ) 117Sb reaction with the S factors calculated with TALYS-3 (solid, dashed, and dashed-dotted curves). The different
pairs of ( fV , fW ) values used in these calculations are given in parentheses and are distinguished by different colors, as specified in the legends.
The TALYS-3 curves along with the black and gray data symbols are explained in the text. The gray bar shown in both panels indicate the
relevant Gamow window for (p, γ ) reactions on the Sr isotopes and corresponds to a stellar temperature region (1.8–3.3) × 109 K.

down to 1 MeV when compared to the “standard” calcula-
tions, where fV = fW = 1. This can be seen when comparing
the blue dashed-dotted curve obtained with fV = 1.05 with
the black one obtained with fV = 1.00.

On the other hand, decreasing fV below its default value
yields higher S factors. This is shown by, e.g., the green
solid curve in panel (a) of Fig. 15, corresponding to fV =
0.94, which shows higher values compared to the black solid
curve. However, this trend holds only up to a certain “critical
value,” which in this case is fV = 0.94. Further reduction
below this critical value results in decreasing S factors. This
can be seen when comparing the green solid curve with
the dashed curves corresponding to fV values of 0.92, 0.90,
or 0.70.

Panel (b) of Fig. 15 demonstrates how the variation of
the value of fW in TALYS-3 calculations leads to different S
factors. In this panel, the various TALYS-3 curves correspond
to fW values ranging between 0.8 and 1.5, while fV = 1 in
all cases. A distinct pattern emerges, where fW > 1 result in
higher S factors, and vice versa. Additionally, the S factors
obtained with different fW values exhibit less deviation from
each other compared to the case of fV variation. Notably, the
energy region affected by changing fW is slightly higher than
that impacted by variations in fV .

With an understanding of how TALYS calculations depend
on fV and fW , we proceeded with varying their values
incrementally, with a step = 0.01. The results of this analysis
are shown in Fig. 16.

For the case of the 116Sn(p, γ ) 117Sb reaction, shown in
panels (a) and (b) of Fig. 16, we found that the pair ( fV , fW ) =
(0.97, 0.95) reproduces best our screening-corrected S factors
using the semimicroscopic models of Table VII, with the
exception of TALYS-3, for which a different pair, (1.00, 1.40),
appears to do so. It is worth noting that in [72], Vagena et al.
proposed the pair ( fV , fW ) = (1.00, 1.50) for (p, γ ) reactions
on Sn isotopes. This pair is the recommended one for optimiz-
ing the global character of the JLM/B OMP.

For the 118Sn(p, γ ) 119Sb reaction, as demonstrated in pan-
els (c) and (d) of Fig. 16, we found that the pair ( fV , fW ) =
(0.97, 0.90) yields the best agreement between the screening-
corrected S factors obtained from our experiments and
the calculations performed with TALYS-2, TALYS-3, or
TALYS-6.

In the case of TALYS-4 and TALYS-7, this pair provides
equally good results, but only for energies below the opening
of the (p, n) channel, which occurs at ≈4.48 MeV. As dis-
cussed below, the deviations observed above 4.48 MeV are
most likely attributed to the NLD model used in the corre-
sponding calculations.

Finally, to illustrate the sensitivity of our experimental data
in deriving the best fV and fW values, we plot in panel (c) of
Fig. 16, a shaded area that indicates the range of minimum and
maximum S factors resulting from calculations with TALYS-
2, using the values (0.96, 0.85) and (0.98, 0.95) for the pair
( fV , fW ), respectively. As depicted in this panel, the shaded
area becomes more pronounced at energies below ≈2.5 MeV.
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FIG. 16. Panels (a) and (b): Comparison of the S factors calculated with TALYS (curves) using combinations of semimicroscopic models
with the screening-corrected S factors obtained in the present work (black symbols) for the 116Sn(p, γ ) 117Sb reaction. The black and gray data
symbols are explained in the text. The model combinations are specified in the legends and the corresponding calculations are shown with
different types of curves. The values of the ( fV , fW ) pairs used in the calculations are indicated in parentheses. Panels (c) and (d): Same as in
panels (a) and (b) but for 118Sn(p, γ ) 119Sb.

Considering these findings, we can conclude that the
experimental data from both investigated reactions are well-
reproduced by both the TALYS-2 and TALYS-6 model combina-
tions when using fV = 0.97(1) and fW = 0.90(5).

2. (p, γ) measurements on other Sn isotopes.

In addition to the (p, γ ) cross-section measurements in
116Sn reported in [70], Famiano et al. investigated the
114Sn(p, γ ) 115Sb reaction using the activation technique and
the measured cross sections are also provided in [70]. Fur-
thermore, Chloupek et al. reported in [77] S factors for the
112Sn(p, γ ) 113Sb and 119Sn(p, γ ) 120Sb reactions, which were
also obtained from cross sections measured with the activation
technique.

In our effort to locally improve the JLM/B OMP, as
described above, we also considered the data reported in
Refs. [70,77] for these three reactions. For this purpose, we
corrected the cross sections reported in [70] for electron
screening and subsequently used them to derive the screening-
corrected S factors for the 114Sn(p, γ ) 115Sb reaction.

For the 112Sn(p, γ ) 113Sb reaction, we corrected the S
factors reported in [77] for electron screening. The same cor-
rections applied for the 119Sn(p, γ ) 120Sb reaction, using the
S factors given in the EXFOR database [78], which contains
the S factors reported in [77] after being corrected by its
authors.

In the case of 112Sn(p, γ ) 113Sb, as shown in panel (a)
of Fig. 17, the “standard” TALYS-6 combination reproduces
the screening-corrected S factors very well. The TALYS-
6 calculations with ( fV , fW ) = (0.98, 1) reproduce the S
factors equally good. It is worth noting that, in our anal-
ysis we found that, any other variations in fV or fW did
not result in a better agreement with the data. For com-
pleteness, the calculations with the TALYS-2, TALYS-3, and
TALYS-default combinations are also included in all panels
of Fig. 17.

The S factors of the 114Sn(p, γ ) 115Sb reaction are best
reproduced by TALYS-6 using ( fV , fW ) = (0.98, 1). These cal-
culations reproduce all data points, including the one obtained
at the lowest proton energy measured. This is not the case for
any calculations performed with other TALYS combinations.
However, the “standard” TALYS-3, TALYS-6, and TALYS-default
calculations result also in an overall good agreement with the
experimental data because they reproduce all the other data
points. Nevertheless, panel (b) of Fig. 17 highlights the need
for additional experimental data at low energies below 2.4
MeV in order to improve the “global” character of the JLM/B
OMP.

In the case of the 119Sn(p, γ ) 120Sb reaction, none of the
“standard” semimicroscopic combinations of TALYS repro-
duces the screening-corrected S factors obtained from the
work of Chloupek et al. [77,78]. This also applies to TALYS-
default. Furthermore, the energy dependence of the Chloupek
data differs substantially from that indicated by any TALYS
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(a)

(b)

(c)

FIG. 17. Comparison of the screening-corrected S factors ob-
tained from [70,77,78] for the (p, γ ) reactions on 112Sn, 114Sn and
119Sn with the corresponding TALYS calculations (see text for details).

calculation, regardless of the model combination or the fV and
fW values used.

In our view, it would be beneficial to repeat the cross-
section measurements of this reaction using an in-beam
technique to unravel the underlying reasons for the signifi-
cant disagreement between statistical model calculations and
experimental S factors.

C. Nuclear level densities and gamma-ray strength functions

As concluded in Sec. IV B 1, the experimental screening-
corrected S factors obtained in the present work for the
116Sn(p, γ ) 117Sb and 118Sn(p, γ ) 119Sb reactions, are very
well reproduced by both TALYS-2 and TALYS-6 model
combinations when using the pairs ( fV , fW ) = (0.97, 0.95)
and ( fV , fW ) = (0.97, 0.90), respectively. Both combinations
make use of the JLM/B OMP but employ different models for
NLDs and γ SFs (as detailed in Table VII).

The different NLD models used by TALYS-2 and TALYS-6
could be further validated by comparing the corresponding
predictions for other nuclear quantities, such as the s-wave
resonance spacings D0 measured for the produced compound
nuclei 117Sb and 119Sb. Additionally, the cumulative number

(a)

(b)

FIG. 18. Panel (a): Comparison of the cumulative number (Ncum)
of low-lying levels observed in 117Sb with the corresponding pre-
dictions of the different NLD models used in our TALYS 1.96
calculations. Panel (b): Same as in panel (a) but for the 119Sb nucleus
(see also text).

Ncum of their excited levels with energies below or around
their neutron separation energies could be compared.

Likewise, the predictions of the various γ SF models used
by TALYS-2 and TALYS-6 could be directly compared with
experimentally determined γ SFs. Moreover, one could also
compare the total radiative widths �γ predicted by TALYS-2
and TALYS-6 with the corresponding experimental data. How-
ever, it is important to keep in mind that �γ is an integral over
the γ SF and NLD, and therefore it depends on both the γ SF
and the NLD models used to calculate them.

Unfortunately, there are no experimental data on s-wave
resonance spacings D0, radiative widths �γ , and γ SF for
the 117Sb and 119Sb nuclei. Consequently, in panels (a) and
(b) of Fig. 18, we compare the experimental cumulative
number Ncum of 117Sb and 119Sb, respectively, with the cor-
responding Ncum calculated with the NLD models listed in
Table VII. The NLD model predictions are shown by curves
with different colors as indicated in the legends. The as-
sociated TALYS combinations are given in parenthesis for
each case.
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FIG. 19. Comparison of the total radiative widths �γ of the
113,115,117,119,120Sb isotopes calculated with the purely phenomeno-
logical TALYS-default model combination and the semimicroscopic
combinations listed in Table VII with systematics published in [79].

As can be seen in both panels of Fig. 18, all the NLD mod-
els listed in Table VII reproduce the low-energy part of the
available phase space in the 117Sb and 119Sb compound nuclei
quite well. It’s worth noting, however, that the experimental
cumulative numbers in Fig. 18 refer to excited levels that are
populated using very low-energy proton beams. In the case
of, e.g., the 117Sb nucleus, the vertical gray arrow pointing to
a level energy of 5.394 MeV indicates the expected Ncum when
the energy Ep of the bombarding protons is 1 MeV.

Unfortunately, there are no experimental cumulative num-
bers available for the energy region covered by the present
measurements, where excited levels with energies up to ≈10
MeV are populated. Additionally, due to lack of experimen-
tal data on D0 we cannot provide constraints or meaningful
comparisons of NLDs at higher excitation energies near the
neutron separation energies Sn of 117Sb (Sn = 9.889 MeV)
and 119Sb (Sn = 9.549 MeV), which are more relevant to the
compound nucleus reactions at the energies studied in the
present work.

Due to a shortage in measured average radiative widths �γ ,
Fig. 19 shows a comparison of the calculated average radiative
widths with systematics [79]. According to this figure, the
combinations of TALYS-6 and TALYS-default exhibit the best
agreement with the systematics for the compound nucleus
117Sb, followed by TALYS-2 and TALYS-3, which deviate from
the systematics by less than 30%. In the case of 119Sb, TALYS-3
and TALYS-default reproduce the systematics most accurately,
followed by TALYS-6 and TALYS-2.

To gain an overall understanding of the predictive power
of the different TALYS combinations used in this work, the
corresponding absolute deviations from the systematics could
be used as a criterion. These deviations are smallest for the
TALYS-3 and TALYS-default combinations, while TALYS-6 and
TALYS-4 exhibit slightly larger deviations. This pattern, how-
ever, is not fully in line with the conclusions drawn from
Fig. 13.

In order to test the recommendation by Koning et al.
[33] regarding the Skyrme-HFB NLD model [54,55] and the
recently developed γ SF models, HFB/T/QRPA/G [68,69]
and SMLO [62,63], we compared the screening-corrected S
factors obtained in the present work and from Refs. [70,71]
for the 116Sn(p, γ ) 117Sb and 118Sn(p, γ ) 119Sb with those
calculated by consistently using the JLM/B p-OMP and the
αOMP/III α-OMP but different NLD and γ SF models.

In panels (a) and (c) of Fig. 20, the S factors calcu-
lated with the Skyrme-HFB NLD model [54,55] for the
116Sn(p, γ ) 117Sb and 118Sn(p, γ ) 119Sb, respectively, are in-
dicated by the dashed curve. The S factors calculated with the
other NLD models, namely CTFG, HFBCS, and HFB/T/G,
are plotted as solid, dashed-dotted, and dotted curves, respec-
tively. Our screening-corrected S factors are shown as black
symbols, whereas the data obtained from [70,71], after being
downscaled by a factor of 1.45, as previously discussed, are
depicted by the gray rhombs and gray triangles, respectively.

As indicated in the relevant framed legends, all these cal-
culations were performed using the HFB/T/QRPA/G γ SFs,
the semimicroscopic α-OMP denoted with αOMP/III in Ta-
ble VI, and the JLM/B OMP with the pairs ( fV , fW ) =
(0.97, 0.95) and (0.97, 0.90), which have been shown to
best reproduce the experimental data of these reactions. The
only variable being changed in these calculations is the NLD
model, and each one is specified in the legends using different
curve types.

According to panel (a), the calculations exhibit varying
degrees of success in reproducing the data, with some models
(CTFG, HFBCS) being less successful. Overall, however, the
experimental data points are very well reproduced by the
TALYS calculations, regardless of the NLD model used.

This observation is true for panel (c) as well, with the ex-
ception of the HFB/T/G NLD model, namely the temperature
dependent NLDs obtained from a combinatorial method using
nuclear structure properties determined with a HFB model and
the D1M Gogny force [56]. Based on the above, we also can
conclude that the Skyrme-HFB NLD model [54,55] is indeed
a robust NLD model and due to its semimicroscopic character,
a very good choice for reliable HF calculations.

In panels (b) and (d) of Fig. 20, we compare the same data,
plotted in panels (a) and (c), with the S factors calculated using
all the γ SF listed in Table VI except of the RMF/T. This
comparison aims at validating the recommendation of Koning
et al. [33] concerning the γ SF models, and especially to check
whether the predictive power of SMLO compares equally well
with that of HFB/T/QRPA/G. It is worth recalling again that
these two models are the only ones describing consistently the
γ SF for both E1 and M1 γ transitions.

For both reactions investigated, we found that the curves
corresponding to HFB/T/QRPA/G and SMLO are identical;
the long-dashed curve corresponding to HFB/T/QRPA/G
model and that corresponding to SMLO cannot be distin-
guished in panels (c) and (d) from each other. As in the case
of the comparison of NLDs shown in panels (a) and (c), the
experimental data points are well reproduced by the TALYS

calculations, regardless of the γ SF model employed.
An interesting conclusion coming out from the comparison

of the TALYS-default curves, shown in panels (a) and (c) of
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(a)

(b)

(c)

(d)

FIG. 20. Panel (a): Screening-corrected S factors obtained in the present work (black symbols) for the 116Sn(p, γ ) 117Sb reaction (black
symbols) and the S factors calculated with TALYS (curves) using different NLD models combined with the OMPs and γ SFs indicated in the
framed legend. All models are described in Table VI. The black and gray data symbols are explained in the text. Panel (b): Same as in panel
(a) but for TALYS calculations using different γ SF model with the OMPs and NLDs specified in the framed legend of panel (b). Panels (c) and
(d): Same as in panels (a) and (b), respectively, but for the 116Sn(p, γ ) 117Sb reaction (see also text).

Fig. 13, with the solid ones plotted in the same panels of
Fig. 20, is that the phenomenological CTFG NLD model
reproduces the data very well if combined with the properly
improved semimicroscopic JLM/B OMP and the semimicro-
scopic HFB/T/QRPA/G γ SF. Indirectly, this implies that the
failure of TALYS-default to reproduce the experimental data, as
illustrated in Figs. 13 and 14, is primarly due to the KD OMP
rather than to SMLO γ SF model. These conclusion needs of
course to be tested in other cases of (p, γ ) reactions.

D. Reaction rates

The modeling of the p process relies on stellar reaction
rates to calculate the abundances of the p nuclei. These re-
action rates are provided by well-established and properly
updated libraries such as BRUSLIB [80] and REACLIB [81].
They both provide stellar rates for nearly all proton capture
reactions.

BRUSLIB rates are calculated with TALYS 1.96 using the
phenomenological nucleon-nucleus OMP of Koning and De-
laroche [40], the global semi-microscopic α-particle–nucleus
OMP developed by Demetriou, Grama, and Goriely [47],
the Skyrme-HFB NLD model [54,55] and the γ SFs for E1
as well as M1 transitions from temperature-dependent HFB

plus QRPA calculations basen on the D1M Gogny force
(HFB/T/QRPA/G) [33,68,69].

REACLIB reaction rates are calculated with the NON-
SMOKERWEB HF code [36] and its upgraded version,
SMARAGD [37]. Hereby, the default model combination ap-
plied to calculate stellar rates uses the microscopic OMP of
Jeukenne et al. [82,83], the phenomenological model of Mc-
Fadden and Satchler [43] for the α-particle–nucleus OMP and
the phenomenological γ SF and NLD models from Refs. [84]
and [85], respectively.

In panel (a) of Fig. 21, we plot the ratios R of the total stel-
lar reaction rates given in the REACLIB [81] and BRUSLIB
[80] databases over the corresponding rates obtained in this
work using the TALYS-6 semimicroscopic model combination
with ( fV , fW ) = (0.97, 0.95). The choice of TALYS-6 for this
comparison was guided by the aforementioned recommen-
dation of Koning et al. [33] regarding the semi-microscopic
NLD and γ SF models, which are used by TALYS-6.

In panel (b) of Fig. 21 we plot the corresponding ra-
tios for the 116Sn(p, γ ) 117Sb reaction. In this case, the
rates for TALYS-6, TALYS-2, and TALYS-3 were obtained with
( fV , fW ) = (0.97, 0.90) for all three model combinations.

In both cases shown in Fig. 21, the REACLIB stellar rates
exhibit significant deviations from the corresponding TALYS-
6 ones. In the temperature range relevant to the p process,
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(a)

(b)

FIG. 21. Ratios R of the stellar reaction rates of the REACLIB
[81] and BRUSLIB [80] databases over those obtained for the two
(p, γ ) reactions investigated in the present work using the semimi-
croscopic model combination TALYS-6. The respective ratios for the
TALYS-default, TALYS-2, and TALYS-3 model combinations are also
plotted with curve types, as indicated in the legends (see also text for
details).

as indicated by the two vertical gray lines, the REACLIB
rates are by a factor 2 smaller than the TALYS-6 rates. In the
same range, for the 116Sn(p, γ ) 117Sb reaction, the TALYS-2
and TALYS-3 rates obtained with the ( fV , fW ) pairs mentioned
above do not deviate more than 10% from the corresponding
TALYS-6 rates. Additionally, for the 118Sn(p, γ ) 119Sb reaction,
they are almost equal with those derived with TALYS-6 and
( fV , fW ) = (0.97, 0.90).

Based on the ratios shown in Fig. 21, it can be observed that
the BRUSLIB rates do not significantly differ from those ob-
tained with the phenomenological TALYS-default combination.
Moreover, in the temperature range relevant to the p process,
they deviate by no more than 20% from those obtained with
the TALYS-6 combination and the ( fV , fW ) pairs mentioned
above.

V. SUMMARY AND CONCLUSIONS

In the present work, we determined both total and partial
cross sections for the 116Sn(p, γ ) 117Sb and 118Sn(p, γ ) 119Sb

reactions at energies ranging from 2.2 to 5.2 MeV. These
energies cover almost entirely the Gamow window relevant
to p-process nucleosynthesis.

Hauser-Feshbach calculations were also performed using
the version 1.96 of the TALYS code [33]. For this purpose dif-
ferent combinations of phenomenological or semimicroscopic
models describing the proton-nucleus optical model potential
(p-OMP), the alpha-particle–nucleus optical model potential
(α-OMP), the nuclear level density (NLD), and the γ -ray
strength function (γ SF) were employed.

Significant deviations were observed between the
screening-corrected S factors derived from the measured cross
sections and the corresponding TALYS calculations performed
with the most widely used phenomenological models listed
in Table VII. The most pronounced discrepancies were
observed when employing the Brink-Axel γ SF for E1 γ

transitions [57,58]. Large deviations resulting from the use
of the Brink-Axel γ SF were also observed in many other
(p, γ ) reactions previously investigated by our group. We can
therefore conclude that the γ SF described by the Brink-Axel
standard Lorentzian is unsuitable for HF calculations, at least
for (p, γ ) reactions.

Our experimental data were also employed to assess the
reliability of the semimicroscopic OMP, NLD, and γ SF
models, listed in Table VII. Particular effort was put forth
to investigate the global character of the semi-microscopic
JLM/B p-OMP [38,39], by comparing the experimentally
determined screening-corrected S factors with the respective
calculations. For this purpose, calculations were performed
with the JLM/B p-OMP in which the isoscalar normalization
factors λV and λW for the real and imaginary components were
varied so as to best reproduce the experimental data.

Based on the results of this analysis, as depicted in
Fig. 16, we can conclude that the experimentally determined
screening-corrected S factors of both reactions investigated
in the present work are very well reproduced by both the
TALYS-2 and TALYS-6 model combinations when λV and λW

are multiplied by the factors fV = 0.97(1) and fW = 0.90(5),
respectively. These adjustments also apply to the model com-
bination TALYS-3 in the case of the 118Sn(p, γ ) 119Sb reaction.
It is worth noting that both TALYS-6 and TALYS-3 incorporate
the Skyrme-HFB NLD model [54,55], abbreviated as HFB/Sk
in Table VI, which, as claimed by Koning et al. in [33], is the
“most robust” NLD model for HF calculations.

Our experimental data for the 116Sn(p, γ ) 117Sb reaction
were also compared with those reported in Refs. [70,71].
The screening-corrected S factors obtained from these works
are consistently higher than our results by an overall factor
of ≈1.45 and show strong deviations, particularly at ener-
gies below ≈ 3 MeV, from the S factors calculated with
the TALYS 1.96 code, regardless of the model combinations
used.

Using the TALYS-6 model combination along with the pre-
viously adjusted λV and λW values mentioned above, we
calculated the stellar reaction rates for both reactions inves-
tigated in the present work. These rates were then compared
with those provided in the widely-used BRUSLIB [80] and
REACLIB [81] databases. In the temperature range relevant
to the p process, we found that the REACLIB stellar rates are
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approximately a factor of 2 smaller than the TALYS-6 rates.
In contrast, the BRUSLIB rates exhibit deviations of no more
than 20%.

From the comparison of the screening-corrected S factors
obtained from our measurements with the corresponding nu-
merous HF calculations performed in the present work, we
can additionally draw the following conclusions:

(1) The Skyrme-HFB NLD [54,55] undeniably stands out
as a “robust” NLD model, as suggested in [33], and
is, therefore, recommended for conducting HF calcu-
lations, at least for (p, γ ) reactions.

(2) Despite the limitations inherent to the statistical ap-
proach of the HFBCS NLD model [53], which are
elaborated in [33], the predictive capability of this
model appears to be quite comparable to the Skyrme-
HFB NLD [54,55] in many cases (see, e.g., in [22]).
Therefore, HF calculations using the HFBCS NLD
model [53] should not a priori be considered outdated
and may remain relevant in various cases.

(3) The HFB/T/QRPA/G γ SFs, derived from
temperature-dependent HFB plus QRPA calculations
using the D1M Gogny force [33,68,69] have been
proven very successful in reproducing the screening
corrected data obtained in the present work when
combined with the Skyrme HFB NLDs [54,55] and
the JLM/B OMP. The simplified modified Lorentzian
(SMLO) proposed in [62,63] was found to be equally
successful when combined with the same NLD and
OMP models.

(4) The semimicroscopic OMP of Bauge et al. [38,39],
when properly improved, compares equally well in
predictive power with the phenomenological OMP of
Koning and Delaroche [40]. The improvement can be
achieved by measuring cross sections at properly se-
lected low energies, where the HF calculations rely
solely on the p-OMP. These data can be then used
to properly adjust the energy dependent normalization
factors λV and λW for the real and imaginary compo-
nents of the JLM/B p-OMP [38,39], as first presented
in [72] and “locally” applied in the present work.

(5) In the present work, the energies where the HF cal-
culations depend only on the p-OMP were found to
be lower than ≈2.2 MeV. A similar example was pre-
sented in our last communication [22], where it was
shown that the most suitable energies for the purpose
of improving the JLM/B OMP [38,39] were lower
than ≈1.8 MeV. These findings indicate that the energy
region where the HF calculations depend solely on the
p-OMP may vary from reaction to reaction, as already
shown in [72].

(6) For both reactions investigated in the present work,
we observed that TALYS-5, which employs the RMF/T
γ SF model [33,67], significantly underestimates the
data. Similar discrepancies were found in many other
(p, γ ) reactions previously investigated by our group.
We can therefore conclude that the RMF/T γ SFs are
not suitable for HF calculations.

With the extensive experience gained from studying 30
(p, γ ) reactions, we can further sum up

(1) Any conclusion drawn in the numerous papers pub-
lished so far by many research groups regarding the
degree of success of HF calculations in reproduct-
ing (p, γ ) cross sections or S factors relevant to the
p process, must be cross-validated with experimental
data on key nuclear quantities, such as the s-wave
resonance spacings D0, γ SFs, and radiative widths
�γ for the produced compound nuclei. These data
are very crucial for testing the predictions of different
NLD and γ SF models and subsequently, for identi-
fying the most suitable model combinations for HF
calculations. Unfortunately, in the present case, no ex-
perimental information is available for these nuclear
parameters.

(2) With the exception of a few illustrative cases, the
overwhelming majority of the experimental (p, γ )
cross sections published to date have been determined
at proton-beam energies where Hauser-Feshbach cal-
culations rely on all three critical nuclear input
parameters: the OMP, NLD, and γ SF. Consequently,
many of the conclusions presented in these pub-
lications could potentially undergo revision if the
suggested cross-validation were feasible. This high-
lights the need for additional experiments aimed at
determining the mentioned nuclear parameters, wher-
ever this is experimentally feasible.

(3) The two-step cascade technique and the shape method,
as proposed by Voinov et al. [86] and Wiedeking
et al. [87], respectively, may offer two alternative
approaches to address this need effectively. These
approaches would become especially valuable,if the
relevant experiments could simultaneously be con-
ducted with cross-section measurements.

(4) Cross-section measurements of capture reactions us-
ing inverse kinematics may provide important data
for mass regions where targets cannot be easily avail-
able, as in, e.g., the Kr isotopes. In this direction,
recent experimental efforts reported in [88,89] have
successfully demonstrated the applicability of this new
approach.

Finally, it is worth emphasizing that, despite the relatively
long beam times required to determine cross sections through
γ -angular distribution measurements and subsequent time-
intensive data analysis, the quantity and quality of exper-
imental information obtained through these measurements
significantly surpass those achieved by the other two methods
discussed in this paper.

Significant reductions in time-consuming beam times
could be achieved by applying the differential cross-
section integration (DCI) method, that we presented recently
in [2]. This method has already demonstrated its success-
ful application in the case of the 88Sr(p, γ ) 89Y reaction.
While its potential applicability to other cases requires fur-
ther verification, we anticipate that implementing DCI will
lead to a substantial reduction in the beam time required
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for cross-section measurements, by a factor of at least
≈ 3 when compared to the beam time needed for γ -angular
distribution measurements. Importantly, this reduction does
not compromise the data quantity and quality mentioned
above.
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