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Estimation of global level density parameters using an unscented transform Kalman filter technique
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This study focuses on estimating the level density parameters for niobium (Nb) using the unscented transform
Kalman filter technique. Niobium is widely utilized in accelerator components, particularly in superconducting
radiofrequency cavities. To better understand the design of accelerator components and experimental setups,
accurate information on both theoretical predictions and experimental results, including the uncertainties of
nuclear reactions involving niobium, is essential. In this study, we have used the unscented transform Kalman
filter technique to estimate level density parameters and their correlation matrix for 93Nb(α, 2n) 95Tc and
93Nb(α, n) 96Tc reactions through the TALYS nuclear code. We have used the measured experimental nuclear
reaction cross sections from this study to estimate the level density parameters for the above nuclear reactions.
A comprehensive analysis of uncertainty propagation has been also conducted, encompassing both theoretical
predictions and experimentally measured nuclear reaction cross sections. We have calculated uncertainties in
both the theoretical calculations using the Monte Carlo method and experimentally measured reaction cross
sections through covariance analysis for these nuclear reactions. We have also calculated the correlation matrix
of the experimentally measured cross sections for the 93Nb(α, n) 95Tc and 93Nb(α, n) 96Tc nuclear reactions.
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Advancing nuclear technologies is closely linked with the
availability of high quality data on nuclear reactions. Partic-
ularly, comprehensive data on α projectiles interacting with
different target materials across a broad spectrum of projec-
tile energies is important for the evolution of future nuclear
technologies. Nowadays in nuclear science, most attention is
focused on the estimation of nuclear data uncertainties and
their correlations [1,2]. This information plays an important
role in calculating and understanding the uncertainties inher-
ent in the design parameters of nuclear facilities. There are
many theoretical models used in which we can make predic-
tions of nuclear reactions. These models are characterized by
a set of parameters, which are typically estimated by compar-
ing model predictions with available experimental data. The
accuracy and reliability of these parameters fundamentally
influence the outcomes of the models. Therefore, the under-
standing of uncertainties and correlations inherent in these
model parameters is very important. Niobium is often used
in the construction of superconducting radiofrequency (SRF)
cavities for accelerators [3–5]. Estimating the level density
parameters helps in predicting the nuclear reaction of niobium
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under various conditions, facilitating the design and testing of
accelerator components.

In the present work, we have estimated the level
density model parameters and their correlation for the
93Nb(α, 2n) 95Tc and 93Nb(α, n) 96Tc nuclear reaction utiliz-
ing the unscented transform Kalman filter technique through
TALYS nuclear code. Level density represents a crucial ingre-
dient in statistical model calculations of nuclear reaction cross
sections, playing a pivotal role in various applications. These
applications range from astrophysical calculations, where
level density is used in determining thermonuclear rates for
nucleosynthesis, to the design of fission or fusion reactors.
Their significance becomes important in the statistical mod-
els employed for predicting nuclear reactions, particularly at
excitation energies where discrete level information is either
absent or incomplete. In combination with the optical model
potential, a suitable level density model is important for the-
oretical analysis of nuclear reactions. In this study, we have
used measured experimental nuclear reaction cross sections to
optimize the level density parameters for 93Nb(α, 2n) 95Tc
and 93Nb(α, n) 96Tc nuclear reactions. To obtain experimen-
tal cross sections of these nuclear reactions, we have used
the stacked foil activation technique [6–9]. To calculate the
uncertainty associated with the theoretical predictions of the
93Nb(α, 2n) 95Tc and 93Nb(α, n) 96Tc nuclear reactions, we
employed the Monte Carlo method. This involved utilizing
updated parameters from this study and their associated un-
certainties. The incorporation of these uncertainties provides
a comprehensive understanding of the reliability and vari-
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FIG. 1. The γ -ray spectrum of the irradiated target and monitor
foil.

ability inherent in the theoretical prediction of these nuclear
reactions. In addition to the theoretical uncertainty analysis,
we have calculated the correlation matrix of the measured
cross sections for the 93Nb(α, 2n) 95Tc and 93Nb(α, n) 96Tc
nuclear reactions. The correlation matrix offers insights into
the inter-dependencies between measured reaction cross sec-
tions, enriching our understanding of the experimental data.
Furthermore, the uncertainty in the measured reaction cross
sections has been systematically calculated through covari-
ance analysis.

The experiment was performed at the Variable Energy Cy-
clotron Centre (VECC), Kolkata, India, utilizing the K-130
cyclotron. We employed the stacked foil activation technique
and performed off-line γ -ray spectroscopy using the HPGe
detector. The 93Nb foil is used as a target material likewise, we
included natAl and natCu foils in the stacks, serving as energy
degraders and monitors, respectively. To ascertain the energy
degradation in each foil, we used the stopping and range of
ions in matter (SRIM) code [10,11]. The thicknesses of the
Nb, Al, and Cu foils were 10.6 mg/cm2, 6.7 mg/cm2, and
9.9 mg/cm2, respectively. We constructed the stacked targets
using three sets of Cu-Nb-Al foils and two sets of Cu-Nb-Al
foils, each measuring 10 × 10 mm2. For beam monitoring
and validation of incident beam intensity and energy, we
placed a natCu foil before each Nb foil. The comprehen-
sive methodology for efficiency calibration of the high purity
germanium (HPGe) detector and the computation of experi-
mental nuclear reaction cross sections have been outlined in
our prior publications [12,13]. Figure 1 displays the γ -ray
spectrum corresponding to the irradiated target and monitor
foils.

The level density plays a crucial role in determining nu-
clear reaction cross sections. It describes the distribution of
nuclear energy levels concerning excitation energy, influenc-
ing the presence of excited states in compound nuclei and,
consequently, impacting the reaction cross section. The total

Fermi gas level density at energy Ex is given by the following
equation [14]:

ρ tot
F (Ex ) = 1√

2πσ

√
π

12

exp(2
√

aU )

a1/4U 5/4
, (1)

where

U = Ex − �. (2)

Here, � is the energy shift parameter and it is often chosen
or adjusted to reproduce the experimentally observed odd-
even effects in nuclear masses. The energy shift is defined
as � = χ 12√

A
+ δ, where χ have value −1 for odd-odd, 1

for even-even, 0 for odd-even nuclei, and δ an adjustable
parameter to fit experimental data. In Eq. (1), a and σ are
the level density parameter and the spin cut-off parameter,
respectively. The level density parameter (a) is defined as

a(Ex ) = ã

(
1 + δW

1 − exp(−γU )

U

)
, (3)

where ã represents the asymptotic level density value given as

ã = αA + βA2/3. (4)

In the above equation, A represents the mass number. The
damping parameter (γ ) in this context is determined system-
atically using the following formula:

γ = γ1

A1/3
. (5)

From Eqs. (1) to (5) σ, α, β, δ, γ1 are adjustable global pa-
rameters that can be calculated by comparing the theoretical
model prediction with experimental data.

The unscented transform Kalman filter (UTKF) stands as a
tool for parameter and state estimation. In the given context,
to outline the parameter estimation process for the present
problem, consider an N-dimensional vector representing the
experimental measurements (denoted as d) and a prior es-
timate of the parameter vector (θ0) of dimension L with its
covariance matrix P0. Let G(θk) represent the model to which
experimental results are compared, with the index k denoting
calculations for the kth experimental data set (k = 1, 2, 3,...,
∞). The time update equations for estimating parameters for
the kth experimental data set are expressed as θ−

k = θk−1 and
P−

θk = Pk−1 + Rr
k−1. Here, Rr

k−1 signifies the process noise co-
variance. Utilizing the unscented transform, we can generate
an L × (2L + 1) dimensional matrix (W ) containing (2L + 1)
sets of σ points, as outlined below [15]:

Wk|k−1 = [
θ−

k θ−
k +

√
(L + λ)P−

θk
θ−

k −
√

(L + λ)P−
θk

]
.

(6)

The associated weights for the σ points are defined by the
following expressions, with superscripts (m) and (c) denoting
their application in calculating the mean and covariances,
respectively:

w
(m)
0 = λ

L + λ
, (7)

w
(c)
0 = λ

L + λ
+ (1 − α2 + β ), (8)
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w
(m)
i = w

(c)
i = 1

2(L + λ)
for i = 1, 2, . . . , 2L. (9)

Here, λ = α2(L + κ ) − L and α, κ , β are the scaling pa-
rameters used for approximating the probability distribution
function of the input parameters. Utilizing (2L + 1) sets of
parameters, we can construct an N × (2L + 1) dimensional
matrix (D) encompassing (2L + 1) sets of model predictions
generated by the model function G(θk). From this ensemble,
we perform calculations to determine the quantities required
to update the parameters and their associated covariance
matrices. This involves the following equations:

θk = θ−
k + Kk (dk − d̂k ), (10)

Pθk = P−
θk

− KkPd̂k d̂k
KT

k . (11)

Here, Kk denotes the Kalman gain. Subsequently, for the
next set of experimental measurements, i.e., for the (k + 1)th
set, these updated parameters and their covariance matrix
are regarded as a prior estimation. Covariance analysis is a
tool that helps us deal with uncertainties and connections be-
tween different measurements. In fields like nuclear science,
where we are working with a number for reactors and nuclear
medicine, a detailed description of experimental uncertainties
with a comprehensive correlation matrix is important. The
covariance matrix for the measured cross sections symbolized
as Iσ , can be represented as the result of multiplying certain
matrices, as given by [16,17]

Iσ = FyCyF T
y , (12)

where

Fyi j = ∂σi

∂y j
; (i = 1, 2, . . . , m; j = 1, 2, . . . , n), (13)

Cy(y j, yk ) = Cor(y j, yk ) · (�y j · �yk ). (14)

In Eqs. (12), (13), and (14), the symbol Cy represents the
covariance matrix (Cy) of various attributes such as counts of
the γ rays in the target and monitor foils, the intensity of γ

rays, the decay constant of produced radionuclide, efficiency
of HPGe detector, number of particles in the target and moni-
tor foils, etc. Additionally, the matrix Fy is employed to denote
the sensitivity matrix. The uncertainties associated with the
various parameters contributing to the measured nuclear reac-
tion cross sections are provided in Table I.

On the other hand, we employed the Monte Carlo method
[18] to calculate uncertainties in the theoretical prediction for
both 93Nb(α, 2n) 95Tc and 93Nb(α, n) 96Tc nuclear reactions.
This method aims to analyze how uncertainties in nuclear
input parameters influence the reaction cross section. By ex-
ploring a range of parameter values within their respective
uncertainty bounds, we can generate a distribution of cross
sections. This distribution provides valuable insights into the
variability of results arising from uncertainties in the theo-
retical model. The Monte Carlo method involves randomly
sampling input model parameters from their joint probability
distribution function. Subsequently, these randomly selected
parameter sets were used to conduct simulations of the theo-
retical model using the TALYS nuclear code. We conducted 100

TABLE I. The uncertainties in the various parameters contribut-
ing to the uncertainty in the measured reaction cross sections.

Parameters 93Nb(α, 2n) 95Tc 93Nb(α, n) 96Tc
xi �xi (%) �xi (%)

σm 4–5 4–5
Cm 0.5–2 0.5–2
Cs 1–7 0.5–3
λs 0.50 1.64
λm 0.02 0.02
Is 1.07 4.08
Im 0.72 0.72
Ns 1.6 1.6
Nm 1.7 1.7
εs 2.41 3.09
εm 1.77 1.77

random samplings of the updated parameters which are given
in Table II, exploring values within the specified ranges of
uncertainties. Furthermore, we calculated the 95% confidence
interval for theoretical cross section uncertainties within the
incident α energy range of 20 to 48 MeV. This interval
provides a region where the theoretical cross section is an-
ticipated to fall with a confidence level of 95%. This range
serves as an assessment of the precision and accuracy of the
theoretical predictions, accounting for the collective impact of
all input parameter uncertainties. The nuclear reaction cross
sections for 93Nb(α, 2n) 95Tc and 93Nb(α, n) 96Tc reactions,
computed using both the initial and a new set of parameters,
are presented in Figs. 3 and 4, respectively. These figures are
presented along with the measured experimental data obtained
from this study and taken from the EXFOR database [19]. We
determined a set of five-level density parameters and one op-
tical model parameter (av), detailed in Table II. To initiate our
estimations, we employed the Back-shifted Fermi gas model
(BFM) [20], and the uncertainties of the initial parameters
were used from Ref. [21]. Employing the unscented transform
method, we have generated 13 sets of σ points (2 × 6 +
1 = 13). We estimated the parameters using experimentally
measured results from this study of the 93Nb(α, 2n) 95Tc nu-
clear reaction. Remarkably, there was no need to readjust the
level density parameters for the 93Nb(α, n) 96Tc reaction. In-
stead, we employed updated parameters obtained by fitting the
93Nb(α, 2n) 95Tc nuclear reaction cross section for theoretical

TABLE II. Comparison of the initial and updated sets of param-
eters, along with the associated percentage uncertainties given in
parentheses, as explored in this study.

(S.No) Parameters Initial Updated

1 σ 1 (30) 1.65 (13.19)
2 α 0.0722 (30) 0.0889 (20.65)
3 β 0.1952 (30) 0.1951 (25.28)
4 δ 0.1730 (30) 0.1730 (30)
5 γ 0.4102 (30) 0.3976 (30.73)
6 aV 1 (5) 1.1543 (4.90)
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FIG. 2. The parameter correlation matrix, where parameters are
organized based on their serial numbers as defined in Table II.

calculations of the 93Nb(α, n) 96Tc nuclear reaction. Figure 2
illustrates the correlation matrix of the newly obtained set of
parameters. Figures 3 and 4 show that the updated set of level
density parameters provides a more accurate visual match
to the experimental data compared to the initial parameter
set. Table II shows both the updated and initial parameters
with their uncertainties and Fig. 2 illustrates the correlation
matrix of the updated parameter (arranged based on their
serial numbers, as defined in Table II). We have specifically
compared the asymptotic value (ã) of level density parameter
(a) obtained from our present study with the values reported
in Von Egidy’s work [22]. The asymptotic value (ã) of level
density parameter (a) is calculated by utilizing the updated
global level density parameters from our study, whereas Von
Egidy’s values were derived from Table III of Ref. [22]. The
comparative results for the asymptotic value (ã) of level den-
sity parameters (a) are shown in Table III.

The comparison of measured experimental cross sec-
tion data with existing experimental data from EXFOR for
the 93Nb(α, 2n) 95Tc nuclear reaction, as shown in Fig. 3.
The figure also includes the 95% confidence interval for

FIG. 3. Comparison of the experimentally measured cross sec-
tion for 93Nb(α, 2n) 95Tc with the existing experimental data from
EXFOR as well as confidence interval of theoretical prediction.

FIG. 4. Comparison of the experimentally measured cross sec-
tion for 93Nb(α, n) 96Tc with the existing experimental data from
EXFOR as well as confidence interval of theoretical prediction.

theoretical cross-section uncertainties within the incident α

energy range of 20 to 48 MeV for this reaction. The resulting
radionuclide, 95Tc, produced from 93Nb(α, 2n) nuclear reac-
tion has a half-life of 20 h. The reaction cross sections for
the 93Nb(α, 2n) 95Tc nuclear reaction were calculated using
a γ ray with an energy of 1073.71 keV and an intensity of
Iγ = 3.74%. In Table IV, we presented the measured reaction
cross sections within the incident α energy range of about 28
to 45 MeV, along with their uncertainties and the covariance
matrix for the 93Nb(α, 2n) 95Tc nuclear reaction. From Fig. 3,
the measured experimental reaction cross section and the data
from Mukherjee et al. [23] are in good agreement. Addition-
ally, it is also observed from Fig. 3 that all experimental results
from Mukherjee et al., Amanuel et al., Sharma et al., and
Agarwal et al. [23–26] fall within the 95% confidence interval
of the theoretical predictions for the 93Nb(α, 2n) 95Tc nuclear
reaction.

The measured experimental cross section data with exist-
ing experimental data from EXFOR for the 93Nb(α, n) 96Tc
nuclear reaction, is shown in Fig. 4. The figure also includes
the 95% confidence interval for theoretical cross-section un-
certainties within the incident α energy range of 20 to 48 MeV
for this reaction. The resulting radionuclide, 96Tc, produced
from 93Nb(α, n) nuclear reaction has a half-life of 4.28 d. The
reaction cross sections for the 93Nb(α, n) 96Tc nuclear reac-
tion were calculated using a γ ray with an energy of 849.86
keV and an intensity of Iγ = 98%. In Table V, we present the
measured reaction cross sections within the incident α energy
range of 28 to 45 MeV, along with their uncertainties and
the correlation matrix for the 93Nb(α, n) 96Tc nuclear reac-
tion. The measured experimental reaction cross-section and

TABLE III. The comparative results for asymptotic value (ã) of
level density parameter (a).

From present work From Von Egidy [22]
Nuclei [Asymptotic value (ã)] [Asymptotic value (ã)]

95Tc 12.51 11.25
96Tc 12.74 11.36
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TABLE IV. The obtained reaction cross section with correlation matrix and their uncertainty for 93Nb(α, 2n) 95Tc at different incident α

energies.

Eα (MeV) Cross section (mb) (σ ± �
σ ) Correlation matrix

29.67 ± 1.38 880.63 ± 50.02 1
33.23 ± 1.0 518.26 ± 31.16 0.373 1
40.54 ± 1.69 102.43 ± 8.09 0.299 0.283 1
43.53 ± 1.20 78.13 ± 7.35 0.252 0.238 0.194 1

the data from Amanuel et al., Sharma et al., Agarwal et al.,
Levkovski et al., Singh et al., Bond et al. [24–29] are in good
agreement. Additionally, it is also observed from Fig. 4 that
all the experimental results fall within the 95% confidence
interval of the theoretical predictions for the 93Nb(α, n) 96Tc
nuclear reaction.

In this work, we have presented a comprehensive study
on the uncertainty quantification of the 93Nb(α, 2n) 95Tc and
93Nb(α, n) 96Tc nuclear reaction. The experimentally mea-
sured nuclear reaction cross sections at different incident α

energies have been observed to be correlated. The study found
uncertainties in the measured reaction cross sections to be
within 10% for both the nuclear reactions 93Nb(α, 2n) 95Tc
and 93Nb(α, n) 96Tc. Additionally, the uncertainties in the
theoretical predictions were found to be within 15%. From
this study, we have concluded that there exists a correlation
between the level density parameters and the optical model
parameter av . The parameter σ demonstrates an anticorre-
lation with α and β, while exhibiting a correlation with γ

and av . On the other hand, the δ parameter is found to be

uncorrelated with all other parameters investigated in this
study. Moreover, the optical model parameter av displays an
anticorrelation with γ and is correlated with all other pa-
rameters under consideration. The experimental results from
this study and available data from the EXFOR are in good
agreement. From this study, we also found that all exper-
imentally measured cross sections for the 93Nb(α, 2n) 95Tc
and 93Nb(α, n) 96Tc nuclear reactions are consistent within
the theoretical bands of uncertainties. Since niobium plays
an integral role in the construction of superconducting ra-
diofrequency (SRF) cavities for accelerators, this comparative
study on niobium of experimental and theoretical aspects
serves to enhance our understanding, directly influencing the
design and performance of crucial SRF cavities in accelerator
technologies.

The author (M.C.) acknowledges the Senior Research
Fellowships provided by the Council of Scientific and Indus-
trial Research (CSIR), Government of India, under File No.
09/013(882)/2019-EMR-1.

TABLE V. The obtained reaction cross section with correlation matrix and their uncertainty for 93Nb(α, n) 96Tc at different incident α

energies.

Eα (MeV) Cross section (mb) (σ ± �
σ ) Correlation matrix

29.67 ± 1.38 22.76 ± 1.51 1
33.23 ± 1.0 15.14 ± 1.01 0.582 1
37.59 ± 1.98 8.55 ± 0.60 0.550 0.548 1
40.64 ± 1.69 7.16 ± 0.52 0.534 0.532 0.516 1
43.53 ± 1.20 5.53 ± 0.41 0.516 0.514 0.499 0.484 1
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