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System-size and shape dependencies of collective-flow fluctuations in relativistic nuclear collisions
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Quantum fluctuations plays an essential role in forming the collective flow of hadrons observed in relativistic
heavy-ion collisions. Event-by-event fluctuations of the collective flow can arise from various sources, such
as the fluctuations in the initial geometry, hydrodynamic expansion, hadronization, and hadronic evolution of
the nuclear matter, while the exact contribution from each source is still an open question. Using a (3+1)-
dimensional relativistic hydrodynamic model coupled to a Monte Carlo Glauber initial condition, Cooper-Frye
particlization and a hadronic transport model, we explore the system-size and shape dependencies of the
collective-flow fluctuations in Au+Au, Cu+Au, and O+O collisions at

√
sNN = 200 GeV. The particle yields,

mean transverse momenta, two-particle and four-particle cumulant elliptic flows (v2{2} and v2{4}) from our
calculation agree with the currently existing data from RHIC. Different centrality dependencies of the flow
fluctuations, quantified by the v2{4}/v2{2} ratio, are found for different collision systems due to their different
sizes and shapes. By comparing v2{4}/v2{2} between different hadron species, and comparing v2{4}/v2{2} to the
initial state geometric fluctuations quantified by the cumulant eccentricity ratio ε2{4}/ε2{2}, we find that while
the initial state fluctuations are the main source of the v2 fluctuations in large collision systems, other sources
like nonlinear hydrodynamic response, hadronization, and hadronic afterburner can significantly affect the v2

fluctuations in small systems.

DOI: 10.1103/PhysRevC.109.064915

I. INTRODUCTION

Extensive research conducted at the Relativistic Heavy-
Ion Collider (RHIC) and the Large Hadron Collider (LHC)
suggests that a color deconfined state of QCD matter, known
as quark-gluon plasma (QGP), is produced at extraordinarily
high temperature and density. Ample evidence from experi-
ments [1–4] indicates the QGP is a strongly coupled matter
that behaves like a nearly perfect fluid and possesses the
smallest specific shear viscosity one has ever achieved in
laboratory [5,6]. The most notable fluid property of the QGP
is its collectivity, which can be quantified by the collective-
flow coefficient vn, or the nth order Fourier coefficient of the
azimuthal angular distribution of particles emitted from the
QGP [7,8]:

dN

dφ
= N

2π

{
1 + 2

∞∑
n=1

vn cos [n(φ − �n)]

}
, (1)

where φ represents the azimuthal angle in the plane trans-
verse to the beam direction, and �n is the nth order event
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plane angle which maximizes the value of vn. Over the
past two decades, considerable efforts have been devoted to
developing relativistic hydrodynamics models, which have
now become a highly successful and therefore the stan-
dard model for describing particle production and their
collective-flow coefficients observed in high-energy nuclear
collisions [9–22].

While the second order (elliptic) flow v2 is mainly driven
by the average elliptic geometry of the overlapping region
between the projectile and target nuclei in noncentral col-
lisions, higher order flow coefficients can arise from initial
state fluctuations that generates triangular, quadrangular, pen-
tagonal and even higher order geometric components of the
overlapping region. Apart from the initial state, fluctuations
also exists in hydrodynamic expansion, hadronization, and
hadronic rescatterings. Charting contribution from each of
these sources to the flow fluctuations in the final state is still
an ongoing effort. To quantify the event-by-event fluctuations
of collective-flow coefficients, one may evaluate these coef-
ficients using the azimuthal correlations between final state
particles, such as two-, four-, and six-particle correlations, in-
stead of Eq. (1). The cumulant method [8,23,24] suggests the
flow coefficients evaluated from different orders of cumulants,
or correlations between different numbers of particles, yield
different values; and the discrepancies between these values
directly reflect the fluctuations of collective flows. Another
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advantage of this cumulant method is to avoid the difficulty
in determining the event plane angle �n in Eq. (1) in realistic
measurements.

Flow fluctuations in large nuclear collision systems
(Pb+Pb and Au+Au) at the LHC and RHIC energies has been
widely explored by both experimental measurements [25,26]
and theoretical calculations [27–33]. In these sufficiently large
systems, it has been found that the flow fluctuations is not
sensitive to the collision energy (

√
sNN); instead, it is consid-

erably influenced by the geometrical fluctuations in the initial
state, especially in central collisions. Similar studies have
also been extended to other collision systems with various
sizes [34,35]. An additional way to investigate the correlation
between the initial state geometry and the final state collective
flow is through asymmetrical collisions between different nu-
clei, such as the Cu+Au collisions measured by both PHENIX
[36] and STAR [26,37] Collaborations at RHIC. Related the-
oretical explorations have also been conducted based on the
AMPT simulation [38,39].

For a timely understanding of the recent flow data from
Cu+Au collisions [26] and the undergoing measurement on
O+O collisions at RHIC [40], in this work, we systematically
compare the collective-flow fluctuations between Au+Au,
Cu+Au, and O+O collisions at

√
sNN = 200 GeV using the

(3+1)-dimensional (D) viscous hydrodynamic model CLVisc
[18,32]. By fitting the hydrodynamic model parameters to
existing data in Au+Au collisions, we calculate the iden-
tified particle yields, their mean transverse momenta (pT),
and collective-flow coefficients from multiparticle correla-
tions across the three systems above. From the ratio of v2

between four (six)-particle correlation and two-particle corre-
lation methods (v2{4}/v2{2} and v2{6}/v2{2}), we observe the
flow fluctuations is sensitive to both the system size and the
medium geometry in the initial state. To further explore the
source of these fluctuations, the ratios of the cumulant eccen-
tricities [41,42] of the initial medium geometry (ε2{4}/ε2{2}
and ε2{6}/ε2{2}) are evaluated and compared to the cumu-
lant v2 ratios, which provides a direct way to illustrate the
conversion of the initial geometric fluctuations into the final
collective-flow fluctuations.

The rest of this paper is organized as follows. Section II de-
scribes the theoretical framework used in this work, including
the Monte Carlo Glauber model for the initial condition, the
CLVisc hydrodynamic simulation for the QGP expansion, the
Cooper-Frye formalism for hadronization, and the hadronic
transport model SMASH for rescatterings between hadrons.
Section III compares our numerical results on the particle
yields, mean pT, and cumulant collective-flow coefficients
of both charged and identified hadrons between Au+Au,
Cu+Au, and O+O collisions at

√
sNN = 200 GeV. In the end,

a summary and outlook is presented in Sec. IV.

II. FRAMEWORK

In this section, we present the MC Glauber model for
initializing the entropy and net baryon density distributions of
the QGP, the (3+1)-D viscous hydrodynamic model CLVisc
for event-by-event simulation of the QGP expansion, the
Cooper-Frye formalism for converting the QGP into hadrons

TABLE I. Parameters for nucleon density distributions in differ-
ent nuclei.

R (fm) a (fm) w

197Au 6.38 0.535 0
64Cu 4.21 0.598 0
16O 2.61 0.513 −0.051

and the SMASH model for hadronic rescatterings, together
with the model parameters we use in this work.

A. Initial condition

We start with a three-parameter parametrization of the nu-
cleon density distribution function inside a nucleus as [43]

ρ(rp) =
(

1 + w
r2

p

R2

)
ρ0

1 + exp
( rp−R

a

) , (2)

where rp represents the radial position of a nucleon, ρ0 =
0.17 fm−3 is the equilibrium density of nuclear matter, R
and a are the radius and the surface thickness parameter of
the nucleus. The equation above returns to the standard two-
parameter Woods-Saxon distribution with w = 0. The model
parameters of 197Au, 64Cu, and 16O nuclei used in our present
study are listed in Table I. According to these distributions, we
use the Monte Carlo (MC) method to sample the positions of
nucleons inside the projectile and target nuclei. To prevent two
nucleons from being too close to each other inside a nucleus,
a minimum distance of d = 0.81 fm is imposed in our MC
sampling.

By assuming high-energy nucleons stream along straight
lines without changing their directions when being scattered,
we let two nucleons (one from projectile along the +ẑ di-
rection and one from target along the −ẑ direction) collide
when their transverse distance is smaller than (σ inel

NN /π )−
1
2 ,

where the inelastic nucleon-nucleon cross section is taken as
σ inel

NN = 42 mb at
√

sNN = 200 GeV [44]. The positions of both
binary collisions (taken as the midpoints of nucleon pairs)
and nucleons that participate in these collisions (or participant
nucleons) are recorded and contribute to particle production
from a nucleus-nucleus collision event. The multiplicity of the
final state charged particles then follow the form [45]

Nch ∝ αNpart + (1 − α)Nbin, (3)

where α is a parameter controlling the relative contribution
from the participant nucleon number (Npart) and the binary
collision number (Nbin), which can be determined by the cen-
trality dependence of charged particle yield later. We note
that although the contribution from binary collisions might
be negligible when the nuclear collisions are less energetic,
e.g.,

√
sNN � 62.4 GeV [32], it is crucial for a simultaneous

description of hadron observables at different centralities at√
sNN = 200 GeV in our present work. Although this two-

component Glauber model has been shown inaccurate in
ultracentral collisions [46], it is still considered a reasonable
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TABLE II. Parameters for constructing the three-dimensional initial entropy density and normalized baryon number density distributions
for hydrodynamic evolution at

√
sNN = 200 GeV.

α K τ0 (fm/c) σr (fm) σs ηs
0 σn;P σn;T ηn

0;P ηn
0;T σw ηw

0.8 11.55 0.75 0.5 0.65 2.5 0.07 1.4 3.5 −3.5 1.2 1.0

and convenient model for the initial condition of QGP as long
as the centrality is not very small.

The local entropy density s and the normalized baryon
number density n0 then read:

s(x, y, ηs ) = αspart (x, y, ηs ) + (1 − α)sbin(x, y, ηs ), (4)

n0(x, y, ηs ) = npart (x, y, ηs ), (5)

where the former is contributed by both participant nucleons
and binary collisions, while the latter is only contributed by
participant nucleons. Here, x and y are coordinates in the
transverse plane, and ηs denotes the spacetime rapidity. Fol-
lowing Ref. [32], spart and npart above at the initial time (τ0) of
hydrodynamic evolution are given by

spart = K

τ0

[
Hs

P(ηs)s̃P(x, y) + Hs
T(ηs)s̃T(x, y)

]
, (6)

npart = 1

τ0

[
Hn

P (ηs)s̃P(x, y) + Hn
T (ηs)s̃T(x, y)

]
, (7)

where s̃P and s̃T represent entropy density in the transverse
plane contributed by the projectile and target respectively,
Hs

P/T and Hn
P/T are the longitudinal envelop functions for en-

tropy density and baryon number density, respectively, and K
is an overall factor that controls the magnitude of the initial
entropy density.

The s̃P/T function can be constructed using the distribution
of participant nucleons in the projectile/target nucleus as

s̃P/T =
∑

i∈P/T

1

2πσ 2
r

exp

[−(x − xi )2 − (y − yi )2

2πσ 2
r

]
, (8)

where (xi, yi ) represents the transverse position of the ith
participant nucleon obtained from the MC Glauber model, σr

is the transverse Gaussian smearing width. The longitudinal
envelop functions take the forms of [32,47–50]

Hs
P/T = θ (ηmax − |ηs|)

(
1 ± ηs

ybeam

)[
θ

(
ηs

0 − |ηs|
)

+ θ
(|ηs| − ηs

0

)
exp

((|ηs| − ηs
0

)2

2σ 2
s

)]
, (9)

Hn
P/T = 1

N

⎡
⎣θ

(
ηs − ηn

0;P/T

)
exp

⎛
⎝−

(
ηs − ηn

0;P/T

)2

2σ 2
n;P/T

⎞
⎠

+ θ
(
ηn

0;P/T − ηs
)

exp

⎛
⎝−

(
ηs − ηn

0;P/T

)2

2σ 2
n;T/P

⎞
⎠

⎤
⎦, (10)

in which parameters ηs
0, σs, η0

n;P/T, σn;T/P will be determined
by the charged particle distribution along the longitudinal
direction, N is the normalization factor for n0, and ηmax =

ybeam = arctanh(vbeam ) is the rapidity of a projectile beam
nucleon, or the maximum ηs it can reach with velocity vbeam =√

sNN/(2mN) with mN the nucleon mass.
Similarly, one can define the sbin part in Eq. (4) as

sbin = K

τ0
Hs

bin(ηs)s̃bin(x, y), (11)

with

s̃bin =
∑
i∈bin

1

2πσ 2
r

exp

[−(x − xi )2 − (y − yi )2

2πσ 2
r

]
, (12)

Hs
bin = exp

[
− (ηs − ηw)2

2σ 2
w

θ (|ηs| − ηw)

]
, (13)

where i runs over the binary collision points in a nucleus-
nucleus collision event, ηw and σw are model parameters.

We summarize in Table II the parameters we use for con-
structing the initial entropy density and the baryon number
density through Eqs. (4)–(13). They are fitted from the exist-
ing data in Au+Au collisions at

√
sNN = 200 GeV in the next

section. We assume these parameters are solely sensitive to the
beam energy, and remain the same across different collision
systems. The evolution of nuclear matter prior to the QGP
phase is not included in this work, which becomes more im-
portant for lower energy collisions [51]. To partly compensate
effects of this pre-equilibrium evolution, we choose the initial
proper time to be larger than the overlap time between the col-
liding nuclei, τ0 > 2R/ sinh(ybeam ), to allow more time for the
system to approach local equilibrium before hydrodynamics
starts.

B. Hydrodynamic evolution

With the initial condition constructed in the previous sub-
section, we use the (3+1)-D viscous hydrodynamics model
CLVisc [18,32] to simulate the evolution of the QGP event-
by-event. The hydrodynamic equations are based on the
energy-momentum conservation and the net baryon number
conservation as

∂μT μν = 0, (14)

∂μJμ = 0, (15)

where T μν and Jμ are the energy-momentum tensor and the
net baryon current respectively. They can be further decom-
posed as

T μν = eU μU ν − P�μν + πμν, (16)

Jμ = nU μ + V μ, (17)

where e is the energy density, U μ is the 4-velocity of
the fluid cell, P is the pressure, �μν = gμν − U μU ν is the
projector operator, πμν is the shear-stress tensor, n is the
net baryon number density, and V μ is the baryon diffu-
sion current. We neglect the effects of bulk viscosity in
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FIG. 1. The multiplicities of charged hadrons in different centrality bins as functions of pseudorapidity in (a) Au+Au, (b) Cu+Au, and
(c) O+O collisions at

√
sNN = 200 GeV. Results for Au+Au collisions are compared to the PHOBOS data [52].

this study for the purpose of accelerating computing speed.
Earlier studies indicate the bulk viscosity may reduce the
radial flow of the QGP [53,54]. This is compensated in
our work by adjusting the initial proper time τ0 to repro-
duce the mean transverse momenta of the final state charged
particles.

Two model parameters embedded in the πμν and V μ terms
above are the specific shear viscosity Cηv and the baryon diffu-
sion coefficient κB. They are related to the shear viscosity ηv,
the baryon chemical potential μB and the medium temperature
T via

Cηv = ηvT

e + P
, (18)

κB = CB

T
n

[
1

3
cot

(μB

T

)
− nT

e + P

]
. (19)

We set Cηv = 0.08 and CB = 0.4 through our calculations. The
relaxation times are given by τπ = 5Cηv/T and τV = CB/T .

We employ the NEOS-BQS equation of state [55,56] for
hydrodynamic evolution, which is based on the lattice QCD
calculation at high temperature and vanishing net baryon den-
sity, and extended to finite net baryon density using the Taylor
expansion. At lower energy density, it transits into the equa-
tion of state of hadron gas via a smooth crossover. Detailed
discussions on the CLVisc model can be found in Ref. [32].

C. Hadronization and afterburner

When the QCD matter becomes sufficiently dilute, quark
and gluon degrees of freedom would become confined into
hadrons again, and the hydrodynamic description of the bulk
evolution should be switched to a transport description of
hadronic rescatterings.

On the hadronization hypersurface (chosen as energy
density efrz = 0.26 GeV/fm3 in this work), we use the
Cooper-Frye formula to obtain the distributions of different
hadrons with respect to transverse momentum (pT), azimuthal
angle (φ) and rapidity (Y ) as

dNh

pTd pTdφdY
= gh

(2π )3

∫
�

pμd�μ feq(1 + δ fπ + δ fV ),

(20)

where h denotes the hadron species, gh is its spin degener-
acy factor, and d�μ is the 3D hypersurface element inside
the 4D spacetime determined by the Cornelius routine [57].
The thermal equilibrium distribution feq(x, p) and its out-
of-equilibrium corrections δ fπ (x, p) and δ fV (x, p) can be
calculated using thermal quantities from the hydrodynamic
model as [58]

feq =
[

exp

(
pμU μ − BμB

Tf

)
± 1

]−1

, (21)

δ fπ = [1 ± feq(x, p)]
pμ pνπ

μν

2T 2
f (e + P)

, (22)

δ fV = [1 ± feq(x, p)]

(
n

e + P
− B

U μ pμ

)
pμVμ

κB/τV
. (23)

Here, Tf represents the chemical freeze-out temperature cor-
responding to the efrz we use, and B is the baryon number of
identified particle.

Based on the Cooper-Frye formalism above, we use the
Monte Carlo method to sample hadrons out of the QGP
medium and then feed them into the SMASH [59–63] model
for simulating their subsequent scatterings in the hadronic
phase. SMASH solves the relativistic Boltzmann equation that
includes processes of elastic collisions, resonance excitations,
string excitations, and decays for hadrons with masses up to
about 2 GeV. To improve statistical accuracy, for each hydro-
dynamic event, we repeat the particle sampling and SMASH
simulation 2000 times for Au+Au and Cu+Au collisions.
For O+O collisions with smaller sizes and therefore stronger
statistical fluctuations, this number is increased to 20 000 to
ensure statistically stable results.

III. NUMERICAL RESULTS

A. Particle multiplicity

We start with validating our hydrodynamic calculation with
the charged hadron yields per unit pseudorapidity (dNch/dη)
as functions of pseudorapidity (η) in Fig. 1. As shown in
Fig. 1(a), with the model setup and parameter tuning pre-
sented in the previous section, the hydrodynamic calculation
can quantitatively describe both the centrality dependence and
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FIG. 2. The multiplicities of charged hadrons and identified particles as functions of centrality in (a) Au+Au, (b) Cu+Au, and (c) O+O
collisions at

√
sNN = 200 GeV. Results for Au+Au collisions are compared to the PHENIX data [64,65].

the pseudorapidity dependence of charged particle production
measured by the PHOBOS Collaboration [52] in Au+Au
collisions at

√
sNN = 200 GeV.

In Figs. 1(b) and 1(c), we present the same calculation
for Cu+Au and O+O collisions respectively. The centrality
classes are still set according to the previous PHOBOS data. It
is important to note that for the asymmetric Cu+Au collisions,
the center-of-mass of collisions in our computational frame
(located at Y = 0) needs to be shifted towards the Au-moving
(+ẑ) direction by [37]

yCM ≈ 1
2 ln

(
NAu

part

/
NCu

part

)
, (24)

to compare to experimental data. Here, NAu
part and NCu

part are
the average numbers of participant nucleons from Au and Cu
nuclei respectively, as evaluated from the MC Glauber model.
This is why we observe a slight shift of each curve’s saddle
point toward the Au-moving direction in Fig. 1(b). This shift
becomes more prominent when the imbalance between the
energy deposition from Au and Cu nuclei becomes stronger,
i.e., in more central collisions. Comparing among the three
panels, one can clearly see a decrease in the particle yield as
the system size becomes smaller.

We further present in Fig. 2 the multiplicities of both
charged hadrons and identified particles as functions of cen-
trality in the three collision systems. The values of dNch/dη

(for charged hadrons) and dN/dY (for identified particles)

here are taken from their mid-(pseudo)rapidity regions. As
shown in Fig. 2(a), our model calculation provides a good
description of the currently available data from the PHENIX
Collaboration on charged hadrons, pions, kaons, and protons
in Au+Au collisions [64,65]. Predictions for Cu+Au and
O+O collisions are provided in Figs. 2(b) and 2(c), respec-
tively. Same as the observation from Fig. 1, the particle yield
decreases from central to peripheral collisions, and also from
Au+Au to Cu+Au and then to O+O collisions. Our predic-
tion on the particle yields in O+O collisions based on the
Glauber initial condition is comparable to that based on the
more advanced IP-Glasma model [35].

B. Mean transverse momentum

The mean transverse momenta 〈pT〉 of final state hadrons
help quantify the thermal properties of the QGP and its ra-
dial flow developed from hydrodynamic expansion. They are
strongly correlated with the pT spectra of hadrons [67,68], and
meanwhile, own the advantage of a better visualization on a
linear scale than the pT spectra that are conventionally plotted
on a logarithmic scale.

Shown in Fig. 3 are the 〈pT〉’s of identified particles
as functions of centrality in Au+Au, Cu+Au, and O+O
collisions at

√
sNN = 200 GeV. As seen in Fig. 3(a), our

calculation reasonably describes the PHENIX [64] and STAR
[66] data in Au+Au collisions. Nevertheless, there is a hint

FIG. 3. The mean transverse momenta of identified particles as functions of centrality in (a) Au+Au, (b) Cu+Au, and (c) O+O collisions
at

√
sNN = 200 GeV. Results for Au+Au collisions are compared to the PHENIX data [64] and the STAR data [66].
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of overestimation of the proton 〈pT〉 here, possibly due to the
neglect of bulk viscosity in hydrodynamic evolution in our
current work. This may lead to an underestimate of the proton
v2 later. Calculations using the IP-Glasma or Trento initial
condition models and taking into account the bulk viscosity
can be found in Refs. [28,35,69]. The mass ordering in 〈pT〉
can be clearly observed in the figure: being produced from the
same QGP medium, heavier hadrons acquire larger pT from
the thermal background than lighter hadrons do. Meanwhile,
compared to lighter hadrons, it is easier for heavier hadrons
to gain additional pT from the radial flow of the medium,
which decreases as centrality increases. Therefore, the 〈pT〉
of heavier hadrons has a stronger dependence on the cen-
trality of heavy-ion collisions. Comparing among the three
panels, we also observe a weaker centrality dependence of the
hadron 〈pT〉 in O+O collisions than in Au+Au and Cu+Au
collisions. This results from the weak radial flow developed
in the small-size O+O system, even in its central collisions.
In peripheral collisions, the same species of hadrons exhibit
similar magnitudes of 〈pT〉 across different collision systems,
since the effect of radial flow is negligible in peripheral colli-
sions and the 〈pT〉 is mainly determined by the hadronization
temperature of the QCD medium at

√
sNN = 200 GeV. Note

that this 〈pT〉 may depend on beam energy of heavy-ion colli-
sions [32,70,71] considering the varying boundary between
QGP and hadron gas in the QCD phase diagram as

√
sNN

changes.

C. Fluctuations of collective flow

As discussed in the Introduction, to avoid the difficulty in
determining the event plane in realistic experimental mea-
surements, the multiparticle correlation method is usually
preferred in evaluating the collective-flow coefficients in
heavy-ion collisions.

Consider m is an positive integer, the nth order 2m-particle
azimuthal correlator is defined as [72]

〈〈2m〉〉 = 〈〈ein
∑m

j=1(φ2 j−1−φ2 j )〉〉, (25)

where the inner layer of angle bracket denotes an average over
all possible combinations of particles within an event, and the
outer layer denotes an average across different events. The
corresponding two-, four-, and six-particle cumulants are then
given by

cn{2} = 〈〈2〉〉, (26)

cn{4} = 〈〈4〉〉 − 2〈〈2〉〉2, (27)

cn{6} = 〈〈6〉〉 − 9〈〈4〉〉〈〈2〉〉 + 12〈〈2〉〉3, (28)

with the two-, four-, and six-particle harmonic coefficients
given by

vn{2} =
√

cn{2}, (29)

vn{4} = 4
√

−cn{4}, (30)

vn{6} = 6
√

cn{6}/4. (31)

By assuming Gaussian distributions of the collective-flow
fluctuations, one would obtain [73,74]

vn{2} ≈ 〈vn〉 + σ 2
n /(2〈vn〉), (32)

vn{4} ≈ 〈vn〉 − σ 2
n /(2〈vn〉), (33)

vn{6} ≈ 〈vn〉 − σ 2
n /(2〈vn〉), (34)

where 〈vn〉 is the magnitude of the average of the 	vn vector
(with its direction denoting the event plane angle) in the
transverse plane, and σn is the Gaussian width of the flow
fluctuations. Therefore, one can use the ratio vn{4}/vn{2}
or vn{6}/vn{2} to quantify the strength of fluctuation in the
collective-flow coefficient: larger deviation from one implies
stronger fluctuation. Equations (32)–(34) are also valid for
non-Gaussian distributions of fluctuations as long as their
variances satisfy σn 
 〈vn〉.

Since a direct evaluation of Eq. (25) requires 2m loops
over the particle list in each event, which is computationally
inefficient when m is large, we adopt the Qn-vector method
developed in Ref. [75] to compute these correlators. For an
event consisting of M particles within a desired kinematic
region, Qn is defined as

Qn =
M∑

i=1

einφi . (35)

The single-event-averaged two-, four-, and six-particle az-
imuthal correlators can then be written as

〈2〉 = |Qn|2 − M

M(M − 1)
, (36)

〈4〉 = |Qn|4 + |Q2n|2 − 2Re[Q2nQ∗
nQ∗

n]

M(M − 1)(M − 2)(M − 3)

− 2
2(M − 2)|Qn|2 − M(M − 3)

M(M − 1)(M − 2)(M − 3)
, (37)

〈6〉 = |Qn|6 + 9|Q2n|2|Qn|2 − 6Re[Q2n|Qn|2(Q∗
n )2]

M(M − 1)(M − 2)(M − 3)(M − 4)(M − 5)

+ 4
Re[Q3n(Q∗

n )3] − 3Re[Q3nQ∗
2nQ∗

n]

M(M − 1)(M − 2)(M − 3)(M − 4)(M − 5)

+ 2
9(M − 4)Re[Q2n(Q∗

n )2] + 2|Q3n|2
M(M − 1)(M − 2)(M − 3)(M − 4)(M − 5)

− 9
|Qn|4 + |Q2n|2

M(M − 1)(M − 2)(M − 3)(M − 5)

+ 18
|Qn|2

M(M − 1)(M − 3)(M − 4)

− 6

(M − 1)(M − 2)(M − 3)
. (38)

We then average these results over different events and sub-
stitute them into Eqs. (26)–(31) to obtain the collective-flow
coefficients from the cumulant method.

To study the collective-flow fluctuations across systems
with different shapes and sizes, we implement event-by-event
hydrodynamic simulations of Au+Au, Cu+Au, and O+O
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FIG. 4. The centrality dependence of (a) v2{2}, (b) v2{4}, (c) v2{4}/v2{2}, and (d) v2{6}/v2{4} of charged particles in Au+Au, Cu+Au,
and O+O collisions at

√
sNN = 200 GeV. Results for Au+Au and Cu+Au collisions are compared to the STAR data [26].

collisions in this work. In each centrality bin, 500 events are
simulated for Au+Au collisions. To enhance statistical accu-
racy in smaller systems, this number is increased to 1000 for
Cu+Au collisions and 1500 for O+O collisions per centrality
bin. Additionally, following the STAR Collaboration work
[26], we adjust the smallest centrality bin from 0–5% to 1–5%
for each collision system to avoid possible positive values
of cn{4} in very central (0–1%) collisions, considering that
geometric fluctuations in ultracentral collisions can be very
strong [76].

In the upper panels of Fig. 4, we first present the collective-
flow coefficients evaluated from the two-particle [Fig. 4(a)]
and four-particle [Fig. 4(b)] cumulant methods. The kine-
matic cuts are chosen as |η| < 1 and pT ∈ (0.2, 4.0) GeV/c
according to experiment. In general, our calculation provides
a reasonable description of the STAR data [26] on v2{2} and
v2{4} in both Au+Au and Cu+Au collisions at

√
sNN = 200

GeV, except for some deviation in v2{4} in peripheral Cu+Au
collisions. Comparing between these two systems, we observe
a slightly larger v2 in Cu+Au than in Au+Au in the most
central collisions. This results from stronger initial state fluc-
tuations in a smaller system. However, at larger centrality
where v2 is dominated by the average medium geometry,
it is larger in Au+Au than in Cu+Au collisions. We have
verified that at centrality greater than 10%, the eccentricity
of Au+Au collisions is larger than that of Cu+Au collisions.
Predictions for O+O collisions are also presented here for
comparison. Due to the small system size, v2 from O+O
collisions is mainly driven by fluctuations, and therefore its
value is larger in central collisions while smaller in peripheral
collisions compared to those seen in Au+Au and Cu+Au col-
lisions. Since the number of particles produced in peripheral
O+O collisions is limited, the statistics of its v2{4} con-

structed from four-particle correlation becomes poor at large
centrality.

Shown in the lower panels of Fig. 4 are v2{4}/v2{2}
[Fig. 4(c)] and v2{6}/v2{4} [Fig. 4(d)] of charged particles
in different collision systems. For Au+Au and Cu+Au col-
lisions, we observe the values of v2{4}/v2{2} are significantly
smaller than one in central collisions, indicating the dominant
effect of fluctuations on forming v2 in the corresponding re-
gion. As centrality increases, this ratio first increases towards
one as the average geometry of the medium starts to dominate,
and then slightly decreases again as the system becomes small
and effect of fluctuations grows again at peripheral collisions.
In the midcentral to semiperipheral region, the eccentricity of
the initial state geometry is smaller in Cu+Au than in Au+Au
collisions at the same centrality. Meanwhile, fluctuations in
the former is stronger due to its smaller system size. As a
result, v2{4}/v2{2} is smaller in Cu+Au than in Au+Au col-
lisions within this centrality region. Fluctuations in the small
O+O system is strong across the entire centrality region and
therefore the corresponding v2{4}/v2{2} keeps significantly
below one. Here, we can clearly observe the strong depen-
dence of v2{4}/v2{2} on the size and geometry of the collision
system. This is different from the insensitivity of this ratio to
the beam energy within the same collision system, as seen in
earlier theoretical calculation [32] and experimental data [26].
The v2{6}/v2{4} ratios agree with one for both Au+Au and
Cu+Au collisions in Fig. 4(d). Possible slight deviation from
one in very central and very peripheral regions may result
from non-Gaussian form of strong fluctuations there. Because
of very limited statistics in O+O collisions for constructing
v2{6}, result for this system is not presented in Fig. 4(d).

In Fig. 5, we present v2{2}, v2{4}, and v2{4}/v2{2}
for identified particles in the three collision systems at
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FIG. 5. The centrality dependence of v2{2} (left column), v2{4} (middle column), and their ratio (right column) of identified particles in
Au+Au (upper row), Cu+Au (middle row), and O+O (lower row) collisions at

√
sNN = 200 GeV. Results for Au+Au collisions are compared

to the STAR data [26].

√
sNN = 200 GeV. Compared to the available data from the

STAR Collaboration [26], we provide a good description of
v2{2} and v2{4} of pions and kaons, while slightly underes-
timating them for protons in Au+Au collisions. Since our
previous result on the proton 〈pT〉 is close to the upper edges
of the data error bars in Fig. 3(a), selecting the pT ∈ (0.2, 2.0)
GeV/c range here, as used in measurements, excludes protons
with pT � 2.0 GeV/c from our model which can contribute a
larger v2 to its average value. It is interesting to note that the
mass hierarchy of the pT-averaged v2 in Au+Au and Cu+Au
collisions here—heavier hadrons show stronger v2—is
opposite to what one usually sees in the pT-dependent v2 of
identified hadrons below 2 GeV/c [77–80]. This is because
of the harder pT spectra of heavier hadrons which add more
weights from the higher pT region to their average v2. In
other words, one actually compares the v2 of heavier hadrons
with higher average pT to the v2 of lighter hadrons with lower
average pT in the pT-averaged v2 here. Although different
species of hadrons show different magnitudes of v2{2} and
v2{4}, they have similar v2{4}/v2{2} ratios in Au+Au and
Cu+Au systems, except in very central and very peripheral
collision. This indicates these hadrons keep the memory of the

momentum space fluctuations of the QGP, and are not strongly
affected by additional fluctuations during the hadronization
and hadronic afterburner processes. Contrarily, v2{4}/v2{2} is
no longer independent of hadron species in O+O collisions.
Although the statistical errors in our results for O+O
collisions are large, the dependence of v2{4}/v2{2} on
hadron species is visible across a wide centrality range. This
dependence can result from the fluctuations in hadronization
and hadronic afterburner, which become more prominent
for a smaller system. These non-initial-state fluctuations
may also be important in very central Au+Au and Cu+Au
collisions, where the collective flows are dominated by
fluctuations. To better compare v2{4}/v2{2} between different
hadron species, we show its ratio between kaons and pions,
and between protons and pions in the subpanels in the last
column.

D. Connection to initial state fluctuations

Earlier studies [25–31] suggest that the collective-flow
fluctuations, quantified by v2{4}/v2{2}, predominantly orig-
inates from the fluctuations of the initial state geometry in
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FIG. 6. Comparison between the centrality dependence of cumulant eccentricity ratios of initial states and cumulant elliptic flow ratios of
charged particles in Au+Au (left column), Cu+Au (middle column), and O+O (right column) collisions at

√
sNN = 200 GeV; upper row for

ε2{4}/ε2{2} vs v2{4}/v2{2}, lower row for ε2{6}/ε2{4} vs v2{6}/v2{4}.

large nuclear collision systems, such as Au+Au and Pb+Pb
collisions. To characterize the anisotropy of the initial state
geometry, one may evaluate its nth order eccentricity as

εn =
√

〈rn cos(nφ)〉2 + 〈rn sin(nφ)〉2

〈rn〉 , (39)

where r and φ are the position and azimuthal angle of an
element of nuclear matter with respect to its center of mass,
and the angle brackets denote average within an event. In this
work, both participant nucleons and binary collision points
sampled from the MC Glauber model contribute to the ele-
ments in this average, with α as their relative weight as shown
in Eq. (3).

Within the hypothesis of linear hydrodynamic response,
vn ∝ εn, one may construct the cumulants of eccentricities
according to Eqs. (26)–(28) as [41,42]

cεn{2} = 〈
ε2

n

〉
, (40)

cεn{4} = 〈
ε4

n

〉 − 2
〈
ε2

n

〉2
, (41)

cεn{6} = 〈
ε6

n

〉 − 9
〈
ε4

n

〉〈
ε2

n

〉 + 12
〈
ε2

n

〉3
, (42)

where the angle brackets denote average over different events.
The nth order eccentricities defined by the cumulant method
then read

εn{2} = √
cεn{2}, (43)

εn{4} = 4
√−cεn{4}, (44)

εn{6} = 6
√

cεn{6}/4. (45)

Analogous to the collective-flow coefficients determined
through the cumulant method, the cumulant eccentricities here

encode information of fluctuations in the initial state geom-
etry of the QGP. Therefore, similar to using vn{4}/vn{2} to
measure the fluctuations in the final state collective flow, one
can use εn{4}/εn{2} to quantify the strength of the initial state
fluctuations.

To study the correlation between the initial state geometric
fluctuation and the final state flow fluctuation, we compare
ε2{4}/ε2{2} and v2{4}/v2{2} in the upper panel of Fig. 6,
and compare ε2{6}/ε2{4} and v2{6}/v2{4} in the lower panel,
for Au+Au, Cu+Au, and O+O collisions at

√
sNN = 200

GeV. The cumulant eccentricities ε2{k} here are obtained
from averaging over 50 000 MC Glauber profiles in each
centrality bin of each collision system. In the upper three
panels, we observe a monotonic increase of ε2{4}/ε2{2} for
the three systems from central to peripheral collisions. This
indicates, in central collisions, the geometric anisotropy in
the initial state is mainly contributed by fluctuations, while
in peripheral collisions, it is mainly determined by the aver-
age shape of the overlapping region between the two nuclei.
In Au+Au and Cu+Au collisions, ε2{4}/ε2{2} agrees well
with v2{4}/v2{2} except in very central and very peripheral
regions. This suggests the initial state fluctuations are the
main source of the final state collective-flow fluctuations in
these large enough collision systems. When the centrality
is large, the systems become so small that effects of addi-
tional fluctuations, e.g., nonlinear hydrodynamic response,
hadronization, and hadronic afterburner, become important,
leading to smaller values of v2{4}/v2{2} than ε2{4}/ε2{2}. As
revealed in Refs. [81,82], nonlinear hydrodynamic response
has a significant contribution to the elliptic flow fluctuations
in peripheral collisions. For the small O+O system, sources
other than the initial state always have strong contributions to
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the flow fluctuations, and thus v2{4}/v2{2} < ε2{4}/ε2{2} for
the whole centrality range.

In the lower three panels of Fig. 6, we observe the values
of ε2{6}/ε2{4} are close to one in all the three systems. No ob-
vious deviation is seen between ε2{6}/ε2{4} and v2{6}/v2{4}
in Au+Au and Cu+Au collisions, except for some hints of
slight deviation in very central and very peripheral regions.
The result of v2{6}/v2{4} in O+O collisions is not available
due to the limited statistics of hadrons produced in these small
systems.

IV. SUMMARY AND OUTLOOK

Using the (3+1)-D viscous hydrodynamic model CLVisc
coupled to a MC Glauber initial condition, Cooper-Frye
formalism for particlization, and SMASH for hadronic rescat-
terings, we investigate the yields, mean transverse momenta,
and elliptic flow fluctuations for both charged hadrons and
identified particles in Au+Au, Cu+Au, and O+O collisions at√

sNN = 200 GeV. By incorporating contributions from both
participant nucleons and binary collisions to the initial entropy
density and net baryon density distributions, and assuming
the hydrodynamic parameters solely depend on the collision
energy, our model calculation provides a satisfactory descrip-
tion of the dN/dη, 〈pT〉, v2{2}, v2{4}, and v2{4}/v2{2} data
currently available at RHIC, and also provides predictions for
Cu+Au and O+O systems where full measurements are yet
to be done.

Comparing across the three systems, we find the particle
yields significantly increase with the system size of nuclear
collisions. While a clear mass hierarchy of 〈pT〉 exists in all
systems, the centrality dependence of 〈pT〉 becomes weaker
in a smaller system due to a weaker radial flow developed
from hydrodynamic expansion. Comparing between Au+Au
and Cu+Au collisions, we see the elliptic flow in very cen-
tral collisions is larger in the latter system due to stronger
initial state fluctuations in a smaller system. However, it is
larger in the former system at large centrality due to the
larger eccentricity of the overlapping region in Au+Au than
in Cu+Au collisions. Elliptic flow from the small O+O sys-
tem is mainly driven by fluctuations, and therefore appears
larger than that in the other two systems at small centrality,
while smaller at large centrality. We quantify the fluctuation
strength of v2 using the ratio of its values estimated from the
four-particle and two-particle cumulant methods, and find this
v2{4}/v2{2} ratio is far below one in the most central Au+Au
and Cu+Au collisions, and then increases towards one as cen-
trality increases, but decreases again at very large centrality.
This indicates strong v2 fluctuations in the most central and
peripheral collisions, while less fluctuations in midcentral to
semiperipheral collisions. The value of v2{4}/v2{2} is always
much less than one for O+O collisions, signifying strong
fluctuations in small systems across all centralities. The value
of v2{6}/v2{4} is generally consistent with one in Au+Au
and Cu+Au collisions, though slight deviation may happen
in the most central and very peripheral regions due to possible
non-Gaussian forms of strong fluctuations there.

By comparing v2{4}/v2{2} between different species of
hadrons, and comparing this final state v2{4}/v2{2} with

the initial state ε2{4}/ε2{2}, we can gain insights on dif-
ferent sources of collective-flow fluctuations in different
collision systems. We find that in Au+Au and Cu+Au col-
lisions, v2{4}/v2{2} is almost species independent, except
in very central and very peripheral collisions. On the con-
trary, v2{4}/v2{2} clearly depends on the hadron species in
O+O collisions. These findings suggest that in large col-
lision systems, hadrons can well preserve the fluctuations
inherited from the QGP, while in small collision systems,
additional fluctuations from hadronization and hadronic af-
terburner have a nonnegligible impact on the collective flows
of hadrons. These additional fluctuations may also affect the
most central collisions of large systems, where collective
flow originates from fluctuations. Similar conclusions can
also be drawn from the comparison between v2{4}/v2{2} and
ε2{4}/ε2{2} in different systems, where we find the strength
of the collective-flow fluctuations v2{4}/v2{2} follows that
of the initial geometric fluctuations ε2{4}/ε2{2} in midcen-
tral to semiperipheral Au+Au and Cu+Au collisions, while
v2{4}/v2{2} < ε2{4}/ε2{2} in peripheral Au+Au and Cu+Au
collisions, and in O+O collisions over the entire centrality
region. The deviation between v2{4}/v2{2} and ε2{4}/ε2{2}
can also be attributed to the nonlinear hydrodynamic re-
sponse during the QGP expansion. Therefore, we anticipate
future measurements on v2{4}/v2{2} of identified particles
in different collision systems can not only help quantify
the system-size and shape dependencies of the strength of
collective-flow fluctuations, but also shed light on the origins
of these fluctuations in different systems.

While this work helps improve our quantitative under-
standing on the dependencies of collective-flow fluctuations
on the size and shape of nuclear systems in relativistic heavy-
ion collisions, it can be further improved in several directions.
Instead of a manual adjustment of our model parameters,
the Bayesian statistical analysis method [83,84] needs to
be introduced for calibrating our model, which is necessary
for drawing a more precise conclusion on the strength of
collective-flow fluctuations and their possible origins. Along
our current investigation on effects of the average initial shape
of nuclear matter on the flow fluctuations, another promising
topic is using these observables to image deformed nuclei
in the initial state [85–87], and connecting our current study
to the isobar experiments at RHIC [88,89]. Furthermore, hy-
drodynamic fluctuations [90–93] and non-Gaussian form of
fluctuations [94,95] are also exciting topics for a more deli-
cate understanding of the fluctuation phenomena in heavy-ion
collisions. These aspects will be explored in our future efforts.
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