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Performance of the antisymmetrized molecular dynamics transport model for low energy reactions:
Comparison with experimental results for 18O + 12C at 16.7 MeV/nucleon
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The charged particles produced in the 18O + 12C reaction at 16.7 MeV/nucleon have been detected using
the GARFIELD+RCo apparatus at Laboratori Nazionali di Legnaro and compared with the transport code
antisymmetrized molecular dynamics (AMD) followed by GEMINI++ as afterburner. To our knowledge, it is
the first time that this model is applied to a nuclear reaction between light nuclei at so relatively low bombarding
energy. The general agreement between experimental data and model is very good for fragments with Z � 10,
assuming a fusion process source, and for intermediate fragments (Z = 3, 4). A discrepancy in the relative cross
section of the different reaction mechanisms has been pointed out for fragments with 4 < Z < 10 as the model
seems to produce less dissipative reactions.

DOI: 10.1103/PhysRevC.109.064618

I. INTRODUCTION

The main characteristics of nuclear reactions are strongly
dependent on two parameters: the bombarding energy and the
centrality of the reaction. It is well known that at low beam
energy (below ≈ 10 MeV/nucleon) the complete fusion is the
main reaction channel for central collisions between nuclei
with moderate size, almost exhausting the total reaction cross
section [1]. The complete fusion mechanism is characterized
by the formation of a compound nucleus and its following
decay, which is globally well described by the statistical decay
model based on the Hauser-Feshbach formalism [2].

At higher energy, between 20–80 MeV/nucleon, in central
collisions the complete fusion is gradually replaced by the
incomplete one, where nucleons or clusters escape from the
system well before the thermalization. Moreover, for less cen-
tral collisions, at those energies the cross section is dominated
by the binary output, characterized by the presence of two

*Contact author: lucia.baldesi@fi.infn.it

main fragments, the so-called quasiprojectile (QP) and qua-
sitarget (QT), which also decay as a result of their excitation
during the contact phase. In the overlapping region between
them, depending on the size of the system and the bombarding
energy, another structure, usually called the “neck”, can be
formed during the collision. The study of the isotopic content
of fragments generated in the decay of the neck structure is of
particular interest for the investigation of the isospin transport
mechanism [3,4].

We present here the results of the study of the reaction
18O + 12C at 16.7 MeV/nucleon, for which the pure com-
plete fusion scenario is not fully representative. Indeed, from
the systematics in the literature [5–8], we can estimate the
fraction of the fusion cross section with respect to the total
reaction cross section foreseen in our reaction: considering the
corresponding Ec.m./A = 4 MeV/nucleon, the systematics [7]
predicts the fusion cross section to be around 17% of the total
one, shared between complete (11%) and incomplete (6%)
fusion, while in [8] a 15.5% of complete fusion is expected.
Therefore, a large fraction of the reaction cross section can-
not be accounted for by a complete fusion process well
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described by the statistical codes and a different theoretical
approach should be applied. In the literature, at bombarding
energy similar to our system, a transport model has been
used in [9], where the 32S + 40,48Ca at 17.7 MeV/nucleon
reactions have been analyzed. In that work, where a clear
isospin diffusion effect was observed in peripheral binary
events, a comparison was attempted between the experimental
data and the TWINGO [10] model, based on the stochas-
tic mean field approach, coupled with GEMINI++ [11,12]
as afterburner. A similar study was proposed in [13] using
the 86Kr +64,58Ni and 124,112Sn massive reactions at 15 and
25 MeV/nucleon. Experimental results were compared
with previous experimental data on the lighter system
40Ar +64,58Ni at 15 MeV/nucleon and with the constrained
molecular dynamics (CoMD) model [14,15].

In this paper, we want to stress and test the antisym-
metrized molecular dynamics (AMD) model [16], coupled
with GEMINI++ as afterburner, outside its typical application
range, stated in literature. Indeed, AMD has been shown
to successfully reproduce the main features of many inter-
mediate mass systems with energy in the range of 25–100
MeV/nucleon [3,17–19]. In [20–24] this code has been tested
with success also for light systems (13–40 nucleons) such
as C+H, C+C, S+C, and Ne+C with energies from 25 to
95 MeV/nucleon, also highlighting the importance of the
clustering processes [25]. Here, the fragment properties will
be used as a benchmark to validate the use of the AMD model
below its typical energy range. To our knowledge, it is the
first time that this model is applied at so relatively low energy
(below 20 MeV/nucleon), with a so light a system (below 30
nucleons).

The paper is organized as follows. The experimental ap-
paratus and the simulation code are described in Sec. II. The
data analysis and results are discussed in Sec. III, while our
conclusions are summarized in Sec. IV.

II. EXPERIMENTAL APPARATUS
AND THEORETICAL MODEL

The experiment was performed at the Laboratori Nazionali
di Legnaro (LNL, Italy). A pulsed beam of 18O at 300 MeV
delivered by the ALPI Linac with an average current of 0.1
pnA impinging on a 12C target with a thickness of 70 µg/cm2

was used. Data were collected with the GARFIELD+RCo
array [26]. The apparatus is characterized by a geometri-
cal efficiency of almost 80% of the total solid angle and
a good granularity including almost 300 �E -E telescopes.
GARFIELD is dedicated to the detection of light charged
particles (LCPs) and intermediate mass fragments (IMFs),
while the RCo is aimed at the detection of the heavier frag-
ments, such as the evaporation residues, as well as the LCPs
and IMFs emitted within its solid angle. The RCo detector
is placed at forward angles covering the angular range 5◦ <

θ < 17◦. It is an array of three-stage telescopes including
an ionization chamber (IC), divided into eight sectors, fol-
lowed by 300 µm thick silicon strip detectors (eight strips
for each sector) and CsI(Tl) crystals as the last stage (six
scintillators for each sector, read out by photodiodes). Two
techniques can be used for particle identification: the �E -E

FIG. 1. �E -E correlation “IC energy vs Si energy” in the RCo
apparatus. The lines correspond to ions from Z = 2 up to Z = 10.

technique and the pulse shape analysis (PSA). The reaction
products with Z > 1 stopped in a RCo Si can be identified
in charge by the �E -E correlation “IC vs Si” (an exam-
ple is shown in Fig. 1), with a very low energy threshold
(≈0.5–1 MeV/nucleon). Moreover, the particles above an
energy threshold of 3–5 MeV/nucleon stopped in the silicon
detectors can be identified in charge and, in a more limited
energetic region, also in mass with the PSA (see Fig. 2),
with an energy resolution of about 1%. In this experiment,
we adopted the maximum of the current signal in the RCo
as the best Si-PSA parameter, according to the results of the
research and development of the FAZIA collaboration [27].
In fact, a suitable upgrade of the front-end electronics al-
lowed to program the on-board field programmable gate array
(FPGA) [28] in order to compute the derivative of the charge
signal, obtaining the on-line evaluation of the current maxi-
mum. The isotopic resolution with this technique is achieved
up to Z = 10 for at least a limited zone of energy (red con-
tour in Fig. 2). For those products identified only in charge
Z , the most probable mass value is assigned according to
the theoretical model. Finally, particles punching through the
silicon stage are identified in charge and mass with the �E -E

FIG. 2. PSA correlation “energy vs current maximum” for a sil-
icon detector of the RCo. The charge identification is achieved for
all ions, up to Z = 12. The red contour delimits the region where
the mass identification is obtained. The inset shows a close up of the
Z = 6,7 region, where the mass-discrimination capability for these
elements can be clearly seen.
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correlation “Si vs CsI(Tl)” and, up to Z = 3, with the PSA
method in CsI(Tl) scintillators, through the use of the fast vs.
slow correlation.

GARFIELD is a two-stage detector with azimuthal sym-
metry consisting of two microstrip gas chambers and 180
CsI(Tl) scintillators (arranged in eight rings), readout by pho-
todiodes, and it covers the polar range from 30◦ to 150◦.
The particles detected in GARFIELD are identified in charge
using the �E -E correlation “microstrip vs CsI(Tl)” with
an energy resolution of 5% and an energy threshold of ≈1
MeV/nucleon. In our experiment, the GARFIELD apparatus
detects mainly LCPs and so the identification both in charge
and mass of particles up to Z = 3 with an energy threshold
of ≈2–4 MeV/nucleon is obtained using the PSA method
in the CsI(Tl) scintillators. A more complete description of
the experimental apparatus and its performances can be found
in [26].

As anticipated, in this paper we adopt the AMD [16]
transport model, which belongs to the quantum molecular
dynamics (QMD) family. The time evolution of a system of
nucleons is described by means of the Slater determinant of
a Gaussian wave packets, representing the state of the system
at each time step. The equation of motion of the system is
then obtained applying a time-dependent variational princi-
ple. In the Hamiltonian, an effective interaction of Skyrme
type (SLy4 of Ref. [29]) is included. For this light system
at low bombarding energy, the density variations during the
collisions should be small and thus also the stiffness of the
symmetry energy is expected to have a negligible role. There-
fore, we have used the soft symmetry energy parametrization
(slope parameter L = 46 MeV), which is the standard of
AMD, assuming for the normal density term S0 the standard
value of 32 MeV [30]. Two-nucleon collisions are taken into
account as stochastic transitions among AMD states, under
the constraint of momentum and energy conservation and
the strict observance of the Pauli principle, with a transition
probability depending on the in-medium NN cross section. In
this work we used the parametrization introduced in [31], with
the standard value y = 0.85. The reaction calculation has been
stopped for each event after 500 fm/c, a time at which the
dynamical phase is safely concluded [17]. About 1.3 × 105

events were produced in the whole impact parameter range
up to the grazing value (8 fm), with a triangular probability
distribution. The chosen number is a compromise between the
need to describe with sufficient statistics the various reaction
channels and the CPU calculation time. At the end of the
dynamical phase, the excited fragments are allowed to decay
towards the ground state; this evaporation phase is modeled
via the afterburner (GEMINI++), producing 1000 events for
each primary one.

Before comparison with the experimental data, the simu-
lated events were filtered through a software replica of the
apparatus, which reproduces the detection conditions such as
geometry, energy thresholds, and energy resolution. Also the
mass assignment for fragments with Z < 11 exactly follows
the same experimental conditions: only for particles with en-
ergy above the mass identification threshold in silicon PSA do
we keep their original mass. Below such identification limit,
the theoretical fixed mass is assigned.

FIG. 3. Charge multiplicity distributions. Black dots are the ex-
perimental data and the red line represents the AMD+GEMINI++
result. The distributions are normalized to their number of events.

III. EXPERIMENTAL RESULTS AND ANALYSIS

As a first step of our analysis, we select only events where
a significant part of the total ejectiles has been experimentally
identified.

In particular, we use the conditions 5 < Ztot < 15 and
0.3 < ptot/pbeam < 1.1. A condition on the multiplicity of
particles is also introduced to avoid events of elastic scatter-
ing: we consider only events with charge particle multiplicity
greater than one. Starting from the initial statistics of 2 × 107

and 1 × 108 events, the applied conditions select 32% and
40% for the experimental and the model data, respectively.

The fragment charge distributions are presented in Fig. 3
for the experimental data and the model simulation. Each
distribution is normalized to its number of events. The black
dots represent the experimental data, while the red lines are
the AMD+GEMINI++ results. Statistical errors are smaller
than the marker size. The simulation code reproduces very
well the experimental values, though some sizable differences
are present for Z = 6, 9, 12.

In Fig. 4, the correlation plots between the charge Z and the
laboratory velocity component along the beam axis are shown.
Again, each panel is normalized to its number of events. Panel

FIG. 4. Correlation of charge Z vs laboratory velocity along the
beam axis. (a) Experimental data, (b) AMD+GEMINI++ predictions.
The distributions are normalized to their integrals.
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FIG. 5. Angular distributions of fragments (Z > 2) detected in the RCo apparatus. Black markers are the experimental distributions, while
the red ones represent the AMD+GEMINI++ code.

(a) displays the experimental data, where the heavy fragments
(Z > 5) are characterized by a wide velocity distribution be-
tween the compound nucleus velocity (vCM = 34.1 mm/ns,
solid arrow) and the beam velocity (vp = 56.8 mm/ns, dashed
arrow). The AMD+GEMINI++ correlation, shown in panel
(b), exhibits characteristics similar to the experimental one,
confirming that it can predict a broad range of reaction mech-
anisms as a function of the impact parameter, from central
collisions, where complete (or incomplete) fusion can occur,
to more peripheral collisions, where the binary scenario is
the most probable. Looking at Fig. 4, the code correlation
seems to present different relative weights between those two
components, with the second one more populated.

In the following, we will focus on fragments with Z > 2.
These particles have an angular distribution which is peaked
at forward angles. Therefore, we select fragments detected in
the RCo apparatus which allows for better angular, energy and
mass resolution.

Exploiting the relatively good polar angle (± 0.76◦) of
the RCo silicon strip detectors, we can compare for each
fragment of interest the angular distribution, as shown in
Fig. 5, where the results for experimental data (black) and

AMD+GEMINI++ (red) are shown normalized to their area
for a clearer shape comparison. Looking at Fig. 5, we can
identify different zones with different behaviors. For the
heavier products Z � 9, the angular distributions of both the
experimental and AMD+GEMINI++ data are strongly peaked
at small angles. This can suggest the origin of such fragments
mainly as the evaporation residues resulting after a process
of complete (incomplete) fusion. For these heavy products
the model well reproduces the angular distributions. The sce-
nario is different looking at the fragments with 5 < Z < 9.
As expected, the lighter the fragment, the smaller the prob-
ability of a residue to come from central events, being the
distributions less peaked at small angles as the charge of the
selected fragment decreases. Such a trend is not reproduced
by AMD, which favors less dissipative events than fusion-like
ones. Lighter ions, (2 < Z < 6), could be produced at the end
of long decay chain (Z = 5) or emitted from the hot peripheral
or central source (Z = 3, 4) [18,32]. AMD+GEMINI nicely
reproduces the trends.

To better investigate how AMD+GEMINI++ is able to
reproduce our experimental data, in Fig. 6 the velocity dis-
tributions for these fragments are shown. Once more, the
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FIG. 6. Laboratory velocity (beam axis component) distributions for fragments with Z > 2. Black dots are the experimental distributions,
and red lines represent the AMD+GEMINI++ results. The experimental and simulated distributions are normalized to the unitary area.

distributions are normalized to their integral for an easier
shape comparison. Experimental (simulated) data are shown
as black markers (red lines) including the statistical er-
ror bars, when visible. As already evident in Fig. 4, the
AMD+GEMINI++ velocity distributions, despite some dis-
crepancies in shape, cover the same velocity range of the
experimental ones. Here, looking at Z = 6 and Z = 8 in
particular, we can see the confirmation, on the velocity phase-
space, of the tendency of AMD to unfavor dissipative events,
as already highlighted by the angular distributions. It is worth
mentioning that this is an opposite trend with respect to what
observed for heavier systems [17–19,33] where the model
turned out to favour more dissipative events in binary periph-
eral reactions.

The spectra with Z � 10 are of particular interest: the
experimental spectra are peaked close to vCM and they are
very well reproduced by the AMD+GEMINI++ simulation.
Considering that our system is characterized by Ztot = 14
and Zproj = 8, those heaviest fragments should be generated
through a complete or incomplete fusion mechanism. The
origin of such fragments is supported by the AMD model. In
fact, in the following, we want to discuss, within the model,
the primary sources in AMD that produce the observed final

(secondary) fragments velocity spectra of Fig. 6. We consider
the primary fragments at 500 fm/c, being aware that parti-
cle emission can occur even before this time within AMD,
whatever its nature, statistical or dynamical [34]. In Fig. 7
the velocity spectra (solid lines) for the three heavier residues
Z = 10, 11, 12 are shown together with the contributions
to these spectra due to different primary fragments (dashed
lines). The total spectra area is normalized to unit area. The
velocity distribution of a fragment coming from a complete
fusion, i.e., a primary fragment Z = 14 (gray dashed line),
is a Gaussian centered at vCM , as expected. By decreasing
the atomic number of the primary fragment, the distribution
of the secondary fragments shifts at higher velocities and the
shape becomes less Gaussian. For example, for a secondary
fragment Z = 10 coming from a primary fragment with the
same atomic number (blue line) the distribution is peaked at
velocities greater than vCM .

We now move to comment the lightest fragments (Z = 3,
4), whose various features are rather well reproduced by AMD
(Figs. 3, 5, and 6). By repeating the study on the origin of the
secondary fragments, one obtains Fig. 8 that displays the total
spectra (solid lines) and the spectra for some different primary
fragments (dashed lines) that lead to the final secondary IMF.
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FIG. 7. Model data: laboratory velocity (beam axis component)
distributions for secondary fragments with Z = 10, 11, 12. The total
velocity spectra, normalized to unit area, are shown in black solid
lines, while colored dashed lines represent the velocity distributions
with primary fragment selection.

Here, we note that these are mainly produced from primary
fragments with the same Z , i.e., they are already produced
in the dynamic phase of the reaction. With less probability,
they are generated in the afterburner from a heavier primary
fragment. The different origin of the final fragment reflects in
the different velocity spectra: for fragments slightly heavier
than the final one, the velocity spectra reflect the velocity
distributions of their primary sources, while the heaviest pri-
mary fragments correspond to final velocities close to the vCM

value.
The major differences between experimental and

AMD+GEMINI++ distributions appear (see Figs. 5 and 6) for
fragments with 4 < Z < 10, where the model predicts higher
velocities than the measured ones. As a representative case,
we can analyze Z = 6 and Z = 8 fragments, charge values
that are those of the target and the projectile nuclei. Again,

FIG. 8. Model data: laboratory velocity (beam axis component)
distributions for fragments with Z = 3, 4. The total velocity spectra,
normalized to unit area, are shown in black solid lines, while col-
ored dashed lines represent the velocity distributions with primary
fragment selection.

FIG. 9. Model data: laboratory velocity (beam axis component)
distributions for fragments with Z = 6 and Z = 8. The total velocity
spectra, normalized to unit area, are shown in black solid lines, while
colored dashed lines represent the velocity distributions with primary
fragment selection.

in Fig. 9 the total velocity spectra (solid lines), normalized
to unit area, and the velocity distributions obtained selecting
some different primary fragments (dashed lines) are shown.
For Carbon ions the low velocity part of the spectra is
produced mainly from the QT while the high velocity part
of the spectra comes from the QP, which decays before 500
fm/c (Z = 6 primary) or after (Z = 8 primary). For oxygen
ions the dominant contribution comes from the projectile
(Z = 8 primary). However, these final ions can be produced
also via fusion-like reactions: when the primary source size
increases, the final velocities tend to the vCM region and their
distribution assumes a more Gaussian shape.

We can conclude that AMD+GEMINI++ contains all
the different mechanisms from which these secondary frag-
ments can be produced, but we expect different cross
sections with respect to the experimental ones. The failure of
AMD+GEMINI++ to give enough fusion-like processes was
already pointed out in [20] for the light systems 32S + 12C and
20Ne + 12C at 25 and 50 MeV/nucleon. In particular, in our
work the model overpredicts less dissipative collisions, where
the QP and QT fragments populate their typical phase-space
and perhaps have a rather low excitation energy, producing an
extra yield of Z = 8 at velocity near the vproj and of Z = 6 at
velocity under the experimental thresholds. The decay of QP
(typically with Z = 8, 9, 10 after a kind of stripping reaction
on carbon) produces also an extra yield of Z = 5, 6, 7 ions
with a velocity similar to the original QP.

The tendency of AMD to underpredict fusion processes
can be pointed out studying the AMD+GEMINI++ velocity
spectra as a function of the impact parameter b, as shown
in Fig. 10. The most noticeable observation is that the frag-
ments Z = 6, 7, 8 for central collisions (b = 0–2) still are
emitted in phase-space regions typical of the most peripheral
reactions (b = 6–8). Only the heaviest fragments (Z � 10)
are compatible with fusion-like processes, suggesting that
for central collisions the stopping results to be scarce in the
model. This effect might be related to the NN cross section,
which is one of the parameters of the model. Another aspect
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FIG. 10. Model data: laboratory velocity (beam axis component) distributions for secondary fragments with Z > 2. The black lines are the
total spectra. The colored lines represents the velocity spectra for different selection of the impact parameter b.

that can affect this behavior is the inclusion of the clustering
and interclustering interaction: the presence of clusters in an
excited configuration may inhibit the interaction between the
projectile and target nuclei, producing an extra yield of Z = 6
and 8 near the entrance channel velocities. In our analysis,
the AMD code has been run with the standard parameters
used in [20], but in the future an optimization of the AMD
parameter should be performed to better reproduce also light
systems with this code.

Considering that for the heaviest fragments Z = 10, 11,
12 we can confirm within the model that they are originated
from a process of complete/incomplete fusion, we can try
to separate those two contributions performing a quantitative
comparison between experimental and model data. Starting
from the laboratory velocity (beam axis component) of Fig. 6,
the two contributions can be highlighted with a two Gaussian
fit, as proposed in [39]. As the system is in reverse kinematics
and usually the light reaction partner participates only par-
tially in the fusion process [5,35–39], the incomplete fusion is
characterized by a velocity larger than vCM . In Fig. 11 the re-
sults of the Gaussian fit on the experimental and filtered model
spectra are shown. In the fit procedure, we have fixed the mean
and the width of the Gaussian which reproduces the complete

FIG. 11. Laboratory velocity (beam axis component) distribu-
tions for experimental (black, upper panel) and AMD+GEMINI++
data (red, lower panel). The magenta solid line is the result of the two
Gaussian fit. The green and blue dashed lines represent the complete
and incomplete fusion component, respectively.
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TABLE I. Results of the Gaussian fit on experimental, filtered
and 4π model distributions. For each ion the percentages of com-
plete and incomplete fusion with respect to the total area and their
statistical and systematic errors are listed.

exp (%) AMD geo (%) AMD 4pi (%)

CF 58.5 ± 0.5 ± 0.7 62.6 ± 0.3 ± 1.1 53.1 ± 0.1 ± 1.3
Z=10 ICF 40.9 ± 0.6 ± 0.8 36.7 ± 0.3 ± 1.2 45.8 ± 0.1 ± 1.5

CF 61 ± 1 ± 6 64.9 ± 0.4 ± 4 59.9 ± 0.1 ± 4
Z=11 ICF 34 ± 1 ± 5 31.8 ± 0.4 ± 2 36.9 ± 0.1 ± 2

CF 69 ± 3 ± 13 75 ± 1 ± 13 74.9 ± 0.3 ± 6
Z=12 ICF 22 ± 2 ± 7 18.0 ± 0.7 ± 6 20.8 ± 0.2 ± 3

fusion (green line) at the values suggested by the GEMINI++
code for the compound nucleus of the present reaction, while
the parameters of the incomplete fusion Gaussian (blue line)
were left free, with the only constraint for the mean to be
located at v > vCM . In Table I the percentages of complete
and incomplete fusion, with respect to the total area, deduced
from the fits are listed. In all cases, we have considered a
statistical error associated to the fit and a systematic error due
to some arbitrariness in the fit limits. Experimental and model
data show a similar behavior. Using the 4π simulation, we
can also evaluate the impact of the apparatus filter: it results
to be negligible for Z = 12, while it is sizable for Z = 10 and
Z = 11 perhaps due to a larger effect of the modest coverage
of the RCo. The results of the two-Gaussian fit confirm again
that ions with Z � 10 are produced in central events, basically
associated to fusion-like events. Moreover, the Gaussian fits
allow to deduce quantitatively the fractions of complete and
incomplete fusion, showing that the experimental ones are
rather well reproduced by the AMD+GEMINI++ simulation.

IV. CONCLUSIONS

In this work, we have presented a comparison between
experimental data and a transport model simulation for the

reaction 18O + 12C at 16.7 MeV/nucleon measured using the
GARFIELD+RCo apparatus at LNL. Our analysis has been
focused on the Z > 2 fragments detected at forward angles
5◦ < θ < 17◦.

To our knowledge, for the first time, the AMD transport
code has been tested for a light system at a so low bombard-
ing energy. The code is used to mimic the reaction events
from the contact time to 500 fm/c; then a statistical code,
GEMINI++, is applied as afterburner. with an opportune selec-
tion, a comparison of the charge and velocity distribution has
been proposed. The general agreement between experimental
data and AMD+GEMINI++ is good: the fragments with Z �
10 are expected to be the results of a complete (incomplete)
fusion process and the AMD+GEMINI++ model is able to
reproduce quite well their multiplicity (except for Z = 12),
angular and velocity spectra and the fractions of complete
and incomplete fusion events. Also the fragments with Z = 3
and Z = 4 are very well reproduced in terms of multiplicity,
angular, and velocity distributions. However a discrepancy
emerges from the comparison, with the model underpredicting
the very dissipative collisions (fusion type) for most central
impacts. This is evidenced by the lack of Z = 6, 7, 8 ions
with characteristics typical of evaporation residues from very
excited compound nuclei. Instead these ions are produced
but with seemingly low excitation energy and in phase-space
portions close to the entrance channel. A more detailed work
should be done on the AMD model to understand if it is
possible to better reproduce our experimental data with guided
changes of the NN cross section and of the weight of the
clustering and interclustering process.
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