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Causal hydrodynamic fluctuations in a one-dimensional expanding system
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We derive stochastic equations of motion of hydrodynamic fluctuations, performing perturbative expansion
of the energy-momentum conservation equations around the boost invariant solution in a one-dimensional
expanding system. In the course of derivation, we do not assume any specific forms of constitutive equations for
shear stress tensor 7" and bulk pressure IT. Therefore, the framework enables us to employ any constitutive
equations beyond the Navier-Stokes theory which satisfy the causality. Employing Israel-Stewart equations as
examples of the constitutive equations, we demonstrate the dynamics of causal hydrodynamic fluctuations in
(14-1)-dimensional Milne coordinates on an event-by-event basis. We observe that the structure of energy density
and flow rapidity fluctuations is almost frozen in the early stage of the expansion. Two-point correlations of
energy density fluctuations turn out to be closely related to the properties of the medium, such as sound velocity,
viscosity, and relaxation time. Furthermore, we show that two-particle correlation functions of final hadrons
after freeze-out inherit correlations of thermodynamic variables and flow rapidity. This opens a new door for an
analysis of transport properties of the medium produced in relativistic heavy ion collisions.

DOLI: 10.1103/PhysRevC.109.024916

I. INTRODUCTION

One of the main goals of physics of relativistic heavy ion
collisions is to reveal the bulk and the transport properties of
the quark gluon plasma (QGP), namely, matter composed of
quarks and gluons as elementary degrees of freedom under
extremely high temperature and/or density. So far, a huge
amount of experimental data on relativistic heavy ion col-
lisions at the Relativistic Heavy Ion Collider (RHIC) and
the Large Hadron Collider (LHC) has been reported. Rela-
tivistic ideal hydrodynamic models [1-7] greatly succeeded
in describing the elliptic flow data at RHIC energies. Since
then, relativistic hydrodynamics became a major framework
to describe the space-time evolution of the QGP. We are now
in the stage to sophisticate the dynamical model and to use it
to extract the properties of the QGP more precisely.

Nowadays, relativistic dissipative hydrodynamics includ-
ing shear and/or bulk viscosities has been used to extract trans-
port properties of the QGP from experimental data through
Bayesian parameter estimation [8—16]. Fluctuations and dis-
sipations, however, always accompany each other according
to the fluctuation-dissipation relations (FDR) in nonequilib-
rium statistical physics [17]. Since phenomena induced by
the hydrodynamic fluctuations, namely, thermal fluctuations
associated with the viscosities during hydrodynamic evolu-
tion, include the information of transport coefficients through
FDRs, these provide a multidimensional analysis of transport
properties of the QGP. Therefore, it is indispensable to incor-
porate hydrodynamic fluctuations in the dynamical framework
of relativistic heavy ion collisions. This could open up a new
way of diagnosing the QGP properties precisely.
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In this paper, we formulate dynamics of causal hydrody-
namic fluctuations in a one-dimensional expanding system
[18], linearizing equations of energy-momentum conserva-
tion around the boost invariant solutions up to the first order
without any assumption of specific constitutive equations.
We also linearize causal constitutive equations including
noise terms around the boost invariant solutions. We regard
them as stochastic differential equations for hydrodynamic
fluctuations. We demonstrate the event-by-event space-time
evolution of fluctuations of thermodynamic variables and an-
alyze the two-point correlation functions for them. To see the
effects of hydrodynamic fluctuations in observables, we also
analyze two-particle correlation functions of final hadrons.

Linearization of hydrodynamic equations under a boost in-
variant solution [18] has been performed in, e.g., Refs. [19,20]
for analysis of stability and causality against perturbation.
The first application of hydrodynamic fluctuations to the
phenomenological model of relativistic heavy ion collisions
was made in Ref. [21]. They linearized the relativistic
hydrodynamic equations under boost invariant solutions [18]
as backgrounds and regarded the first-order perturbative
equations as equations of motion for hydrodynamic
fluctuations. With these solutions, they obtained correlations
of pion yield fluctuations in the rapidity direction. This study
was further extended to (341)-dimensional expansion [22] by
employing Gubser flow [23] as a background. However, both
of them employed the first-order constitutive equations in
which the gradient of flow velocity is included up to the first
order for shear stress tensor 7#" and bulk pressure IT. It is
well known that relativistic hydrodynamic equations with
first-order theory are classified as parabolic equations: The
time derivative is of the first order while the space derivative
is of the second order. Since the Green’s function of parabolic
equations is Gaussian and the long tail of it has a small but
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finite value, the propagation speed of sound exceeds the speed
of light (acausal). The first-order theory exhibits pathological
behaviors and has not only an acausal problem but also
instability [19,20,24-26]. Therefore, one has to extend its
framework to the causal one [24,27-37] in the stage of sophis-
tication to study the properties of the QGP more precisely.

The first attempt to develop a framework of causal hy-
drodynamic fluctuations in a (1+1)-dimensional expanding
system was done in Ref. [38], in which constitutive equa-
tions at the Navier-Stokes limit in Ref. [21] were replaced
with the second-order ones so that the system could obey
the causality. Notice that ensemble averaged quantities were
directly analyzed in Refs. [21,38]. Here we concentrate more
on the analysis of event-by-event phenomena induced by hy-
drodynamic fluctuations and of transport properties of the
QGP from spectra of particle identified hadrons as an event
average. Instead of using the Green’s function for the ensem-
ble averaged quantities, we solve system of stochastic partial
differential equations for each event. Furthermore, since hy-
drodynamics is an effective theory of the long wavelength
limit, noise terms should be treated carefully to avoid singu-
larities originated from short wavelengths. We tame such a
nonphysical singularity, seen in Refs. [21,38], introducing a
momentum cutoff for fluctuations in each event [39].

There have already been also several studies based on
(341)-dimensional hydrodynamic models which include
causal hydrodynamic fluctuations [39-46]. It is, however,
quite difficult to intuitively understand what results from hy-
drodynamic fluctuations in heavy-ion collisions due to their
complicated dynamics. Hence a relatively simpler geometry
like (141)-dimensional boost invariance is particularly useful
to understand the consequences of hydrodynamic fluctuations
even if both viscosity and fluctuations are incorporated per-
turbatively [21,38]. Thus, a study of causal hydrodynamic
fluctuations in a one-dimensional expanding system has a
practical advantage over the full (3+1)-dimensional hydrody-
namic simulations thanks to a much simpler framework. Since
the hydrodynamic fluctuations originate from (local) thermal
equilibrium, novel phenomena associated with hydrodynamic
fluctuations would be clear and direct evidence of thermaliza-
tion in relativistic heavy ion collisions.

The present paper is organized as follows: We derive a sys-
tem of partial differential equations to describe the dynamics
of causal hydrodynamic fluctuations in Sec. IL. In Sec. III, we
first discuss the validity of perturbation and then analyze the
space-time evolution of thermodynamic variables and their
correlations. We also calculate the two-particle correlation
function of hadrons after freeze-out to see how the properties
of the QGP affect observables. Section IV is devoted to a
summary of the present study.

Throughout this paper, we use natural units, i = ¢ = kg =
1, and the Minkowski metric, g,,, = diag(1, —1, —1, —1).

II. MODEL

In this section, we derive equations of motion (EoMs)
of causal hydrodynamic fluctuations in a (1+1)-dimensional
expanding system. In Sec. II A, we first derive the equa-
tions of background and of perturbation in a one-dimensional

expanding system from the balance equations in relativis-
tic hydrodynamics. We also perform perturbative expansion
for constitutive equations with hydrodynamic fluctuations
employing Israel-Stewart equations [27,28] in Sec. IIB.
We introduce fluctuation-dissipation relations (FDRs) in the
Milne coordinate in Sec. IIC. We discuss some other vari-
ables in the perturbative expansion in Sec. IID. We finally
introduce models of the equation of state (EoS) and transport
coefficients in Sec. IIE. The formalism developed in this
section is basically equivalent to the one in Ref. [38] besides
event-by-event treatment of dynamics including momentum
cutoff in the noises in our study.

A. Balance equations

Hydrodynamic balance equations are composed of conser-
vation laws of energy, momentum, and charges. Throughout
this paper, we neglect the conserved charges for simplicity. By
means of tensor decomposition, the energy-momentum tensor,
T*¥, can be expressed as

T = eutu’ — (p+ IHA* + 7#, (1)

where e, p, I1, and 7#¥ are energy density, hydrostatic pres-
sure, bulk pressure, and shear stress tensor, respectively. As a
definition of flow velocity u*, we employ the Landau frame
which satisfies an eigenvalue equation, T* u” = eu*. A pro-
jection tensor, A" = g"¥ — u'u’, maps a four-vector to a
space perpendicular to u*.

A boost invariant solution in (141)-dimensional space for
relativistic hydrodynamic equations is written as [18]

t
ufy = =(1,0.0.) = (coshn,. 0,0,sinh ), @)

where 7 = +/12 — 72 and 7, = tanh~!(z/t) are proper time
and space-time rapidity, respectively. This solution ex-
hibits the one-dimensional Hubble-like expansion along the
collision axis (z axis), intrinsically holds boost invariant
property, and, as a result, thermodynamic variables do not
depend on 7.

In order to perform perturbative expansion around boost
invariant solutions, we first assume small deviations of flow
velocity. Flow velocity with small flow rapidity, y(z, ny), is

u" = (cosh[n, + 8y(t, n,)], 0, 0, sinh[n; + 8y(z, ns)])
~ (cosh n;, 0, 0, sinh n;) 4 (sinh 5y, 0, 0, cosh 1;)dy
= Mﬁ))(ns) + Mﬁ)(l’, Ns), 3)

where subscripts (0) and (1) denote the zeroth and the
first order in perturbation, respectively. Correspondingly,
thermodynamic variables and dissipative currents in the
energy-momentum tensor (1) can be expanded as

e~ e)(T) + ey(T, n5), “4)
P = po) () + pay(T, 1), (5)
I ~ ) (7) + Hay(z, 1), (6)
T A o () + (T ). (7

Here the variables with subscript (0) are independent of
ny because of the boost invariant property of backgrounds.
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Consequently, some other quantities become

J7AV N TAY LoV A~ MUV nov nov noov
AR =g — "~ g — g o) — i)y — U )

= Al + AL, (3)
D =u"9, ~ % S?ya - =Dy + D), 9
V& = A%0, = 9% — ui Doy — uty Doy — iy Py
=V, + Vo (10)
0 = o ut ~ ! + li&y = 6 + 60(1)- (11
T Ton

Here a partial derivative is decomposed as 0* = u*D + V#
and 6 is an expansion scalar. Substituting these variables and
differential operators into balance equations of the energy and
momentum, 9, 7*" = 0, we derive the EoMs of backgrounds
and of fluctuations in a one-dimensional expanding system.
Timelike and spacelike parts of the energy-momentum con-
servation are, respectively,

u, 9, T"" =0, (12)
A3, TH" = 0. (13)

From Eq. (12), we obtain
De + (e + p+ I — 7,,0%u” =0, (14)

where angle brackets in the third term stand for the following
operation for any second-rank tensor A*":

(uv) — AHV B
AV = AP ﬁA“ ,
= [3(AF, AV + AV AF ) = JA AgglA®P. (15)
The resultant tensor becomes symmetric, traceless, and trans-
verse to flow velocity. Inserting thermodynamic variables and

differential operators up to the first order in perturbation into
Eq. (14), we obtain

d 1
Oth : 2¢O + ;(6(0) + poy) + oy — ) =0, (16)

0 1
Ist: —ey + — (e + + Il — 7
() T( o+ pay 1) = 7))

d
on 8y(e) + poy + oy — moy) =0, (A7)

1

+ —

T

where we separate equations order by order and define shear

pressure 7w as

00

7 =7%— 78~ 70)(v) + 71y (2, M) (18)

The zeroth-order equation (16) describes the time evolution
of background energy density. This equation is nothing but
the Bjorken equation with viscosity. The first and the second
terms in the left-hand side of Eq. (17) share the same form
as those in Eq. (16), while the third term appears as a con-
sequence of linearization. The additional third term contains
a gradient of fluctuations of flow rapidity with respect to n;
and describes longitudinal dynamics of fluctuations. Thus, the
system is no longer boost invariant.
From Eq. (13), we derive EoMs of flow velocity:

(e+ p+ Du® — V(p+ )+ A% 3,7 =0. (19)

Following the same prescription as above, we finally obtain,'

9
an;s

Oth :

(poy + Iy — 7)) =0, (20)
0
1Ist: E(Sy(e(o) + po) + H(O) - JT(()))

28y
+ T(e@ + po) + o) — 7))

1
4 -

0
+ Iy — =0. 21
- o, (P O — (1)) (21)

The zeroth-order equation (20) gives a condition for the back-
ground pressure and dissipative currents to be boost invariant.
Therefore, this equation can be neglected as long as we im-
plicitly assume a boost invariant property of backgrounds. As
seen in Eq. (17), a gradient with respect to n, appears in the
third term of Eq. (21): The flow rapidity fluctuations are in-
duced by the spatial gradient of fluctuations of total pressure,
pay + Iy — m(1). Since we do not assume any specific forms
of constitutive equations, these balance equations obtained
above, Egs. (16)—(21), are generic and are used for any models
of phenomenological constitutive equations.

B. Constitutive equations with noises

In this paper, we employ the simplest causal constitutive
equations derived by Israel and Stewart [27,28] for the pur-
pose of demonstration of the current framework,2

a4 A“”aﬁtnDn"‘ﬁ =2V iU g, (22)
(I + D)1 = —¢6 + &, (23)

where noise terms ££V(t, ny) and &p (7, ny) for shear stress
tensor and bulk pressure, respectively, are introduced as hy-
drodynamic fluctuations. Here transport coefficients n, ¢, 7,
and tpp are shear viscosity, bulk viscosity, relaxation time
for shear stress tensor, and relaxation time for bulk pressure,
respectively. Since the transport coefficients are, in general,
functions of temperature, which has boost invariant back-
ground and small fluctuations through the EoS, the transport
coefficients can be also decomposed into the boost invari-
ant zeroth-order terms and the space-time rapidity dependent
first-order terms as fluctuations:

n ~ no)(t) + nay (T, n5), (24)
¢~ o) (T) + Lay(T, ny), (25)
Tn = Tr0)(T) + T (1) (T, 1), (26)
T A o) (T) + T (T, 1s)- (27)

! Actually, we obtain two equations which correspond to & = 0 and
3 in Eq. (19). Linear combination of them results in this equation.

2These equations are often called “simplified Israel-Stewart equa-
tions.” It is, however, not a precise name to describe these
equations since what they actually showed in their papers are indeed
these equations. “Israel-Stewart equations” in the recent literature
were obtained first by Hiscock and Lindbrom [24].
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With these assumptions, we finally obtain the constitutive
equations for shear pressure, 7, as
410

d
Oth : ) + Tn(O)E”(O) = ?, (28)

a d
st : Ty + T?T(O)EJT(]) + Tn(l)ET[(O)

:m_Fmigy_an, (29)
3t 3t ang

where, for both the zeroth-order and the first-order perturba-
tive equations, shear stress tensor 7*" in Eq. (22) is simply
reduced to 779y = 7y, — 7y and 71y = 7Y — 7} within the
present assumptions. The noise term &, is also defined as
£, = £ — £33 Similarly, the constitutive equations for bulk
pressure IT are obtained as

d ()
Oth: II —Ip = ——, 30
<0>+Tn<0)dT ) - (30)
Ist: Iy + 9 Iy + d IT
St T _— T —_—
@+ o 7o + o 7=
0
L G31)
T T 9

In the course of derivation, we regarded noise terms &, and
& as variables at the first order [21,38]. In other words, fluc-
tuations of thermodynamic variables on top of boost-invariant
background are induced directly (7r(y and Il(j)) or indirectly
(e(1y and 8y) by hydrodynamic fluctuations.

C. Fluctuation-dissipation relation

We next set the power of noises and their probability
distributions. When the background medium keeps local equi-
librium but dynamically evolves, as is often assumed in the
space-time evolution in relativistic heavy ion collisions, it
is not trivial whether the ordinary FDRs can be used. The
FDR was generalized in such a case in Ref. [47]. Although
we should have employed this generalized version of FDR
in the current setting, we postpone analysis of the effect of
generalization to future work and employ the ordinary FDR
in this study.

From the consequences of nonequilibrium statistical
physics, Gaussian white noises, &, and &fj, obey the following
FDRs in the Milne coordinate [48]:

(Ex(x)) =0, (32)
(6x ()82 () = @m =)
= @8@ — )80, — 1)8*(x L — X)),
(33)
(En(x)) =0, (34)
(En(0)En (X)) = 2400\ T0)8* (x — x')

— )8y — 1S (xL — X)),
(35)

2¢00 T
{0 © 57
T

where T is the temperature of the background and x, =
(x, y) are transverse coordinates. Regarding the FDR of shear
pressure (33), the original form has four Lorentz indices,

(2" )87 () = dno Tiod* (x — ) AMF (36)

Under the present situations, the noise term is, however, no
longer a tensor, and is reduced to &, (x) = £2X(x) — £23(x) due
to the symmetry. Thus, Eq. (33) can be obtained from Eq. (36)
through the following calculations:

(Ex (0)EL (X))
= (X)) — £2 () (X () — &7 (x)))
— 477(0)T(())84(x _x/)(AOOOO + A3333 _ A0033 _ A3300)

8107,
= —’7<°3) O §4(x — ). 37)

When it comes to solving the stochastic differential equa-
tions numerically, both space and time should be discretized
by introducing finite time step At and cell size An,. Re-

garding FDRs (33) and (35), delta functions should be also
discretized by the following replacement:

81:1:’

S(r =1 , 38
(t—1)—> Ar (38)
8 (x —x)) — L (39)
AxAy
/ / l (ns - 77;)2
8y —ny) = Gy —ny) = exp (—2—2 ;
/Znanzs O,
(40)

where the delta function of 5, is replaced with a Gaussian
function with finite standard deviation o, so that spatially
smeared noises are generated [39]. To avoid singularities orig-
inating from short wavelengths of hydrodynamic fluctuations,
we introduce momentum the cutoff, 1/0, . This essentially
suppresses the higher wave numbers (momenta) of noises in
the space-time rapidity direction. For the time integration of
stochastic differential equations, the second-order stochastic
Runge-Kutta method is employed [48,49].

Throughout this paper, we set At = 0.01 fm, Ax = Ay =
2 fm, Any, =0.1, and o,, = 0.1. We introduce the smear-
ing of hydrodynamic noises with a cutoff parameter (=50,,)
and the noises are no longer correlated beyond the cutoff
parameter length in the space-time rapidity direction. The
region of space-time rapidity is defined in 9y min < 75 < Ms.max
with g min = 0 and 1, max = 10. We employ periodic bound-
ary conditions of the first-order variables, e(1)(17; = Ns,min) =
e1)(Ns = Ns.max)> and so on in the numerical calculations.

D. Other variables

In order to deal with the first-order variables of trans-
port coefficients, we assume they depend on temperature
and convert variables into fluctuations of energy density e(y).
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Then, the first-order variables of transport coefficients are
written as

afﬂ(o)(T) oT

)(T) = o7 88(0)6(1» 41
9tr0)(T) T

mn(T) = %%6(1), (42)
o) (T) oT

ny(T) = g—)Tae_(o)e(l)’ (43)
9Ly (T) oT

(M) = ——— e)- 44)

S 8T 36(0) M

Here de«)/0T = cy(T) is heat capacity per unit volume.
Once specific models of transport coefficients are given, the
first-order variables can be treated in this way.

The first-order term of hydrostatic pressure is obtained
after a specific model of the EoS, p = p(e), is given as

aP(O) 2
ey = c;e(), 45
8e(0) (1) s€) (45)

pay =
where ¢? is the square of sound velocity.

E. Models of EoS and transport coefficients

In the following, we specify models of EoS and transport
coefficients. We employ two models of the EoS: the confor-
mal EoS, p = %e, with the degrees of freedom d = 47.5, for
massless Ny = 3 QCD as one model, and a parametrization of
lattice EoS results [S0] as the other model. In the case of con-
formal EoS, bulk pressure IT vanishes because of conformal
symmetry. Hence we also neglect the bulk pressure IT even
in the case of lattice EoS for comparison and focus on the
shear pressure 7 as a dissipative current. For the transport co-
efficients, we choose the specific shear viscosity n/s = 1/4x
[51] and relaxation time 1, = (2 —In2)/27 T [30] obtained
from AdS/CFT correspondence. These parameters are used as
a default setting. When we investigate parameter dependence
on final results, we multiply these transport coefficients by a
constant factor.

III. RESULTS

In what follows, we change the notation of background
energy density as ep) — €p and a fluctuation of energy density
as e(;) — de, for simplicity. Then, the total energy density
of the system is written as e(t, 1;) = eo(t) + de(t, ny). The
notation of the other variables is also changed accordingly.
Since the equations to be solved are first-order differential
equations in time, we need to assign initial conditions for
each variable. We start the hydrodynamic evolution at initial
time 7,; = 1 fm. Initial conditions are summarized in Table I.
These initial conditions are commonly used throughout this
paper.’ The smooth initial conditions with vanishing fluctu-
ations are chosen in the longitudinal direction. We plan to

3When we study effects of transport coefficients on final results by
multiplying a factor with the shear viscosity 7, in Figs. 6 and 11, the
initial conditions for 7 are also changed accordingly.

TABLE 1. Initial conditions.

Variables Values

T 1 fm

ey 10 GeV /fm?

Ty 47)0/37:ini GC\]/fI'Ilz
de 0 GeV/fm?

s 0 GeV/fm?

8y 0

investigate the effects of initial longitudinal fluctuations on
final observables in future publications.

Before going into details on the results, we discuss how
the sound wave propagates in a one-dimensional expanding
system in Appendix A. The property of sound propagation
in a one-dimensional expanding system is totally different
from that of a static medium. When the reference of the
frame moves at some constant speed, one observes the sound
horizon. On the other hand, when the background medium
expands, one sees that the information of fluctuations reaches
infinity in 71, space. These are helpful in understanding how
the individual fluctuation induced by thermal noises propa-
gates in the space-time rapidity direction.

A. Validity of perturbation

First, we discuss the validity of perturbation and clarify
the applicability of our model. Since we linearized the EoMs
under the assumption that fluctuations are sufficiently smaller
than backgrounds, we need to care about the magnitude of
fluctuations. Figure 1 shows the time evolution of the absolute
values of the ratios (a) |6e/eg|, (b) |8y|, and (c) |67 /m|. Here
the magnitude of fluctuation of flow rapidity, §y, should be
compared to just unity since flow velocity (3) in the comoving
system (y = n;) is

ult = (1,0,0, 8y). (46)

comoving

It is clear that the ratios are always smaller than 0.1 for
energy density and flow rapidity, while the ratio of shear pres-
sure monotonically increases and exceeds unity at T ~ 4 fmin
the case of conformal EoS and default transport coefficients.
On the other hand, in the case of lattice EoS, it exceeds unity
at T ~ 2.5 fm. To understand the EoS dependence of the
behaviors of |§7 /mp| in Fig. 1(c), let us analytically assess the
time dependence of |§,|/m instead of §x /my by assuming
a model EoS, p = cfe, and shear viscosity, n/s = 1/4m, at
the first order theory. First, time dependence of my can be
estimated as

= 4ﬂ ocsox T o2, 47)
3t
where s( is the entropy density of the background and the
effect of entropy production on time dependence can be ne-
glected. On the other hand, time dependence of the standard
deviation of noise &, can be given by the FDR (33),

noTo

62| A (Enkr)? (T) o (soTyr ™) oc T71734 (48)
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FIG. 1. Absolute values of the ratio of average fluctuations and
background. Time evolution of (a) energy density, (b) flow rapidity,
and (c) shear pressure are shown in comparison. The black solid
line, blue dashed line, red dotted line, and magenta dash-dotted line
are results from conformal EoS with default transport coefficients,
conformal EoS with three times larger 7, conformal EoS with three
times larger 1, and lattice EoS with default transport coefficients,
respectively. All results are averaged over 10 000 events at n, = 5.0.

Therefore, time dependence of a typical value of the ratio
| 1/m0 leads to

—_ 2

To

|’§7t| 1,l532. (49)

Since the power of 7 in Eq. (49) is always positive, 1 — %cf >
0, the ratio monotonically increases with proper time, and
fluctuations become dominant against the background shear
pressure eventually.4 Moreover, the softer the EoS is, the
more rapidly the ratio increases. This is the reason why the
ratio with lattice EoS increases more rapidly than the one
with conformal EoS. When it becomes larger than unity, this
framework breaks down.

The stability condition of the thermal state is nothing but
the FDR. Thus, in the thermal bath, the background shear
stress tensor vanishes on average, while fluctuations of it
always exist due to thermal fluctuations. Since the expansion
rate of the volume decreases as 6 ~ 7~! in a one-dimensional
expanding system, it is inevitable that the fluctuations of shear
pressure becomes larger than its background and that the
current framework eventually breaks down.

As a possible makeshift prescription to this issue, we may
use larger values of Ax and Ay in Eq. (39) to suppress the
noise, or use larger initial conditions for background. As seen
in Fig. 1, the larger the chosen transport coefficients are, the
better the perturbative treatment is. This can be understood
from Eqgs. (47) and (48) since the ratio becomes

[&x] x R (50)
TTo \/%
at a fixed time.

Although we should have had to pay attention to the be-
havior of shear pressure in the present study, we postpone a
detailed analysis of conditions for the validity of perturbation
to a future publication, which includes reformulation of equa-
tion of motion for shear pressure. In Sec. III D, we will boldly
use the information in the later stage under hydrodynamic
evolution with lattice EoS when we calculate two-particle cor-
relation functions, which might not have been justified from a
viewpoint of validity conditions discussed in this section.

B. Space-time evolution

Next, let us exhibit numerical solutions of a system of
stochastic partial differential equations obtained in the pre-
vious section. First, we describe the space-time evolution of
thermodynamic variables, which is a sum of the background
and fluctuations. Figure 2 shows the time evolution of energy
density distribution from one sampled event.’ It is evident
that the background energy density decreases immediately
from the initial value, eg(t = 1 fm) = 10 GeV/fm3, due to
the rapid expansion of the system. Through a system of par-
tial differential equations, the fluctuations of energy density

“The actual power would be corrected due to the production of
entropy. Nevertheless, the conclusion does not change here.

>The tendencies of time evolution exhibited in this subsection are
quite common in other sampled events.
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FIG. 2. Space-time evolution of total energy density in an event
as an example. Time passes from top to bottom and the color bar
indicates the magnitude of energy density.

are induced by hydrodynamic fluctuations: Hydrodynamic
fluctuations induce the fluctuations of shear pressure, 87,
which gives a space-time rapidity dependent pdV work; on
the other hand, fluctuations of flow rapidity, dy, also give a
space-time dependent expansion rate of local volume, §6. A
crucial thing is that a streak-like structure appears through the
time evolution and is kept until the final time t = 11 fm. It
means that the pattern of energy density distribution is almost
frozen during the evolution and could carry the information
of the early stage. One of the possible reasons for such a phe-
nomenon is the interplay between the diffusion of fluctuations
due to the finite shear viscosity and the effect of stretching the
fluctuations due to the rapid expansion of the system. That is
to say, the phenomenon “freeze of distribution” is an intrinsic
property of an expanding system. To our best knowledge, it is
shown for the first time that hydrodynamic fluctuations lead to
structure formation of matter created in relativistic heavy ion
collisions.

In Fig. 3, a similar structure appears in the case of flow
rapidity fluctuations. From Eq. (21), it is induced by the spatial
gradient of fluctuations of energy density, de, and those of
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FIG. 3. Space-time evolution of flow rapidity fluctuations in the
same event as in Fig. 2. Time passes from top to bottom and the color
bar indicates the magnitude of flow rapidity fluctuations.
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FIG. 4. Space-time evolution of total shear pressure in the same
event as in Fig. 2. Time passes from top to bottom and the color bar
indicates the magnitude of shear pressure.

shear pressure 6. The gradient of energy density fluctuations
persists throughout the time evolution. Note that we plotted
only flow rapidity fluctuations, 8y, rather than the total flow
rapidity in Fig. 3 since we are interested in deviation from
Bjorken’s solution (2).

Figure 4 shows the space-time evolution of shear pressure.
In contrast to the case of energy density or flow rapidity, there
is no such a streak-like structure in the shear pressure. Shear
pressure is known as a “fast variable,” namely, fluctuations
of shear pressure are damped very quickly since it is not
a conserved variable. This is one of the main reasons why
the streak-like structure cannot be observed in the space-time
evolution of shear pressure.

C. Correlations of fluctuations

Next, we investigate correlations of fluctuations and their
dependence on various settings. Figure 5 shows the relaxation
time dependence of two-point correlation functions of normal-
ized energy density at (a) T = 1.5 fm and (b) T = 4.0 fm. The
two-point correlation function is defined as

(8e(z, ns)de(z, ny))
e5(7)
where angular bracket (---) means both event average and
ns average.® Regarding the structure of correlations itself,
correlations grow up around the origin An; & 0 and a dip
appears at Ang ~ 0.5. This is plausible from a viewpoint of
the conservation law: the energy density at some point has
a negative correlation with that in its vicinity due to energy
conservation. The acausal scenario can be demonstrated by
taking the t, — O limit in Eqgs. (28) and (29). We obviously
see a difference among the three different settings of the
relaxation time at the early stage, 7 = 1.5 fm: the correlation
with smaller relaxation time of shear pressure tends to propa-
gate faster in the space-time rapidity direction and correlation

(8e(z, ny)de(z, n)) = . (D

The boost invariant property of background enables us to take
the average with respect to space-time rapidity, »,. Throughout the
present paper, all correlations are averaged over 10 000 events.
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FIG. 5. Normalized correlations of energy density fluctuations as
functions of An, = |1, — 17,|. We make a comparison between causal
hydro (default settings, black solid line), acausal hydro (t, = 0 fm,
blue dashed line), and causal hydro (57, red dotted line) at (a) T =
1.5 fm and (b) T = 4.0 fm.

around the origin becomes stronger. However, the difference
becomes tiny at the late stage, T = 4.0 fm: it takes a longer
time to catch up to the final shape of the correlation due to a
longer relaxation time. We also analyze the effect of the shear
viscosity on energy density correlations in Fig. 6. Apparently,
fluids with larger shear viscosity tend to behave more slowly
and the dip structures are smeared.

In Fig. 7, we make a comparison of the correlation be-
tween the conformal EoS and the lattice EoS. Although the
propagation speed of information should be slightly different
due to the difference of sound velocity, cf = dpg/dey, only a
small difference can be seen in this comparison. In general, the
sound velocity of lattice EoS is smaller than that of conformal
EoS. Hence, information is likely to remain around the origin
at which the correlation becomes stronger. That would be
the reason why we observe the difference between these two
different EoSs. It is noted that the difference in propagation
speed can be seen in Fig. 5, which that indicates relaxation

Causal hyd'ro
Causal hydro (5n) ===

1=20fm

0.006

s))

0.004

0.002}

(6é(t,ns)0é(t,n

(@

0 05 1 15 2 25 3

Causal hyd‘ro

0.006 Causal hydro (5n) === |

s))

0.004

0.002¢

<6é(T' 773)5@(1" T'

-0.002} (b)
0 05 1 15 2 25 3
Ans

FIG. 6. Normalized correlations of energy density fluctuations as
functions of An, = |, — n.|. We make a comparison of results from
causal hydro with conformal EoS between default settings (black
solid line) and 5 times larger 7 (blue dashed line) at (a) T = 2.0 fm
and (b) t = 4.0 fm.

time also affects the propagation in the space-time rapidity
direction.

We also show correlations of flow rapidity fluctuations in
Fig. 8 and shear pressure fluctuations in Fig. 9 as compar-
isons of the effect of model EoS. The shape of correlations
of flow rapidity fluctuations is very similar to that of energy
density fluctuations. It is a reasonable behavior as a variable
originating from the conservation law of momentum. Note
that the difference of propagation speed due to the sound
velocity difference is relatively visible at T = 4.0 fm in Fig. 8:
the positions of the second peaks around Ans ~ 1 differ. In
Fig. 9, we do not observe dips and the second peaks in cor-
relations of fluctuations of shear pressure. The difference in
the shape of correlation functions comes from the property
of the variable, namely, it is a “fast variable,” which is one
of the diffusive quantities and has nothing to do with the
conservation law unlike the “slow variables” such as energy
density and flow rapidity. The correlations around the origin
monotonically grow up with time evolution and the magnitude
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FIG. 7. Normalized correlations of energy density fluctuations
as functions of An, = |5, — n,|. We make a comparison between
conformal EoS (default settings, black solid line) and lattice EoS
(blue dashed line) at (a) T = 2.0 fm and (b) T = 4.0 fm.

is larger in lattice EoS through the whole time evolution. It
can be understood from the viewpoint of the FDR. In fact,
the shape of shear pressure correlations directly reflects the
FDR since the noise term is introduced in the equation of shear
pressure fluctuations (29). From the FDR (36), the magnitude
of the noises is larger at higher temperature. At a fixed proper
time, the background temperature under the expansion with
lattice EoS is larger than that with conformal EoS since the
sound velocity of the former is in general smaller than that
of the latter. Thus, the magnitude of the noises is larger in
lattice EoS than in conformal EoS. This behavior has already
been discussed [see Eq. (49)] and is also seen in Fig. 1(c) in
Sec. IITA.

To summarize these results, shear viscosity and relaxation
time work to slow down the behaviors of correlations and also
suppress the correlations around the origin and propagation
in 5, space. Furthermore, the model EoS also affects the
behaviors of correlations, which is understood from its sound
velocity difference.
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FIG. 8. Correlations of flow rapidity fluctuations as functions of
Ans = |n, — 1. We make a comparison between conformal EoS
(default settings, black solid line) and lattice EoS (blue dashed line)
at(a) r = 2.0 fm and (b) t = 4.0 fm.

D. Two-particle correlation functions

We have analyzed so far the space-time evolution of
thermodynamic variables and their correlations. We cannot,
however, observe them directly in relativistic heavy ion col-
lision experiments. Therefore it is indispensable to connect
these results with experimental observables. To realize this,
we calculate momentum distributions of hadrons using the
Cooper-Frye formula [52],

i d / “do, () f(p'uy(x), T(x)),  (52)
—_— = prdo,(x)f(pu,(x), T(x)),

d*p  Q2n) Jsw . '

where d, p* = (E, p), do,(x), X(x), and f(E,T) are de-
generacy of a hadron under consideration, four-momentum,
normal vector of hypersurface element, particlization hyper-
surface, and one-particle distribution function, respectively.
Since we consider finite viscosity, viscous correction to the
distribution function should be taken into account [53,54].
Thus, we divide the one-particle distribution function into an
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FIG. 9. Normalized correlations of shear pressure fluctuations
as functions of An, = |n, — n.|. We make a comparison between
conformal EoS (default settings, black solid line) and lattice EoS
(blue dashed line) at (a) T = 2.0 fm and (b) T = 4.0 fm.

equilibrium (ideal) part and a near-equilibrium (viscous) part:

f = fideal + fvis- (53)

For simplicity, we assume Boltzmann distribution for an
equilibrium part fige, and, within our framework, it is
written as

Faa(pr ¥ ) my cosh [Y — ny — 8y(z, ny)]
jt ) ;Ta K = €X - )
deal (PT UR p To(x) + 0T (z, ny)

(54)
where ¥ = tanh~!(p,/E), mr = /p% +m?, Ty, and 8T are

rapidity of particles, transverse mass, temperature of back-
ground, and fluctuation of temperature, respectively.” On the

"Temperature of background, Tj, and fluctuation of temperature,
8T, are calculated from ey and §e for a given EoS.

other hand, a near-equilibrium part [54] is written as
fvis(pTa Y; T, ns)
fidfba]pﬂpvnuu

1
T 2so + 88)(Ty + 8T)3

_ 1
T 2sT3

ﬁdeal

1 .
X [5 Py — m3sinh*(Y — 1, — 8y):| (mo + 8), (55)
where s is entropy density and sy and §s are its background and
fluctuation, respectively. Furthermore, we consider perturba-
tive expansion of figea and fyis with respect to the fluctuations
8y, 6T, 8s, and 8m up to the first order following the same
prescription as derivation of EoMs of fluctuations in Sec. II.
The resultant distributions are
_my cosh (¥ —ny)
Sideat X € To
n o cont) |y sinh(Y — ny)
To
my cosh(Y —
+ T (2 ns) 8T:|
i
= fideal.() + aﬁdeals (56)
where figea0 and & figew are the zeroth- and the first-order
perturbative terms of an equilibrium part, respectively. The

perturbative expansion of near-equilibrium parts leads to a
much more complicated form:

8y

mr cosh (Y —ng) 1 1
I e— 2 2 inh2
fuis e To —— | =p7 — m7 sinh“(Y — n;) |mo
VIS s
25075 [2 roor
__ my cosh (Y —ny) 1
+e o
2S0T03

y my sinh(Y — ns)(sy + mg cosh(Y — m)ST
Ty T}

1
X [EpzT — m3 sinh?(Y — m)}no

1/1 1, S
_ Fo ¥+3 EPT — m7 sinh“(Y — n;) |mo8T
+ 2m32. sinh(Y — n,) cosh(Y — n,)mody

2
Efvis,O + 8fvi57 (57)

where fyis o and § fyis are the zeroth- and the first-order per-
turbative terms of a near-equilibrium part, respectively. To
summarize, we have

f = fideat + fyis = fideal,0 + O fidgeal + fuis0 + 0 fvis  (58)

as a one-particle distribution function to calculate momentum
distributions via the Cooper-Frye formula (52).

Rapidity distribution of hadrons is obtained by using the re-
lations d>p/E = d*prdY = prdprdY d¢ = mrdmrdY do,

1
+ |:—pZT — m% sinh?(Y — ns)]én}
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and by integrating over azimuthal angle:

dN d o o 2

ria =WIA /_Oo dmfm dmrmy cosh(Y — 1) f,
(59)

where A and m are transverse area and mass of a hadron

under consideration, respectively. In the above calculation,

J

we assumed isochronous freeze-out at v and also used
the relation p*do, = tAdnsmr cosh(Y — n,) by neglecting
possible small changes of freeze-out hypersurface due to
fluctuations. By taking an average of Eq. (59) over events
and integrating over my, the first-order perturbative parts
in the one-particle distribution function vanish. We finally
obtain

AN d Y+AR, _ meosh (=) 11,
i R —Z‘EA/ dnscosh (Y —nge T I = o—=5 mm
dY (271.) Y—An, ZSOT() 2

2T02m

T()I’I’l2
X +
cosh(Y — ny) c()shz(Y —n)

N 273 N 1 (
cosh®(Y — n,) 25073 \ 2

1277 m?

1 1o
— —sinh“(Y — ny) Jmo

24T m

Tym* n 4T02m3
cosh(Y —n,)  cosh*(Y — n,)

Practically, we replaced the integral range of 5y, [—00, 00],
with [Y — An.,Y + An}] since, for a given Y, a contribution
from a fluid element being far away from the one at ny, =Y
can be negligible. We set An; =3 in our calculations and
confirmed that this range is sufficient enough to converge
the integral. The first-order terms, 8 figea and & fiis, do not
contribute to the final one-particle momentum distribution due
to (6f) = 0. It is noted that, in the derivation of Eq. (60), an
integral with respect to transverse mass is analytically solved
using the incomplete gamma function (see also Appendix B).

Two-particle correlation functions in the rapidity direction,
(j—%%), are also obtained from the Cooper-Frye formula
(52) after straightforward but lengthy calculations.® Here sub-
scripts 1 and 2 are labels of particles 1 and 2, respectively.
See also Appendix B for details of two-particle correlation
functions. Finally, we obtain the normalized two-particle cor-

relations <5_]1>Zg_yli> / (j—g)(d—N) as a function of rapidity gap

AY = |Y; — Y»|. In what f‘ci)lﬁows, the default model of the EoS
is the lattice EoS although we employ the conformal EoS for
the sake of comparison.’

Figure 10 shows the normalized two-particle correlation
functions as functions of rapidity gap AY for massless parti-
cles (m = 0 GeV), charged pions (m = 0.139 GeV), charged
kaons (m = 0.494 GeV), and protons (m = 0.938 GeV) with-
out any contributions from resonance decays. Lattice EoS
and default setting for transport coefficients are employed
to describe the hydrodynamic evolution in this analysis. We
assume that all hadrons freeze out at 7 = 10.0 fm which
corresponds to freeze-out temperature 7 2~ 0.168 GeV in the
lattice EoS and transport coefficients employed in this study.

$Here we neglect possible quantum correlations between two iden-
tical particles.

°In the conformal EoS, the constituents of the fluids should be
massless particles. Nevertheless, we employ it and calculate spec-
tra for massive particles to capture the difference in hydrodynamic
evolution between conformal EoS and lattice EoS.

cosh®*(Y — n,)

24T ] } ©0)

cosh*(Y —n,)  cosh’(Y — ny)

(

Since the two-particle correlation functions have a value
rather than unity when two-point correlation functions such as
(6T (ns1)8T (ns2)) and (Sy(ns1)8y(ns2)) are finite, it is obvious
that the information at freeze-out is inherited by two-particle
correlation functions. Moreover, the pattern of the correlations
is more clearly seen for heavier hadrons. It indicates that the
heavier hadrons are good probes of correlations and that they
can be used to extract the properties of the expanding media.
As one sees, positions and depths (heights) of dips (bumps) of
correlations depend on the mass of hadrons. One can interpret
this behavior from the viewpoint of thermal fluctuations. The
ratio m /Ty appearing in Eq. (60) is a good measure of thermal
fluctuations in a fluid element and characterizes the shape of
correlations: the momentum rapidity, Y, of heavier hadrons

101 massless particles
charged pions ———
1.008[ charged kaons ------
protons —-—-
——, 1006["
=Z \
3 \
——, 10041 \
g5 \
=~ 1002 .\

dN dN
v, dy,

<

0.998 T 7

0.996

FIG. 10. Normalized two-particle correlation functions as func-
tions of AY = |Y; — Y| for massless particles (black solid line),
charged pions (blue dashed line), charged kaons (red dotted line), and
protons (magenta dash-dotted line) at freeze-out time v = 10.0 fm
and the corresponding background temperature Ty 2~ 0.168 GeV.
Lattice EoS is employed for hydrodynamic evolution.
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FIG. 11. Normalized two-particle correlation functions of pro-
tons as functions of AY = |¥; — Y,| for default set of shear viscosity
n (black solid line), 3 times larger n (blue dashed line), and 5 times
larger n (red dotted line) at freeze-out time t = 10.0 fm. Lattice
EoS and the default relaxation time are employed for hydrodynamic
evolution.

tends to reflect the flow rapidity, y, at freeze-out, namely
Y ~ yr, while the pattern that correlations of thermodynamic
variables possess in the space-time rapidity is blurred by
thermal fluctuations in the correlations of lighter particles in
momentum rapidity space.

In Figs. 11 and 12, we elucidate how the two-particle
correlation functions of protons depend on the transport coef-
ficients under the space-time evolution with lattice EoS. The
correlation pattern becomes more visible by increasing shear
viscosity as shown in Fig. 11. On the other hand, the mag-
nitude decreases with increasing relaxation time as shown in
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FIG. 12. Normalized two-particle correlation functions of pro-
tons as functions of AY = |Y; — Y,| for default set of relaxation time
7, (black solid line), 3 times larger 7, (blue dashed line), and 5 times
larger 7, (red dotted line) at freeze-out time v = 10.0 fm. Lattice
EoS and the default shear viscosity are employed for hydrodynamic
evolution.

1.01

‘Lattice EoS
N Conformal EoS ———
1.008¢
A0
35
Z/I;-4 1.004
L=
~ 1002
= |>‘:‘
IS Bk
zlx
L=
0.998¢
0.996
0 05 1 15 2 25 3
AY

FIG. 13. Normalized two-particle correlations of protons as
functions of AY = |Y; — Y,|. We make a comparison of the results
between lattice EoS (black solid line) and conformal EoS (blue
dashed line) at Ty >~ 0.168 GeV. Regarding the difference in freeze-
out time, see the text.

Fig. 12. The magnitude of two-particle correlation functions
turns out to be highly sensitive to the transport properties
of the media although positions of dips and bumps of the
two-particle correlations do not depend on the choice of shear
viscosity and relaxation time within a certain range. This
clearly exhibits that the two-particle correlation functions of
relatively heavy hadrons open up a new window to study the
transport properties of the media created in relativistic heavy
ion collisions.

In Fig. 13, we make a comparison of the proton two-
particle correlation functions between conformal EoS and
lattice EoS. When we analyze the correlation functions of
energy density fluctuations, the magnitude of lattice EoS is
larger than that of conformal EoS as shown in Fig. 7. How-
ever, this behavior is opposite in the two-particle correlation
functions of protons: the magnitude of two-particle correlation
functions of protons with conformal EoS is larger than that of
lattice EoS. This is due to the difference in freeze-out time. In
fact, fluids with conformal EoS reach T, >~ 0.168 GeV faster
than the ones with lattice EoS. Thus, freeze-out time depends
on the choice of the model EoS: v = 4.3 fm for conformal
EoS with the degree of freedom d = 47.5, and 7 = 10.0 fm
for lattice EoS. Thus two-particle correlation functions with
conformal EoS reflect the early time correlations of thermo-
dynamic variables which are in the course of growing rapidly.

IV. SUMMARY

In this paper, we developed a framework which deals
with causal hydrodynamic fluctuations in a one-dimensional
expanding system. Since the EoMs are derived without any
assumption of specific constitutive equations, one employs
any kinds of constitutive equations proposed so far for shear
pressure w and bulk pressure IT. In the present work, we
employed the simplest second-order constitutive equations de-
rived by Israel and Stewart which satisfy the causality. We
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solved a system of stochastic partial differential equations and
analyzed the dynamics of (141)-dimensional causal hydro-
dynamic fluctuations on an event-by-event basis. Through
the description of space-time evolution of thermodynamic
variables, we found a novel phenomenon, an almost frozen
structure of energy density fluctuations and flow rapidity
fluctuations. From the analysis of the structure, it could be
possible to extract information of the early stage of hydro-
dynamic evolution, such as thermal fluctuations. We also
investigated the two-point correlation functions of energy
density fluctuations which are induced by hydrodynamic fluc-
tuations and saw the dependence on various settings of the
bulk and the transport properties. The correlations are sen-
sitive to the settings of EoS and transport coefficients such
as relaxation time and viscosity. To extract properties of the
media in comparison with experimental data, it is also impor-
tant to analyze the effects of correlations of thermodynamic
variables on two-particle correlation functions which are ob-
servables in experiments. Utilizing the Cooper-Frye formula,
we analytically derived the specific form of two-particle cor-
relation functions including two-point correlation functions
of thermodynamic variables, flow rapidity, shear pressure,
and cross-terms among them. We show that the two-point
correlations of these hydrodynamic variables are inherited by
two-particle correlations in the final state. We found that cor-
relations are more enhanced for heavier particles. It indicates
that heavier hadrons are good probes to see the consequences
of hydrodynamic fluctuations. We also show that the two-
particle correlation functions are sensitive to the properties
of the medium. Specifically, the correlations enhance with in-
creasing shear viscosity or decreasing relaxation time. Sound
velocity also affects the shape of correlations, therefore we
have a chance to extract the information of the EoS through
analysis of the two-particle correlation functions. These re-
sults provide us with an opportunity for multidimensional
analysis of properties of the QGP created in relativistic heavy
ion collisions.

In the present paper, we assumed one of the simplest set-
tings, e.g., the simplest one-dimensional expanding system,
the simplest EoS, the simplest causal constitutive equations,
and we neglect charge current and bulk pressure. Therefore,
there is a lot of room for sophistication and extension. As one
way of major extension, the (3+1)-dimensional expanding
analytic solution [23], instead of the one-dimensional boost
invariant solution (2), could be employed by following the
same prescription that we explained in this paper. Regard-
ing the FDRs (33) and (35), it is known that these FDRs
need additional correction terms when the background system
is nonstatic and constitutive equations have finite relaxation
effects [47]. It would be intriguing to see the effects of ex-
pansion and finite relaxation on the two-point correlations of
hydrodynamic variables. Including fluctuations of conserved
charges [55-57] in the present framework might be also in-
teresting. Through the description of causal propagation and
diffusion of charge fluctuations, we may have a chance to
extract the diffusion coefficients of conserved charges. Since it
is beyond the scope of the present study, we leave it for future
work.

The present framework can be utilized to search for the
critical point of the QCD phase diagram through the analy-
sis of detailed dynamics of both hydrodynamic and critical
fluctuations. Fluctuations of the order parameter of chiral
phase transition in the vicinity of the critical point are “fast
modes,” therefore such information is likely to be lost due
to the diffusive mode in the QGP. The fluctuations of the
order parameter are, however, taken over by the “slow modes,”
namely, fluctuations of baryon number density [58,59]. Chas-
ing the dynamics of both the slow modes and the fast mode
[60], we can diagnose the QCD phase diagram and have a
chance to pin down the location of the critical point, but we
leave it for future study.
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APPENDIX A: SOUND PROPAGATION

Here let us discuss the propagation of sound waves (or den-
sity fluctuations) in the ¢-z plane and t-7, plane, and show that
the behavior is completely different if the background medium
expands. One can define the effective sound velocity c}, in
which the tailwind from the expanding system is included, as

dz(1) cst +2(1)

C;(ts Z) = —F = tanh [ﬂs(t, Z) +ys] =

dt t 4 cz(t)’ (AD

where 7,(t, z) = tanh~!(z/¢) and y, = tanh ' ¢,, and ¢; is a
constant sound velocity. By performing a variable transfor-
mation z(¢)/t = v(¢), one solves Eq. (Al) with an initial
condition, z(t = fy) = zp, transforms the solution to t and
ns, and obtains /1y = e2™/%, where Ans = |n,(t, z) — ny0l.
Here 1p = v tg — zg and 1y = 7n,(ty, 20). On the other hand,
propagation of light is described as either t —ty) =z — zp in
the 7-z plane or 7 /7y = e in the T-7, plane. Figure 14 shows
the resultant propagation of sounds in (a) the #-z plane and (b)
the 7-7, plane with sound velocity ¢, = 1/+/3 and specific
initial conditions. In contrast to the case without tailwind, the
slope of the propagation with tailwind approaches that of light
cone asymptotically in 7-z plane. In other words, the propaga-
tion speed of sound approaches the speed of light in the long
time limit even though the initial sound velocity is ¢, = 1/4/3
due to the expansion of the system. Moreover, propagation of
sounds goes to infinity in 7, space in this case. On the other
hand, there is a singularity at n, = y, = tanh ™' (1/+/3) =~ 0.66
in the t-n, plane in the case without tailwind. This is the
so-called sound horizon.

APPENDIX B: TWO-PARTICLE
CORRELATION FUNCTIONS

We obtain the event-averaged two-particle correlation
function as a function of rapidity gap after inserting the
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Here upper indices 1 and 2 in the distribution functions denote

/
10t () / variables of particles 1 and 2, respectively. Terms including
/ single 8 figea OT 8 fyis are neglected since they do not contribute
// to the final results due to (§f) = 0. The next step is to in-
8l // tegrate Eq. (B1) over my; and my,. Since the resultant form
/ g of two-particle correlation functions is significantly compli-
= / cated, we introduce new variables as follows to avoid the
= 5 / complexity:
L) / g
/ o
// -
4 / e n T"HP(n Dm
. T1/2
e Aipmy =Yy —— / : (B2)
p s ) = cosh™ (Y12 — n51/2)
/S Co=1/3+ expan5|on
2r g =13 ——— 1
. . . nght cone ------ 1 (B3)
0 2 4 6 8 10 - 2S()T03 ’
Z (fm)
100 v 1
H Cip= h sinh*(Y1 2 — 151/2), (B4)
801 .':
! 1,
! D= -m", (BS)
2
60}
(=] )
<l ] _ (1, (B6)
& ,'I' - 2SOT() C% ’
40t
Fip = 2sinh(Yy5 — n5172) cosh(Y12 — n51/2), (B7)
2 . h(ti = ny1) cosh(¥s — 12)
2-13 cosh(ry — 1) coshlry — 1y
Sy S 1 = o 28T (1,1)8T (152)
Light cone ------ 0
° s 4 5 sinh(¥; = ny1) cosh(¥s — 1,0)
5 §.
Ns + 3 8y(ms1)8T (n52)
T;
FIG. 14. Sound propagation in (a) the 7-z plane with an initial .
condition (fp = 1 fm and zp = 0 fm) and in (b) the -5, plane with + cosh(¥y — n1) sinh(¥; — nSZ)ST(ﬁsl)fSY(Usz)
an initial condition (7y = o and 1, = n,(ty, 0) = 0). The black solid T03
line, blue dashed line, and red dotted line denote propagation with
1s2)
= 8y(151)8y(ns2)-

tailwind, that without tailwind, and light cone, respectively. Sound

velocity ¢, = 1/+/3 is assumed.

explicit forms of distribution functions (56) and (57) into the

following form:

sinh(Y; — ng) sinh(Y, —
+ 2
T;

(BB)

Here the index “1/2” denotes either particle 1 or particle 2.
A coefficient of the incomplete gamma function, A;;(n), is

<dN dN> |:drA T /Y1+An;, HatAnj,
VRN _ 25 dn‘,/ dng defined as
dYy, dy, (2m)? Yi—An, ’ hh—An, !
o0 o0
Xf melf mezm%Im%Z © _mr12 cosh@yp—ns1/2)
m m / mel/zm’%I/ze Ty
m

x cosh(Y1 — ny) cosh(Y2 — 152)
(1) 2) (1) (2) (1) £(2)
((fldeal Of;deal,O + 2fideal Of vis,0 fv1s Of vis,0
(1) (2) (1) (2) (D¢ £(2)
+ Sfldealsf;deal + 2(Sfldealtsfws + 8fv1s 8fvls ))
(B1)

n T‘“P(n l)mT1/2 M
0

Z COSh’H(Yl/z — Ns1/2)

meosh(Yy /2 =1y1/2)

=Apn)e T ,

(B9)
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where the permutation is calculated as P(n, i) = n!/(n —i)!. Using these variables, the resultant two-particle correlation
leads to

dN dN dtA ? [hran YatAn,
voavil = | o d dny cosh(Y; — 1) cosh(Ya — 7
<le dY2> [(27;)2} /Y] n.n/y ns2 cosh(¥1 — n,1) cosh(¥a — n52)

_An;l Z_An;z
X(((M+2xdAD)+ D+ AV)+2 x (V) + (VD))), (B10)
= * 2 2 A A2 _ mlcosh(¥y —ngy )+eosh(ty —np)]
@ = dmr, dmpam M) fiaea 0fidea,o = A1(2)A2(2)e o , (BI1)
= = 2 2 4(1) ) _ mleosh(¥y —ng) +eosh(y ~np)]
I = dmr, dmramz Mz, figea 0fvis.0 = [A1(2)A2(4)BCymg — A1(2)A2(2)BDrole To , (B12)

oo

() = / dmr dmpam mb, [0 f2 0 = [A1@AL (DB C1Cond — Ay (4)A2(2)B*Ci D

Vv

m|[cosh(Y] —ngj)+cosh(Yo —ns0)]

—A1(QA(DB’C:Drf + A (DA ()B DPrigle b, (B13)
o0 o0 5 o ) @) m[eosh(Y] —ng)+cosh(¥y—ng)]
(IV) = mel mezmTlmTZSfideal(Sf]dedl = A1(3)A2(3)G12e To s (B]4)

00 o0 1
(V) =f melf mezmTlmTzaf;E]e)dlaf\’(lsz)

= {A1(3)A2(5)G123C27To —A1(3)A2(3)G12BDmy — A1(3)A2(4)ECymy

[ sinh(Y; — n51) cosh(Y; — n,1)
X TfSy(ml)ST(mz) + TfST(ﬁsl)IST(nsz) +A1(3)A2(4)BFym
L 0 0
[ sinh(¥; — n,1) cosh(¥; — 1,1)
X TSY(U.sl)SY(ﬂsz)-FT(ST(ﬂsl)a}’(ﬂxz) +A1(3)A2(4)BC,
B 0
[ sinh(Y; — n41) cosh(¥; — ny1) i
X | ST () + ST ()87 () | + A1 (3)A2(2)EDg
B 0
[ sinh(Y; — n,1) cosh(¥; — n1)
x| YT (1) + 8T ()3T (n2) | — A1(3)A2(2)BD
_Sinh(Y — s ) COSh(Y — N ) ] _ m[cosh(Yy —ng )+eosh(¥p —n5)]
x +5y(ﬂs1)577(7752) T s () e v (B15)
- 0 -

o0 o0 1 2
(VI) = f dmi / dmrami mi 8 f)8 £
= <{A1<5)A2<5)GnBzclczn§ —A1(5)A2(3)G12B*C Dy

—A1(3)A2(5)G12B’ Dy + A1 (3)A2(3)G1oB Dy + [A1(4)A2(H)ECiCamry — Ay(4)A2(2)E*C1 Dy
—A1(QA (DEC:D; 4+ A1(2)A2()E*D 15 8T (0,1)8T (n2) + A1 (4)A2(4)BFy Far 8y(n1)8y(12)
+[A1(HA2()B’C1C, — A1 (HA2(2)B*CiD — A (2)A>(4)B*CoD + A (2)A2(2)B*D*187 (151)87 (152) }

+ 2{ [—A1(5)A2(4)BEC|Comg + A1 (3)A2(4)BEDComy + A1 (5)A2(2)BEC, Dty — A1(3)A2(2)BED 1|

inh(Y; — ny B
x [Wﬁy(ml)mm) + Mmml)ar(nm] + [A1(5)A)BC Py
O
inh(Y, — 1, h(Y, — 1,
— A1(3)Ay(4)B*DFynd] [Wﬁy(nmamz) + wﬂ(nnﬁy(m)}
0
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+[A1(5)A2(4)B>C1Camry — A1(3)A2(4)B*DCarg — A1(5)A2(2)B>C1 Do + A1 (3)A2(2)B>D* 1]

sinh(¥; — 1)
—————3y(ns1)d7 (n
X [ T y(151)87 (n52) + 72

cosh(¥; — n,1)

(ST(T)“ )57T(7752):|

+ [-A1(H)AL(4)BEC Bty + A1(2)A2(4)BEDF,74 18T (n51)8y(n2)
+[—A (4)A2(4)BEC,Carg + A1 (4)A2(2)BEC 1 Dty + A1 (2)A2(4)BEC, Dty — A (2)A2(2)BE D* 1)

x 8T (n51)87 (n52) + [A1 (H)A2(4)B* FLCymry — Al(4)A2<2)32F10n018y(n51>an<mz>})e

The terms (IV), (V), and (VI) play a crucial role in reflecting
the correlations of thermodynamic variables in the two-
particle correlation functions. Performing 7,; and 7y, integra-
tion of (B10) numerically, we finally obtain the two-particle
correlation as a function of rapidity gap, AY = |Y; — 1»|.

In Eq. (B10), we considered up to the second order in per-
turbation (fluctuation) and up to the second order in viscous
correction. Orders of each term are summarized in Table II.
Strictly speaking, the second-order perturbative terms from
the one-particle distribution or the second order viscous cor-
rections should have been considered from an order counting
point of view in the form of two-particle correlation (B10),
e.g., fideal,oSz fvis. However, we neglected such terms since

m [cosh(¥] =1 )+cosh(Yr —ng)]
7

(B16)

(

we expanded the distribution only up to the first order of
perturbation and viscous correction as Eq. (58).

TABLE II. Orders of each term.

Term Perturbation Viscous correction
Sideal,0 fidear,0 0 0
Sidear,0fvis.0 0 1
Suis,0fvis.0 0 2
Efideal Sfideal 2 0
Sﬁdez\Ivais 2 1
(Sf vis 5 f vis 2 2
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