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Solar neutrino measurements have recently reached a level of sensitivity such that CNO fluxes can now be
experimentally determined. While these first measurements are still only sensitive to the higher energy neutrinos
resulting from the B+ decays of >0 produced by the *N(p, ) >0 reaction, future measurements will work
towards detection of neutrinos from the 8% decay of '*N from the '>C(p, ¥) '*N reaction. This paper reports
on a recent measurement of the '>C(p, y) '*N reaction covering a broad laboratory energy range between
1.0 and 2.5 MeV. The measurement was made to better determine the overall normalization of the absolute
cross section and to explore the interference effects between the two broad, overlapping resonances at proton
energies of 0.460 and 1.689 MeV and the direct capture to the ground state of >N in the framework of a
multichannel R-matrix analysis. This work takes into account previous radiative capture as well as elastic
2C(p, p) '2C scattering data, making uncertainty estimations using a Bayesian framework, to determine a
reliable extrapolation of the low energy S factor towards the stellar energy range of CNO hydrogen burning.
These new experimental results, and a detailed investigation of the past literature data, suggest that the resonant

component of the cross section should be 30% lower than previously accepted.
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I. INTRODUCTION

The success of the BOREXINO Collaboration [1] in de-
tecting the first CNO neutrinos from the f* decay of 0O
produced by the "*N(p, y) 130 reaction, opened up neutrino
detection as a direct probe of the metallicity of the solar
interior [2,3]. A reliable analysis requires detailed knowledge
of the '*N(p, ¥) 170 reaction rate for the burning conditions
in the solar core. It is therefore necessary to know the reaction
rate with high accuracy. Most of the reaction rates of solar
hydrogen burning rely on the extrapolation of experimental
data and thus their accuracy depends critically on the level
of knowledge of the contributing reaction components. Such
an analysis was recently completed for the "“N(p, y) 30
reaction, summarizing its present status and the associated
uncertainties in its reaction rate [4].

The >C(p, ) 1’N reaction determines the strength of the
second CNO neutrino source in our sun due to the decay of
3N. Presently the uncertainty of the reaction rate at solar
temperature conditions has been evaluated to be about 25%,
based on the extrapolation of previous radiative capture stud-
ies [5,6]. The neutrinos from the 8+ decay of N are emitted
with a substantially lower energy than those from >0 decay,
which makes their direct detection a formidable task.

The '>C(p, y) >N reaction, however, also plays an impor-
tant role in other stellar environments due to the overall large
abundance of '?C in our universe. Correlated to the mixing of
hydrogen from the hydrogen burning into the helium burning
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shell of asymptotic giant branch (AGB) stars, it influences the
production of '*N, which subsequently decays to '3C trigger-
ing the 3C(a, n) '°0 reaction. The amount of '3C is crucial
as the 3C(«, n) '°0 reaction is the main neutron source for
the s [7] and i processes [8], depending on the convection
conditions in the helium burning shell.

Finally, it has been argued that the '>C(p, y) '*N reaction
also plays an important role in the energy production of a
type Ia supernova detonation. The emerging shock front from
the '2C + '2C driven ignition raises the temperature of the He
accreting shell of the white dwarf [9]. This causes the rapid
production of protons by converting '“N, the ashes of the
preceding hydrogen burning phase, via the reaction sequence
“N(a, y) "®F(a, p) *'Ne [10], releasing free protons that can
be captured back onto the existing '2C material at higher
temperatures. This sequence may also play an important role
in the recently discussed helium detonations at the surface of
a white dwarf star in a double-detonation type Ia supernova
[11]. Either scenario for type Ia explosions will lead to en-
hanced temperatures at which the 1>C(p, y) >N reaction may
play an important role. The reaction will generate a neutrino
signal associated with the ignition. The neutrino flux will
depend not only on the explosive environment but also on the
actual >N production rate. While previous derivations of the
2C(p, y) 1°N reaction rate have focused on the low energy
component, important for stellar CNO hydrogen burning, the
data presented here cover a broader range of the excitation
curve, also addressing the impact of the reaction in higher
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temperature environments. A comprehensive R-matrix anal-
ysis was thus performed here, which includes not only the
2C(p, y) °N radiative capture data but also '>C(p, p) '>C
elastic scattering data to allow for a reliable extrapolation of
the reaction cross section.

The following chapters will provide information about the
past experimental achievements in studying this reaction and
the discrepancies in the experimental results (Sec. II) before
turning to the present experiment aimed at identifying and cor-
recting these discrepancies (Sec. III). This will be followed by
a description of the experimental setup and the analysis of the
cross section data (Sec. IV) before the R-matrix and Bayesian
uncertainty analysis (Sec. V) that demonstrates the level of
consistency between present and past data sets is discussed
(Sec. VI). From this, a revised reaction rate is derived for
a wide temperature range (Sec. VII) and a final summery is
made (Sec. VIII).

II. PREVIOUS EXPERIMENTAL RESULTS

At the beginning of 1934, Joliot and Curie published their
seminal paper on the detection of artificial radioactivity [12]
from °N, ?’Si, and *°P, by bombarding the elements boron,
magnesium, and aluminum with « particles from a polonium
source. They also suggested that '*N could be produced by
the interactions of protons and deuterons with carbon. In the
following year, Joliot and Curie received the Nobel Prize in
Chemistry for this achievement [13].

Following the suggestions of Joliet and Curie, the first
2¢(p, ¥) N activation studies were performed by Cockcroft
et al. [14] and Hafstad and Tuve [15] in 1935 and Roberts and
Heydenburg [16] in 1938 by way of the produced radioac-
tivity. The first radiative capture measurements, detecting the
emitted y-ray radiation directly, were performed by Curran
etal. [17] in 1938 and then by Tangen [18] during the Second
World War in German occupied Norway.

After the war, a large number of proton capture
experiments on '>C were performed, which are summarized in
the compilations of Ajzenberg-Selove and Lauritsen [19] and
Ajzenberg-Selove [20]. With the identification of the CNO
cycles as an important process by Bethe and Weizsicker in
1936 [21] the relevance of the '>C(p, y) '*N reaction shifted
from being one of the early examples of nuclear transmutation
to one of the key reactions in the CNO cycles. This recognition
triggered a new era of experimental activities in the late 1940s,
namely in the low energy range of the reaction, which would
characterize the reaction rate in stellar environments [22,23].
These were followed by more extensive studies using thick
and thin '?C targets, used for mapping the reaction over
a wider laboratory proton energy range from E, =0.4
to 2.6 MeV, identifying several broad and overlapping
resonances [24,25].

Similar studies turned to measurements of the low-energy
resonance at £, = 460 keV and its low energy tail that ex-
tends into the stellar energy regime. Some of them relied
on the activation approach such as those of Hall and Fowler
[26] and Bailey and Stratton [27], while others focused on
the measurement of the y-ray radiation associated with the
ground state transition [28—30]. All of these studies relied on

the thick-target technique, but used different stopping powers
to convert the yield data into cross sections. Another attempt
was pursued by Young et al. [31] who studied the reaction
cross section towards higher energies between E, = 1.5 and
2.0 MeV to investigate the impact of possible interferences be-
tween the resonances. This was followed by the work of Rolfs
and Azuma [32], who measured the reaction over a broad
energy range from E, = 0.15 to 2.5 MeV and performed an
extensive analysis of the interference structure of the cross
section using a potential model for the direct capture and a
Breit-Wigner analysis for the resonance contributions. A first
R-matrix analysis of the low energy cross section data was
performed by Barker and Ferdous [33] using a single-channel,
multilevel, code. This was followed up by similar analyses
by Hinds and Barker [34], Li et al. [35], and Artemov et al.
[36], whereas Burtebaev et al. [37] and NACRE II [5] used
a potential model. A multichannel, mult-level, analysis has
also been performed using the code AZURE [6], which also
simultaneously fits '2C(p, p) '2C data [38].

The comparison of the different data sets, however, reveals
a number of inconsistencies that make a straight forward
comparison and analysis over a wide energy range in terms
of R-matrix theory impossible. This has primarily to do with
the differences in the stopping powers used to determine the
energy loss and resolution effects for the low energy protons in
the carbon targets. This is a result of the substantial changes in
the tabulated stopping powers that occurred over the years due
to the development of stopping power theory, but there may
also be other experiment based reasons. One important goal
of this work is therefore to provide a revised normalization
for the cross section data based on past data sets, and the
new data presented in this study that will resolve the existing
discrepancies and uncertainties.

III. EXPERIMENTAL SETUP

Several experimental measurements were performed at
both the University of Notre Dame and the University of
Bochum. The measurements at the University of Notre Dame
centered around thin-target excitation function and angular
distribution measurements from E, =1 to 2.5 MeV and
thick-target yield measurements from E, =1 to 2 MeV.
The measurements at the University of Bochum were made
using thin targets on the E, =460 keV resonance in the
2C(p, ¥) 1N reaction in order to characterize the targets and
confirm the absolute cross section at this resonance energy.
The experimental setups are described here while experimen-
tal descriptions and data analysis are described in Sec. IV.

A. University of Notre Dame

Excitation function and angular distribution measurements
of the '>C(p, y) I’N reaction were performed at the 4-MeV
KN Van de Graaff accelerator at the University of Notre Dame
Nuclear Science Laboratory. The accelerator provided proton
beams over an energy range from E, = 1.0 to 2.5 MeV, with
beam intensities of up to 150 uA on target. The energy calibra-
tion of the acceleration system was performed, determining
the beam energy with an accuracy of £1 keV using the well
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FIG. 1. The efficiency of the experimental setup for a detector
located at 55° based on the decay lines of a 3Co source and the y
transitions of the > Al(p, y) **Si resonance at E, = 992 keV, mea-
sured at a distance of 259 mm between target and detector.

know resonances of the 2’ Al(p, y) *Si reaction at E » = 0.992
and 1.8 MeV [39].

A single, high resolution, 55% relative efficiency, high-
purity germanium (HPGe) detector was positioned at two
distances from the target for measurements in far (259 mm)
and close (61 mm) geometry between the detector and the
water-cooled target. For angular distribution measurements,
the detector was rotated around the target with an accuracy
of 1° in the near geometry position. The beam was swept
horizontally and vertically across a target area of 1 cm? in
order to dissipate power over a larger target area. To minimize
the buildup of additional carbon on the target, a liquid nitrogen
cooled copper pipe was mounted inside the beam line, extend-
ing as close to the target as possible. In addition, a bias voltage
of —400 V was applied to the isolated cold finger to suppress
the secondary electrons ejected from the target during beam
bombardment.

The energies of the y-ray transitions of interest ranged
from E, = 2900 to 4300 keV. The front surface of the HPGe
detector was covered with a 3 mm lead sheet to reduce
the intensity of low energy y-ray radiation background. The
efficiency of the y-ray detection in this arrangement was
measured using a radioactive *Co source along with the y-ray
transitions from the well-known 2’ Al(p, y) *®Si resonance at
992 keV [39] as shown on Fig. 1. The efficiency measure-
ments were performed independently for each of the distances
and angle positions of the detector.

B. University of Bocham

Target fabrication and characterization was performed at
the RUBION facility at the University of Bocham [40]. y-rays
were detected with a large volume HPGe detector with a
nominal relative efficiency of 100%. The detector was placed
at 0° relative to the beam axis. The y rays at the £, = 460 keV
resonance in the '>C(p, y) 3N reaction were isotropic as were
the reference y rays from the E, = 278 keV resonance in

“N(p, y) 20 reaction. The efficiency of the detector was
determined using calibrated "**Eu and ®°Co sources with 2o
uncertainties of 1.3% and 1.0%, respectively. The source mea-
surements were extended to higher energies using the well
known y-ray decay scheme of the E,, = 278 keV resonance in
the 14N(p, Y) 150 reaction, where its resonance strength was
12.6(3) meV [41]. The primary transition to the 5.18 MeV
bound state, with a branching ratio of 16.9(4)%, had a y-ray
energy that was within 2 keV of that of the ground state tran-
sition from the >C(p, y) °N reaction at the E, = 460 keV
resonance. The target and chamber were electrically isolated
and a liquid nitrogen cooled Cu shroud extended to within
5 mm of the target surface. The shroud was biased to —300 V
to suppress secondary electrons. In addition, strong permanent
magnets were placed at the gap between target and shroud for
additional suppression.

The calibration measurements were done with detectors
at two positions, a near position at a distance of 15 mm
between the target and the front face of the detector and a far
position at a distance of 253 mm. The near position was used
to measure yields over the E, = 460 keV resonance in the
2C(p, y) 1®N reaction. The far position was used for the rel-
ative strength measurements using the '*N(p, y) O reaction
and calibrated sources. At this distance, summing corrections
were negligible. Repeated scans were performed to character-
ize uncertainties from sources such as charge collection, target
stability, and beam positioning on the target. For the final
setup, yield reproducibility at the &~1% level was achieved.

C. Targets

The isotopically enriched carbon targets were produced by
implantation at the Dynamitron Tandem Laboratory at the
University of Bochum by bombarding 0.5 mm backings of
tungsten or tantalum with a 80 uA '>C beam at either 30 or
50 keV over an area of 3.14 cm?. For the higher energy mea-
surements at the University of Notre Dame, an implantation
energy of 50 keV and a tungsten backing were used, while, for
the measurements at the E,, = 460 keV resonance performed
at the University of Bochum, an implantation energy of 30
keV and tantalum were used. Different implantation energies
were used so that the energy losses of the beam for the
two measurements were similar. For the 50 keV implanta-
tion energy targets, a total of 0.73 C was deposited resulting
in an estimated 1.4 x 10'® carbon atoms/cm?, while for the
30 keV targets the charge deposited was 0.52 C leading to
1.0 x 10'® carbon atoms/cm?. The actual number of im-
planted ions was somewhat lower since the implantation
process has an efficiency that is less than 100% (see
Sec. IVCO).

For the measurements at the University of Notre Dame,
the relative target thickness was monitored by the y-ray peak
shape of the direct capture or broad resonance related primary
y-ray transition, which exhibited both the energy resolution
of the accelerator and detector as well as the energy loss
through the target. At a beam energy of E, = 1700 keV, the
beam energy loss was found to be AE = 14 keV. The stability
of the target was continuously checked by monitoring the
2C(p, ¥) PN spectrum at this same energy. A gradual linear
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FIG. 2. All '2C(p, y) '*N measurements were acquired with the
same target. Ten stability checks were performed over the course
of the experiments by making repeated measurements at E, =
1700 keV to monitor target degradation. A linear degradation was
found as a function of deposited charge. The total loss after two
weeks and a median current of about 100 uA was less ~30%.

deterioration was observed over the course of the experiment,
resulting in a total accumulated charge of 27 C, which was
corrected assuming a linear dependence of target thickness
deterioration with charge as shown in Fig. 2. After two weeks
of running, with a median current of about 100 pA, a total loss
of ~30% of the thick target was recorded.

IV. EXPERIMENT AND DATA ANALYSIS

The three experimental campaigns described in this sec-
tion provided a consistent set of data to which all existing
12C(p, y) ¥N data could be renormalized. The thin-target data
from the present measurements can be found in tabular form
in the Supplemental Material [42].

A. Excitation functions and angular distribution measurements

At the University of Notre Dame, an excitation curve of the
2C(p, y) *N reaction was measured in small, well calibrated
energy steps between E, = 1.0 and 2.5 MeV at 0 and 55°
to expand the existing data range of the reaction towards
higher energies and to study the interference patterns in this
energy range. Figure 3 shows the '>C(p, ¥) 1*N ground state
transition in the y-ray spectrum at three different energies,
demonstrating the energy shift of the emitted y-ray radiation
with beam energy. The excitation curves are shown in Fig. 4.

In addition to the excitation curves, angular distribution
data were taken in 100 keV steps between E, = 1.2 and
2.49 MeV as shown in Fig. 5. The goal was to obtain an
extended data set for a more reliable R-matrix analysis of the
reaction mechanisms and the associated interference effects,
complementing previous low energy angular distribution re-
sults towards the higher energy range. By comparing with
the well known angular distributions from the transitions in
the 27 Al( P, Y) 28Si reaction [39], the geometric Q coefficients
[43] were determined to correct for the extended geometry
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FIG. 3. The y-ray spectrum from the '2C(p, ) >N reaction at
three different proton beam energies. The shift in y-ray energy with
the beam energy clearly demonstrates a mechanism based on the
broad resonance at E, = 1.6 MeV interfering with the underlying
direct capture population of the ground state. Single escape (s.e.) and
double escape (d.e.) peaks are indicated.

of the detector when comparing with theory calculations. The
coefficients are given in Table 1.

B. Thick-target activation measurement

A second experiment was performed at the University
of Notre Dame based on the activation technique, which
determined the thick-target yield of the '2C(p, y) "*N reac-
tion by measuring the ST decay curve of the '*N produced
during irradiation by way of the intensity of the 511 keV
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FIG. 4. Excitation functions of the 'C(p, y)'’N reaction at
0, = 0 and 55° compared to the R-matrix fit described in Sec V.
Note that the absolute cross section of the excitation functions was
obtained by normalizing to the R-matrix cross section, whose scale
is constrained by the lower energy data.
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FIG. 5. Angular distributions of the '>C(p, y) N reaction of this work (blue squares) compared to the previous work of Burtebaev e al.
[37] (black circles) and Young ef al. [31] (green diamonds) and the R-matrix fit described in Sec. V. Where indicated, the cross section scale
should be multiplied by the indicated factor. Note that the absolute cross section for the angular distributions was obtained by normalizing to

the R-matrix cross section.

annihilation y-ray line. The target was a 0.02 in. thick graphite
sheet, thick enough to completely stop the proton beam, which
was irradiated for 20 minutes with beam intensities ranging
between 0.7 and 2.5 puA. Afterwards, the target was moved
to a lead-shielded, low background counting station and po-
sitioned 10 cm in front of a 124% relative efficiency HPGe
detector. The average transport time was 3.5 minutes between
target and counting station. Typically, the 511 keV decay line
was measured once per minute for 30 minutes. In two cases,
at £, = 1.2 and 1.4 MeV, the counting time was doubled to

TABLE I. Relative geometric Q coefficients for the present work
and that of Burtebaev et al. [37].

This work Burtebaev et al. [37]
0 0.943 0.95
0, 0.834 0.83
0 0.688
(o 0.517

60 minutes to achieve better comparison with the data of Sea-
grave [24]. A calibrated 22Na source was used to determine
the efficiency of the counting arrangement.

The activation runs were performed at five energies be-
tween E, = 1 and 2 MeV to obtain the activation yields that
have dominant components from both the lowest energy E,, =
460 keV resonance and the next highest at E, = 1690 keV
in the '>C(p, y) >N reaction. Figure 6 shows a typical decay
curve for the N activity of the target after irradiation at
E, =1.2 MeV. The observed half-life of Tj,, = 9.928(38)
min agreed well with the compilation value of 77, = 9.965(4)
min [44], which demonstrated that no other decay products of
appreciable strength had been generated as background during
the experiment. The reaction yield per incoming proton ob-
tained through the fit of the activation curves for the different
irradiation energies is given in Table II.

The activation yield corresponds to the thick-target yield
of a radiative capture measurement at the corresponding ener-
gies. While several energies were taken, the thick-target yield
from the activation runs at £, = 1 and 2 MeV were utilized
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FIG. 6. (a) 511 keV y-ray yield observed after activation of the
thick '2C target, sampled once per minute. The data were well re-
produced, as shown by the residual plot (b), by a single decay curve,
yielding a half-life for >N of 9.928(38) minutes, in good agreement
with the accepted value of 9.965(4) minutes [44].

to extract the difference in the yield as a function of energy,
since the integral from zero energy to the beam energy of
the activation scales directly to the measured yield resulting
from the resonance cross section. The £, = 1 MeV yield re-
sults from the on-resonant cross section of the £, = 460 keV
resonance and was found to correspond to 100(6) ub, as dis-
cussed further in Sec. IV D. The E,, = 2 MeV yield (minus the
E, =1 MeV yield) can be used to calculate the cross sec-
tion of the E, =1.69 MeV resonance. These thick-target
yields are in excellent agreement with the results of Seagrave
[24] when the systematic uncertainty of that work is con-
sidered. The thick-target measurements from an unpublished
work by Fowler, Seagrave [24], Hinds and Barker [34], and
the present work are compared in Fig. 7.

C. Target characterization and E, = 460 keV cross
section measurements

A third set of experiments were performed at the RU-
BION facility at the University of Bochum. The number of
target atoms was deduced using two independent methods
with two different carbon targets using experimental setups
on the 4 MeV Tandem Accelerator. The first method used
Nuclear Reaction Analysis using a deuteron beam (D-NRA).

TABLE II. The thick-target reaction yield per incoming particle
extracted from the activation data for the different irradiation ener-
gies. The overall systematic uncertainty is 2.5%.

E, (MeV) Yield per incoming proton
1.000(1) 7.14(14) x 10710
1.200(1) 7.22(14) x 10710
1.400(1) 7.31(15) x 1071°
1.913(1) 1.66(3) x 107°
2.017(1) 1.66(3) x 10~°

T T T T T T T T I o

Fowler, unpublished x 0.95 (10%) L T
Seagrave (1951) x 0.93 (10%) s o
Hinds and Barker (1992) x 0.84 (6%) i R
this work (2.5%) 1
r — R-matrix fit thick-target yield 1

15

e @ X
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Thick Target Yield (N /10" proton)
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Laboratory Proton Energy (MeV)

FIG. 7. Comparison of thick-target yield measurements from an
unpublished work by Fowler (which is given in Seagrave [24]),
Seagrave [24], Hinds and Barker [34], and the present work. The
experimental values are compared with the integrated cross section of
the R-matrix fit described in Sec. V, where the uncertainty band
for the R-matrix calculation corresponds to the uncertainty in the
SRIM stopping power. Except for the data of Hinds and Barker [34],
the absolute scale of the previous data agrees well with the present
work when their systematic uncertainties are considered. To better
facilitate comparison, the yields of the data sets are scaled by a
multiplicative factor as indicated. All of the data have a consistent
energy dependence.

This method utilized the well known '>C(d, po) '3C reaction
at a laboratory deuteron energy of 1 MeV where the cross sec-
tion was slowly varying in energy [45,46]. The second method
used Rutherford backscattering (RBS), where 2 MeV « par-
ticles were used. The target thickness determined using both
methods agreed to within 5%, giving a value of 6.30(49) x
10'7 atoms/cm?. The E, =460 keV on-resonance cross sec-
tion of the '>C(p, ) 1’N reaction was also determined relative
to the resonance strength of the '“N(p, y) 130 reaction at the
E, = 278 keV resonance [41,47] using the 500 kV accelera-
tor. The y-ray transitions of both resonances were isotropic
and the energy of the transition to the 5.18 MeV state in 'O
was the same (within 1-2 keV) as that of the '>C(p, o) °N
reaction. This resulted in an on-resonance cross section of
101(8) ub.

D. Absolute cross section determination

One of the main results of the present work was the real-
ization that the previously reported cross sections of Seagrave
[24], Vogl [30], and Rolfs and Azuma [32] were overestimated
because of inaccurate stopping powers used originally by Sea-
grave [24]. While it was not emphasized, Vogl [30] did not
make an absolute measurement but instead normalized their
data to the ground state y-ray width of the state corresponding
to the E,, = 460 keV resonance determined previously by Sea-
grave [24]. Similarly, Rolfs and Azuma [32] normalized their
data to that of Vogl [30], seemingly not realizing that Vogl
[30] had not made an absolute measurement. These normal-
ization issues were also discussed in Barker and Ferdous [33]

035805-6



ABSOLUTE CROSS SECTION OF THE ...

PHYSICAL REVIEW C 108, 035805 (2023)

and Hinds and Barker [34], where the absolute normalization
of the data presented in the latter paper is consistent with
that of this work. The data of Burtebaev et al. [37] give an
overall cross section scale similar to the older measurements,
but, since these measurements were absolute and should have
utilized modern stopping powers, the reason for their larger
cross section was unclear.

This difference in the cross section was found in the
present work by comparing the absolute thick-target yields
of this work with that of Seagrave [24], which were in good
agreement, yet the absolute thin-target cross sections of Vogl
[30] were ~30% larger in absolute cross section compared
to the present measurements. The only significant source of
uncertainty in the conversion from thick-target yield to cross
section was the stopping power of protons in carbon. The
stopping power used by Seagrave [24] can be found in their
thesis [48], and, at the energy of the E, = 460 keV resonance
in the >C(p, y) '*N reaction, their stopping power was ~30%
smaller than the modern stopping power found in SRIM [49].
Using the modern stopping power and the thick-target yield
data of this work gives an absolute cross section of 100(6) ub
at the peak of the E, = 460 keV resonance, compared to the
value of 127 ub used by Refs. [24,25,30,32].

The absolute cross section and uncertainty were obtained
from the activation measurement described in Sec. III and
the modern stopping power from SRIM [49] as described
in Sec. IVB. The cross section was also determined in-
dependently relative to the strength of the E, =278 keV
resonance in the "“N(p, v) O reaction at the E, =460 keV
resonance in the 2C(p, y) 1*N reaction, where a consistent
value of 101(8) ub was obtained IV C. The uncertainty in the
thick-target yield measurements is 2.5%, with uncertainties
coming from the accuracy of the charge reading (2%), the
y-ray detection efficiency at 511 keV (1%, as determined
with a calibrated 2>Na source), and statistics (< 1%). From
the present SRIM evaluation, the estimated uncertainty in the
stopping power is ~=5% over the energy range of the present
measurements and those of Seagrave [24]. Therefore, a to-
tal uncertainty in the '>C(p, ¥) '*N cross section of 6% is
adopted.

V. R-MATRIX AND BAYESIAN UNCERTAINTY ANALYSIS

The simultaneous R-matrix analysis of the >C(p, y) *N
and '>C(p, p) '>C reactions was performed using the code
AZURE2 [6,50]. The analysis utilized the alternative R-matrix
parametrization of Brune [51] in order to directly compare
with observable level parameters from the literature. This
analysis represents a continuation of that presented in Azuma
et al. [6], where the capture cross section data have now been
expanded to include the present data and those of Burtebaev
et al. [37] and Young et al. [31]. The same channel radius
of 3.4 fm was used. Masses and separation energies were
taken from the AME 2016 mass evaluation [52,53]. Angular
resolution effects in the differential cross section data of the
present work and those of Burtebaev et al. [37] were taken
into account using the Q coefficients given in Table I.

Three resonances (E., = 425, 1558, and 1601 keV) were
required to accurately describe the experimental scattering

T (L
0, = 84.31°

Meyer et al. (1976)|

: 8,,, = 144.08°

107 & 1 0

0 02 04 06 08 1 12 14
Center of Mass Energy (MeV)

L 1
1.6 1.8 2

FIG. 8. Comparison of the '2C(p, p) '>C data of Meyer et al. [38]
with the R-matrix fit of the present work.

data of Meyer et al. [38], which correspond to the well known
levels in the N system at E, = 2.36 (1/2%), 3.50 (3/27),
and 3.55(5/27) MeV (S, =1.9435(3) MeV [52,53]) as
shown in Fig. 8. Because their widths were large (=60 and
50 keV, respectively) compared to their level spacing, the
resonances that correspond to the 3.50 and 3.55 MeV levels
appeared as an unresolved doublet. The fitting of the accurate
and precise thin-target data of Meyer et al. [38] placed strong
constraints on the energies and proton partial widths of these
levels, two of which, those at E, = 2.36 and 3.50 MeV, corre-
sponded to the two strong resonances observed in the radiative
capture reaction.

There are many other elastic scattering data sets available
in the literature, but they generally use significantly thicker
targets, where the R-matrix cross section would have to be
convoluted with the experimental resolutions. This introduces
another source of uncertainty that would add further complex-
ity to the fitting and uncertainty propagation. It is for this
reason that only the scattering data of Meyer et al. [38] are
considered.

With the R-matrix fit to the scattering data providing tight
constraints on the energies and proton widths, the fitting of
the radiative capture data is simplified as the only additional
free parameters are the y-ray partial widths. As discussed
in Sec. II, there are surprisingly few low-energy studies of
the '2C(p, ¥) ’N reaction; however, many of them have very
little distortion to their reported cross sections, as thin, ro-
bust carbon targets are easily fabricated. Further, the energy
dependence of many of the measurements are in very good
agreement, as will be discussed further in Sec. VI.

The data of Vogl [30] report high energy resolution angle
integrated cross section data measured over the lowest en-
ergy resonance (178 < E.,. < 630 keV) in fine energy step
spacing. The angular distribution data of Young et al. [31]
have been included as they provide a good comparison for
the present measurements, being made over a similar energy
(1417 < E. . < 1710 keV) range. The angle integrated data
of Hinds and Barker [34] are limited to the peak region of the
lowest energy resonance. The most recent experimental data
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FIG. 9. Comparison of the angle integrated '>C(p, ) '*N radia-
tive capture S factors for the data of [30], Hinds and Barker [34]
and Burtebaev et al. [37] (renormalized as discussed in the text).
The angle integrated S factor from the present data, obtained by a
Legendre fit to the measured angular distributions, is also shown for
comparison. The solid red line represents the best R-matrix fit while
the dashed red lines indicate the 68% confidence interval obtained
from the Bayesian uncertainty analysis using the BRICK code [54].

are those of Burtebaev et al. [37], who report both angular dis-
tributions and an absolute angle integrated cross section over
the lowest energy resonance (327 < E.n,. < 979 keV). Fi-
nally, the differential cross section data of the present work
span the energy range from 976 < E., < 2338 keV with an-
gles of measurement at 6, = 0 and 55°. Angular distributions
are given at several energies with between 4 and 11 angles of
observation. These data are compared with the R-matrix fit in
Figs. 4,5, and 9.

The R-matrix fit to the radiative capture data requires three
main types of reaction components. First, there are two clear
resonances that come from primarily £1 and M1 decays from
the E, = 2.36 and 3.50 MeV levels in '*N, respectively. While
deexcitation from the E, = 3.55 MeV state is possible via M2
or E3 multipolarities, there is no experimental evidence for
this at the sensitivity of the present measurements. While the
y-ray decay of the E, = 3.50 MeV resonance is dominated
by M1 multipolarity, a small E2 component is statistically
significant in the fit. This is discussed further in Sec. VI.
The second component is external capture, which is used
to model the hard sphere component of the direct capture
process [55-57]. In the case of the 12C(p, 1) N reaction,
E'1 multipolarity dominates but the weaker £2 contribution is
found to have a small but significant interference contribution.
The third components are those of background levels of
J*=1/2% (E1) and 3/2~ (M1/E2). The background
components are only necessary in order to fit the highest
energy data above E., ~ 1.75 MeV.

The R-matrix fit was first performed using the least-
squares routine built into AZURE2, as a first step in finding
the optimum fit parameters. These parameters were then
used as starting values for the Bayesian R-Matrix Inference
Code Kit (BRICK) [54] to perform a Markov chain Monte
Carlo (MCMC) uncertainty estimation using the EMCEE [58]

Rolfs and Azuma (1974)
—— R-matrix calculation, this work
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FIG. 10. Comparison of the present R-matrix fit with the data of
Rolfs and Azuma [32], renormalized as discussed in the text. The
data were not included in the present fit because of a discrepancy
with their energy calibration above ~1 MeV.

package. The R-matrix fit parameters and data set normal-
ization factors were given uniform prior probability density
functions (PDFs), except for the data set of Vogl [30]. These
data were renormalized to a 100 ub cross section at the £, =
460 keV resonance and their absolute normalization was given
a Gaussian prior PDF equal to the systematic uncertainty
of 6% discussed in Sec. IV D. The best fit was then taken
as the 50% quantile of the resulting posterior distributions
for each fit parameter and the uncertainties were determined
from the 16% and 84% quantiles. As all of the parameters
needed for the fit were well constrained by the experimental
data, the posterior PDFs were all well described by a Gaus-
sian distribution. In addition, the MCMC routine provided
a straightforward way of calculating the uncertainties in the
R-matrix cross sections and S factors. The best fit parameters
and their uncertainties are given in Table III.

VI. DISCUSSION

In the R-matrix fit and Bayesian uncertainty analysis pre-
sented in Sec. V, the data sets of Hall and Fowler [26],
Bailey and Stratton [27], Lamb and Hester [28], and Rolfs
and Azuma [32] were not included because of inconsistencies
with these data sets and incomplete uncertainty information.
Differential cross sections at 8, = 0 and 90° were reported
by Rolfs and Azuma [32] spanning a wide energy range
(138 < E. ;. < 2308 keV). However, the energy calibration
of this data was inconsistent with other measurements. Fur-
ther, the energy miscalibration was difficult to correct because
the data were measured at two different facilities, each with
different energy calibrations, and the division of the data was
not indicated. For this reason this data were not included in
the R-matrix fit, but a comparison of the data with the fit is
shown in Fig. 10. In Rolfs and Azuma [32], it was found
that the angular distributions were of sufficient precision to
place a constraint on the M 1/E2 multipole mixing ratio of
the E, = 3.50 MeV level in *N, which corresponds to the
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TABLE III. R-matrix parameters resulting from a Bayesian MCMC analysis to '2C +p data. The central values represent 50% quantiles
of the posterior PDFs while the uncertainties correspond to the 16% and 85% quantiles. The posterior PDFs closely resemble a Gaussian
distribution. Note that the uncertainty in the excitation energies are of the form (MCMC + systematic), where the 0.5 keV (laboratory frame)
systematic uncertainty of Meyer et al. [38] was not included in the MCMC analysis. The sign of a partial width indicates the sign of the

corresponding reduced width amplitude.

E, (keV) E, (MeV) Jr T, (keV) or ANC (fm™'/?) T, (V)
This work This work Ref. [44] Ref. [44] This work Ref. [44] This work Ref. [44]

0.0 0.0 1/2~ 1.62(5)
460.3(5) 2.3682(1+46) 2.3649(6) 1/2+ 34.0(2) 31.7(8) —0.48(3) 0.50(4)
1688.8(5) 3.5032(1+46) 3.502(2) 3/2° 55.2(3) 62(4) 0.49(3)/7.2(11) x 1073 0.64
1735.5(5) 3.5453(2+46) 3.547(4) 5/2F 49.0(5) 47(7)

Background levels

20P 1/2* 5% 10*°P 5.4(5) x 103

20° 3/2° 5% 10*° —120(20)/1.1(2) x 10> ®
M1/E2.

"Fixed parameter.

resonance observed at E, = 1689 keV. In the present work
a value of § = 0.038(6) was found, while Rolfs and Azuma
[32] found a significantly larger value of 0.09(2). The reason
for this discrepancy is unclear.

In the 1950s several very low energy measurements of
the 12C(p, y) '®N cross section were undertaken using thick-
target techniques and very high (milliampere) beam intensities
[26-28]. The cross sections deduced from these thick-target
measurements were compared with the present fit and the
lowest energy data of Vogl [30] in Fig. 11. While the mean
value of these data were found to be in generally good agree-
ment with the extrapolated S factor of this work, it was clear
from the large scatter of the data that the uncertainties were
underestimated. Thus these data were not included in the
present analysis.

S-factor (MeV b)

Hall and Fowler (1950)
Bailey and Stratton (1950)
Lamb and Hester (1957)
Vogl thesis (1963)

—— R-matrix fit, this work

e A » =

I ‘ \ s | | s \
0.00 0.05 0.10 0.15 0.20 0.25
Center of Mass Energy (MeV)

FIG. 11. Comparison of the extrapolated R-matrix fit and un-
certainty from the analysis described in Sec. V, where the bands
correspond to a 68% confidence level, with the low energy data
of Hall and Fowler [26], Bailey and Stratton [27], and Lamb and
Hester [28], with no adjusted normalization. The lowest energy data
of Vogl [30], renormalized as described in the text, are also shown
for comparison.

To test the sensitivity of the low energy extrapolation of
the S factor to the new measurements reported in this work,
the R-matrix fit and Bayesian analysis was repeated in its
absence, thus without any higher energy data. It was found
that this higher energy data had little direct effect on the
uncertainty in the low energy extrapolation, as the data of Vogl
[30] and Burtebaev et al. [37] map a wide enough region of
the off-resonance tail of the E,, = 460 keV resonance to also
constrain the magnitude of the direct capture contribution.
However, this uncertainty calculation in the extrapolation was
made using only the R-matrix components that were statisti-
cally necessary in order to fit the experimental data; that is,
there could be weak background components that effected the
extrapolated S factor but had very little affect on the fitting of
over the energy range of the experimental data. Therefore, to
constrain these additional possible background components,
the higher energy data do have an effect, confirming that only
the two levels at E, = 2.37 and 3.50 MeV plus the external
capture are needed to fit the experimental data up to the
E, =3.50 MeV resonance. At higher energies, background
components do become necessary to describe the data as given
in Table III.

Asymptotic normalization coefficients (ANCs) provide a
more model independent method of bridging the gap between
the way bound state strengths are characterized using the
coupled reaction channels formalism and R matrix [59]. The
recent studies by Li et al. [35] and Artemov et al. [36] report
the proton ANC for the ground state of '*N to be 1.64(11) and
1.63(13) fm~!/2, respectively, in excellent agreement with that
found from the present R-matrix fit of 1.615(52) fm~!/2.

Figure 11 shows the extrapolated S factor of the
2C(p, ) BN reaction to low energy using the R-matrix fit
described in Sec. V. Traditionally, the S factor is quoted at
Ec.m. =25 keV or S(25 keV), and past extrapolated values
are compared with that of the present work in Table IV.
Despite the issues discussed here concerning past cross sec-
tion normalizations, the extrapolated values of S(25 keV)
from different works have remained remarkably consistency.
Of all the past works that quote values for S(25 keV) only
that of Li et al. [35] is more than lo outside the present
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TABLE IV. Comparison of S(25 keV) values.

Ref. S(25 keV) (keV b)
Hebbard and Vogl [29] (1960) 1.33 £ 0.15
Rolfs and Azuma [32] (1974) 1.45 £0.20
Barker and Ferdous [33] (1980) 1.54 £ 0.08
Burtebaev et al. [37] (2008) 1.75 £0.22
Azuma et al. [6] (2010) 1.61 £0.29
Li et al. [35] (2010) 1.87 £0.13
Artemov et al. [36] (2022) 1.72 £0.15
This work 1.48 £ 0.09

value. This consistency between different extrapolations is
somewhat surprising, but is the result of similar estimates for
the direct component of the cross section, which comes to
dominate at low energies, despite 30% variation in the high
energy resonant cross section data.

VII. REACTION RATE

Figure 12 compares the rates of the present work and those
provided in Li et al. [35] and NACRE II [5], relative to that
of the NACRE compilation [60], in order to highlight the
differences. A reaction rate is shown graphically in Burtebaev
et al. [37], but no table or equation was found to facilitate
an accurate comparison. It is interesting to note that at low
temperatures all of the reaction rates, except for that of Li
et al. [35], converge to a very similar value. This reflects the
dominance of the direct capture at these low temperatures,
similar to the consistency observed in values of S(25 keV)
reported by previous works. At higher temperatures the res-
onance contributions become dominant, resulting in more
deviations in the rate. In particular, the present rate is lower
than that of NACRE [60], Li et al. [35], and NACRE2 [5]

= ++ =« NACRE uncertainty = = Li et al. (2010)

L4 NACRE2 —— this work
“ 1.2 |- “'~‘-‘-'\’
o \
= » -m e TN
Z 1 . ’ RN
~
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FIG. 12. Ratio of the rates for the '>C(p, y) >N reaction for
previous calculations by Li ef al. [35] and NACRE II [5] and the
present work to that of the NACRE compilation [60]. The uncertainty
band of the present work corresponds to a 68% confidence interval.

at temperatures above ~0.2 GK, reflecting the lower value
in the cross section over the E, =460 keV resonance. It
should be noted that while Barker and Ferdous [33], Hinds
and Barker [34], and Azuma et al. [6] also adopted this lower
cross section normalization, they did not propagate it to the
reaction rate, thus the present work is the first to provide a
rate reflecting this change. The tabulated rate is given in the
Supplemental Material [42].

VIII. CONCLUSION

Solar neutrinos provide a window into the inner workings
of our sun. These measurements have recently reached a level
of sensitivity that allows them to distinguish neutrino fluxes
from not only the dominant pp-chains but also the much
weaker CNO cycle. In particular, neutrino fluxes from the 8+
decay of 150, coming from the 14N(p, ¥) 150 reaction, have
been observed by BOREXINO for the first time. It therefore
seems plausible that next generation detectors will be able
to reach the sensitivity needed to observe the lower energy
neutrinos from >N decay produced by the >C(p, y)"*N
reaction. To compare these neutrino flux measurements with
solar model predictions, accurate cross sections are a main
ingredient, with the largest sources of uncertainties now often
coming from the cross sections. The reactions controlling
early conversion of metals in the solar core and the approach
to equilibrium are the '>C(p, y) >N reaction analyzed here
and the previously studied '*N(p, y) 30 reaction; these are
the next-to-slowest and slowest rates in the lower temperature
CN cycle, respectively. However, equilibrium for the CN
cycles between production and depletion reactions is not com-
pletely established. As pointed out by Haxton and Serenelli
[2], about 30% of the 1*N neutrinos come from the outer re-
gion of the solar core, where the CN cycle has not established
the equilibrium stage, affecting the observed neutrino rate.
A quantification of this effect would require a more detailed
analysis of the burning conditions in the solar core within the
framework of the standard solar model than can be done in
this study.

In summary, for this study the 12C(p, ¥) I3N reaction has
been reinvestigated with the goal of resolving past experi-
mental discrepancies in both the absolute scale of the cross
section and the energy calibration. To accomplish this, ex-
perimental measurements were made using both thin and
thick targets and a discrepancy in the overall normalization
in the cross section resulting from changes in the proton in
carbon stopping powers from the 1950s to present day were
found that result in an ~30% reduction in the overall res-
onance cross section. Further, the higher energy differential
cross section data of this work placed additional constraints
on possible background R-matrix components and shed light
on an energy discrepancy present in Rolfs and Azuma [32].
Using an AZURE2 R matrix and BRICK Bayesian uncer-
tainty analysis, and by comparing with thick-target yields,
a more accurate and precise overall normalization of the
data and low energy extrapolation of the S factor was ob-
tained, resulting in an uncertainty in the rate of ~6%. A
updated reaction rate, that reflects these charges, has been
presented.
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