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Diffuse scattering model of ultracold neutrons on wavy surfaces
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Metal tubes plated with nickel-phosphorus are used in many fundamental physics experiments that use
ultracold neutrons (UCN) because of their ease of fabrication. These tubes are usually polished to an average
roughness of 25–150 nm. However, there is no scattering model that accurately describes UCN scattering on such
a rough guide surface with a mean-square roughness greater than 5 nm. We, therefore, developed a scattering
model for UCN in which scattering from random surface waviness with a size larger than the UCN wavelength
is described by a microfacet Bidirectional Reflectance Distribution Function model (mf-BRDF model), and
scattering from smaller structures by the Lambert’s cosine law (Lambert model). For the surface waviness, we
used the statistical distribution of surface slope measured by an atomic force microscope on a sample piece of
guide tube as an input of the model. This model was used to describe UCN transmission experiments conducted
at the pulsed UCN source in J-PARC. In these experiments, a UCN beam collimated to a divergence angle
smaller than ±6◦ was directed into a guide tube with a mean-square roughness of 6.4 to 17 nm at an oblique
angle, and the UCN transport performance and its time-of-flight distribution were measured while changing
the angle of incidence. The mf-BRDF model combined with the Lambert model with scattering probability
pL = 0.039 ± 0.003 reproduced the experimental results well. We have thus established a procedure to evaluate
the characteristics of UCN guide tubes with a surface roughness of approximately 10 nm.

DOI: 10.1103/PhysRevC.108.034605

I. INTRODUCTION

Ultracold neutrons (UCNs) are typically slower than
7 m/s and are totally reflected on the surface of materials
with large scattering length densities, such as nickel (Ni)
or beryllium (Be). Because of this unique property, UCN
can be transported like gas through guide tubes or stored in
containers made of or coated by such materials. Therefore,
UCNs are a useful probe in high-precision measurements of
the properties of neutrons, such as the neutron electric dipole
moment (nEDM) [1–6], neutron lifetime [7–9], quantization
by gravity [10,11], and others.

The TUCAN collaboration [12–15] aims to search for the
nEDM with a sensitivity of 10−27 e cm (1 σ ), which is an order
of magnitude better than the current limit of 1.8 × 10−26 e cm
(90% C.L.) [6], and is currently installing experimental equip-
ment at TRIUMF. The experimental plan is to produce UCN at
a rate of 1.4 × 107 s−1 [16] by combining a spallation neutron
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source and a super-thermal converter of superfluid helium.
The UCN source will be connected to an nEDM cell by UCN
guide tubes with a total length of 12 m, and the cell will be
filled with polarized UCN to a density of about 200 cm−3 at
the beginning of the measurement [17].

The transport efficiency of UCN from the source to the cell
depends on the specularity of the inner surface of the guide
tube. Even when UCNs are totally reflected, the specular
reflectance is always less than 100% on realistic surfaces,
and off-specular scattering typically occurs with a probability
of 3–5%, owing to the surface roughness [18–20]. The off-
specular scattering causes UCNs to randomly diffuse, which
significantly reduces the average downstream velocity of the
UCN flow along the UCN guide in comparison to specular
reflection. As a result, more UCNs stay longer in the guide
tube and the average number of times UCNs hit the wall
increases. This increase in the wall collisions reduces the
transport efficiency of UCNs, since they can be lost due to
acceleration from inelastic scattering or absorption by nuclei,
represented by the measure of loss per bounce [18,21], or by
entering gaps between guide tubes or defects in the coating.
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Consequently, the surface roughness of the guide tube is one
of the factors that diminish the statistical accuracy of nEDM
experiments. Since the design of the experimental setup and
the experimental analysis are performed using UCN transport
simulations that take into account off-specular scattering, the
implementation of an accurate scattering model will improve
the reliability of these simulations.

The guide tubes used in the TUCAN experiment are alu-
minum or stainless steel cylinders that are polished and coated
with a nickel-phosphorus (NiP) alloy. The NiP alloy has
11–13% phosphorus by weight, the Fermi potential is ap-
proximately 210 neV [22,23] and the corresponding critical
neutron velocity is 6.3 m/s. Such NiP alloy plating with more
than 10% phosphorus has several advantages, such as being
nonmagnetic at room temperature, durable, chemically resis-
tant, capable of being coated in any shape, easy to fabricate,
and commercially available. However, as they are metal tubes,
their surfaces exhibit a high roughness with a root-mean-
square (RMS) amplitude much greater than 5 nm and random
surface undulations on a micrometer scale. There is currently
no neutron scattering model capable of describing such a large
surface undulation.

The model most often used to describe off-specular scatter-
ing in UCN transport simulations is the phenomenologically
constructed Lambert’s cosine law, referred to as the “Lam-
bert model” in this paper. This model is convenient for an
approximate estimation because of the low computational
resources required. In this model, the luminous intensity to
a given direction from a micro-area is distributed in propor-
tion to the cosine of the emission angle from the surface
normal. It introduces the scattering probability per bounce
as a constant pL, independent of the angle of incidence, or
momentum transfer to the surface, and surface structure. The
distribution of scattering directions is also independent of
these factors. Therefore, this model cannot accurately describe
realistic scattering.

In a model introduced by Golub et al. [18], UCN transport
by metal pipes is described analytically by a rarefied gas flow
theory. In this model, the UCN transmission probability W for
a short or highly specular cylindrical guide pipe is expressed
by the following equation:

W =
(

1 + 3Z f

8R(2 − f )

)−1

, (1)

where R is the tube radius, Z is the tube length, and f is the
off-specular scattering probability per bounce. This approach
inherits the above-mentioned drawback by using the Lambert
model to describe the off-specular scattering. Furthermore, it
has been reported that this approximation does not agree with
the transport simulation calculated by the Lambert model for
the highly specular guides that have been used in recent years,
especially for short lengths of a few meters or less [24]. It also
assumes an isotropic UCN gas with a stable flow and is not
applicable to the case of collimated UCN incidence or free
diffusion of stored UCN from a small container.

To accurately describe UCN scattering, it is desirable to
use a scattering model constructed with microscopic surface
roughness information. The microroughness model, referred

to as the “MR model” in this paper, is a well-known model
in UCN physics [19,25]. This model assumes that the surface
roughness with an RMS amplitude b is isotropic and autocor-
related in the short range, and that the correlation function is
described by a Gaussian with correlation length w as its width.
In addition, the surface roughness is considered a layer of thin
potential, and the off-specular scattering is described by the
interference of reflected waves at the potential boundaries.
Therefore, the scattering probability and angular distribution
depend on the velocity of the UCN, the angle of incidence
on the surface, and the values of b and w. In the Lambert
model, the distribution of scattering directions of UCN is
mostly in the direction of the surface normal, whereas in the
MR model, the UCN has a lobelike distribution around the di-
rection of specular reflection. In the case of a guide tube with
a small surface correlation length w, the angular distribution
of transmitted UCN is expected to be more strongly concen-
trated in the forward direction than in the Lambert model
[24,26,27]. However, for the reflected waves to be coherent,
the surface roughness must be sufficiently small compared to
the wavelength of UCNs. Its magnitude is typically b � 5 nm.
Therefore, the calculations cannot deal with the large surface
undulations of guide tubes such as those used in the TUCAN
experiments.

In the description of neutron reflectometry, the model
developed by Pynn [28] is quite effective. This model is
constructed using the Distorted Wave Born Approximation
(DWBA) [29] and successfully unifies several prior scattering
models, including the MR model, while overcoming their
drawbacks. However, this model still requires approximations
that assume high-frequency surface roughness and a very
thin roughness layer for specific calculations of scattering
cross-sections. For example, in the case of a NiP alloy con-
taining 10% phosphorus by weight, the layer thickness should
have a standard deviation of the surface height irregularity,
σz � 3.5 nm. Therefore, even with this model, it is difficult to
describe our UCN guide tubes.

Scattering of rays based on geometrical optics from surface
structures larger than the wavelength has been well studied
in visible light, and the microfacet-based Bidirectional Re-
flectance Distribution Function model [30–35], referred to
as the “mf-BRDF model” in this paper, is the most basic
and well known. This model treats the surface roughness as
an assembly of small specular surfaces (microfacets), like
crumpled aluminum foil, and scatters the surface’s normal
directions by modeling the statistical distribution of the slopes
of the microfacets. Additionally, by also modeling the spatial
distribution of the slopes of the surface, the surface luminance
is calculated by taking into account the masking and shad-
owing of the optical axis due to the peaks and valleys of the
surface. Therefore, the scattering angle distribution depends
on the angle of incidence. Moreover, all incident rays are
off-specularly scattered unlike the Lambert model and the
MR model, where the off-specular scattering is determined
probabilistically and the rays that do not contribute to these
models maintain specular reflections. The distribution of scat-
tering directions becomes lobelike similar to the MR model.
This model is typically used when the size of the surface
undulations is sufficiently larger than the wavelength of the
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FIG. 1. Differences in UCN trajectories (left panel) and TOF shapes (right panel) depending on the reflection models. They were calculated
by our Monte Carlo simulation. In these calculations, 106 parallel UCNs with a diameter of 5 mm and a velocity of 5 m/s are injected into a
cylindrical guide tube with a length of 1 m at an upward angle of 30◦. The time distribution of the incident UCNs consists of a rectangular
pulse with a width of 10 ms. The value of pL in the Lambert model and that of α in the mf-BRDF model, which is explained in Sec. III A, are
both set to 0.03. The left panel shows the integration of the three-dimensional UCN trajectories projecting onto the plane of the paper surface.
The right panel shows the TOF of the incident UCNs until they reach the downstream end of the guide tube.

rays (in such cases, the undulations are referred to as surface
waviness rather than roughness). In the present day, this model
is used for physically based rendering in computer graph-
ics. In such calculations, the nonspecular reflections through
complex processes such as multiple reflections or subsurface
scattering are approximated by the Lambert model and added
to this model to describe realistic metallic luster [36].

It is expected that this model can be used to describe the
surface of realistic guide tubes in the range where neutron
optics is similar to visible light, especially on the wave-
length scale of UCN and very cold neutrons (VCN), where
the wavelength is sufficiently larger than the interatomic dis-
tances. For example, the UCN beamline at PSI uses mainly
nickel-molybdenum (NiMo) coated glass tubes with a surface
roughness amplitude of less than 2 nm, while stainless-steel
tubes with a roughness of up to 10 nm and a storage vessel
with a roughness of 400 nm [37] constitute 20–25% of the
transport path. In the “ping-pong” experiment performed at
this UCN source [38], where UCNs contained in a storage
cell at beamport West-1 were transported to beamport South,
the peak of the measured time spectrum was a little wider
and delayed when compared to a simulation by the Lambert
model. Furthermore, the contribution of the Lambert model
to the overall transport system was larger than expected from
NiMo guide tubes. These phenomena may be explained in
more detail by considering the mf-BRDF model.

To evaluate the consistency between these scattering mod-
els and real surfaces, it is necessary to measure the scattering
angle profile of UCN. The specularity of practical UCN guide
tubes can be measured by using the transmission of continu-
ous or pulsed UCN [23,39,40], by transmitting prestored UCN
[38,41], or by attaching pinholes at the entrance and exit of
the guide tube to allow UCN to temporarily reside in the
guide tube [23,42]. However, it is quite difficult to evaluate the

scattering profile from the results of these experiments due to
the use of not well-collimated UCN. An experiment to com-
pare the Lambert model with the MR model was performed
by Atchison et al. [25] by transporting a continuous stream
of UCN with a limited angle of incidence through sample
plates facing each other, and by comparing the attenuation of
the transport efficiency to a simulation. However, the samples
measured in this experiment were flat plates with a small
surface roughness of b = 1–3 nm. Practical guide tubes such
as metal pipes have never been measured by this technique.

Therefore, we developed a method for evaluating a suitable
scattering model for the surface of a practical guide tube
with inspiration from measurements by Atchison et al. In our
method, a pulsed UCN beam with a divergence of ±6◦ or less
and approximately half the diameter of a UCN guide tube is
obliquely incident on the guide tube at angles ranging from 0◦
to 30◦, and both the transport efficiency and the time-of-flight
(TOF) spectra of the transmitted UCN are measured. As pre-
viously stated, the scattering probability and scattering angle
profiles vary depending on the model. For example, as shown
in Fig. 1, in the Lambert model, the time information of the
scattered UCN is close to that of a continuous flow, while the
TOF pulse shape of the remaining UCN is preserved. In con-
trast, in the mf-BRDF model, the dispersion of the UCN flight
distance rapidly increases as the incident angle increases, due
to repeated lobelike diffusion around the specular direction.
As a result, the TOF pulse shape gradually broadens and the
peak shape becomes unsharp. Therefore, this method allows
us to find a scattering model that simultaneously satisfies the
reduction in transport efficiency and the deformation of the
TOF pulse shape by comparison with transport simulations.

Using this experimental approach, we confirm that a com-
bination of the mf-BRDF model and the Lambert model
explains well both the UCN transport efficiency and the
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FIG. 2. Setup of the UCN transmission experiment (top view). The figure shows the setup with the sample guide tube attached at an angle
of 30◦ and the detector position at an angle of 0◦. The upper right inset shows an enlarged view of the connection between the guide tube and
the UCN detector, and the lower inset shows the setup that changes when the installation angle of the guide tube is changed. The symbols in
the figure mean the following: (a) a square collimator with internal dimensions of 45 mm × 45 mm and a length of 61 mm, coated with Gd2O3

compound; (b) a square collimator with internal dimensions of 45 mm × 45 mm made of polyethylene plate; (c) a cylindrical collimator with
an internal diameter of 50 mm and a length of 155 mm made of polyethylene; (d) NiC mirror sputtered on a Si wafer; (e) vacuum chamber;
(f) 10-µm-thick copper film; (g) angled flange; (L1) distance from the point of UCN production in the Doppler shifter to the center of the NiC
mirror, which is 250 mm; (L2) distance from the center of the NiC mirror to the center of the sample guide tube inlet, which is 155 mm; (L3)
distance from the center of the sample guide tube inlet to the exit of the cylindrical collimator, which is 43 mm.

deformation of the TOF pulse shape for our guide tube. Noting
the similarity between the optics of light and neutrons, we
used these models to describe the scattering of UCN on the
rough surface, assuming that geometrical optics holds in struc-
tures larger than the wavelength of a neutron. In this paper, we
discuss the experiments and the measurement results in Sec. II
and the details of the UCN scattering model and the results of
the simulation analysis in Sec. III.

II. EXPERIMENT

The off-specular scattering causes attenuation of transmis-
sion and deformation of the TOF peak shape in the pulsed
UCN flow in the guide tube [39]. To measure this effect, an
experiment was conducted using a neutron Doppler shifter
[43,44], which is a pulsed UCN source installed on the BL05
NOP beamline [45,46] of the Materials and Life Science
Experiment Facility (MLF) at the Japan Proton Accelera-
tor Research Complex (J-PARC). In the experiment, pulsed
UCNs with velocities of 6–10 m/s were incident on a sample
guide tube, and the TOF of the transmitted UCNs was mea-
sured while changing the angle of incidence onto the guide
tube between 0◦, 10◦, 15◦, and 30◦. By increasing the incli-
nation angle, the number of reflections increases from one to
six, assuming specular reflection. This increase in the number

of reflections corresponds to an increase in the probability
of experiencing an off-specular scattering. As a result, the
UCN transport efficiency is attenuated as the inclination angle
increases and the deformation of the pulse shape becomes
stronger. The validity of the scattering model is examined
by comparing these observed changes with the simulations
described in Sec. III.

A. Experimental setup

Figure 2 shows an overall view of the experimental setup.
The neutron Doppler shifter [44] is shown in the upper left
corner of the figure. VCNs with velocities of 136 m/s in-
cident from the left are reflected and decelerated by m =
10 monochromatic multilayer mirrors [47] with a width of
30 mm rotating at a peripheral velocity of 68 m/s. The re-
sulting UCN pulse generated every 120 ms is extracted. The
pulse duration of the UCNs immediately after generation es-
timated from a simulation is 2 ms full width at half maximum
(FWHM), which corresponds to the spatial size of the UCN
cloud being approximately half the width of the mirror. The
jitter of the mirror rotation period is ±8 µs, which is negligible
in this measurement.

The UCNs pass through collimators (a), (b), and (c), and
then are led inside the sample guide. Because the UCN cloud
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produced in the Doppler shifter spreads very widely, the di-
rection of the incident UCNs is almost entirely determined by
the collimators. The UCN beam was deflected with a NiC-
sputtered 2-mm-thick silicon wafer [47] prior to entering the
sample guide because of the limitation of the experimental
space. The surface roughness amplitude of the NiC is 0.3 nm,
so the reflection here can be considered sufficiently specular.
The optical distance along the central axis from the entrance
of collimator (a) to the exit of the collimator (c) is 413 mm,
and the maximum divergence angle of UCN calculated geo-
metrically based on the collimator size is ±6.6◦. Our UCN
generation simulation showed that 99% of the incident UCNs
have divergence angles within −6.5◦ to 1.7◦ vertically and
±5.4◦ horizontally and the standard deviations are 1.8◦ and
2.1◦, respectively.

In this experiment, the sample guide tube was attached to
the vacuum chamber via one of several angled flanges, which
were inclined by 0◦, 10◦, 15◦, and 30◦ to the direction of
the UCN flow, as shown in the lower inset of Fig. 2. These
angled flanges were made of aluminum 5056 alloys with the
Fermi potential of 55 neV. The flanges were cut at an angle
while maintaining a constant distance of L1 + L2 = 405 mm,
as shown in Fig. 2. The machining accuracy of these angles
was ±0.1◦, which is sufficiently smaller compared to the
divergence angle of the incident UCN. Backscattered UCNs
returning to the entrance of the sample guide tube were lost at
the collimator (c) or the angled flange.

The sample guide tube was made of aluminum 6061-T6 al-
loy and was 1000 mm in length. Its inner surface was polished
by Irving Polishing & Manufacturing, Inc. [48] to an average
surface roughness of approximately 50–100 nm and coated by
Chem Processing Inc. [49] with high-phosphorus NiP, with
a thickness of 5 microns. The detector was connected to
the sample guide tube via a conversion flange made of 304
stainless steel, as shown in the upper right inset of Fig. 2. The
inner surface of the flange was polished but not to a mirrorlike
finish. The optical TOF distance from the UCN source to the
detector entrance along the central axis of the incident beam
path was calculated by L1 + L2 + 1028 mm/ cos θg, where θg

represents the installation angle of the sample guide tube. The
mean free path of the UCN with a velocity of 8 m/s in the
detector was estimated to be 13 mm. The total TOF distances,
assuming complete specular reflections, were estimated to be
1446 mm, 1462 mm, 1483 mm, and 1605 mm for the installa-
tion angles of 0◦, 10◦, 15◦, and 30◦, respectively. Considering
the FWHM pulse width of 2 ms, an 8 m/s UCN cloud with a
width of 16 mm is produced within the width of the 30 mm
multilayer mirrors. Therefore, if we consider the actual start-
ing point of the TOF distance to be the center of mass of
the UCN cloud at their production, then the uncertainty of
the TOF origin is less than 0.6% of the TOF distance and is
considered negligible for this measurement.

For UCN detection, a 3He proportional counter (DUNia-10
produced by A. V. Strelkov) was used. The inner diame-
ter of the sample guide tube and the conversion flange is
95.5 mm, while the diameter of the aluminum window of
the detector with a thickness of 100 µm is 90 mm. To shield
the detector from background neutrons originating from the
cold neutron beam leaking from the shield upstream of the

Doppler shifter, the entire setup illustrated in Fig. 2 is covered
with 5-mm-thick B4C rubber sheets. The pulse height of the
neutron detection signal and the time from the start of the
measurement were recorded by an ADC/TDC system (Niki-
glass A3400) with a time resolution of 1 µs. A 10-µm-thick
copper film (f) was placed between collimators (b) and (c)
to prevent a frame overlap of the Doppler shifter’s 120 ms
pulses period by reflecting UCNs with velocities slower than
5.7 m/s.

The entire apparatus was evacuated using a dry roughing
pump through the vacuum outlet of the Doppler shifter it-
self, and measurements were performed in a vacuum-pressure
range of 10–30 Pa. The experiment was performed with the
MLF proton beam power of 730 kW. The UCN production
was normalized by the counts of a beam monitor located in
the VCN beam path downstream from the Doppler shifter.

B. Measurements and results

The TOFs of the transmitted UCNs were measured by
changing the installation angle of the sample guide tube
to 0◦, 10◦, 15◦, and 30◦. Incident neutrons were measured
using the setup labeled “No guide” on the lower inset
of Fig. 2. The count rate of incident UCNs was 1.53 ±
0.01 neutrons/s for 730 kW, and the count rate of UCNs de-
tected through the sample guide tube was 1.33 neutrons/s at
0◦ and 0.87 neutrons/s at 30◦, decreasing as the increasing
installation angle of the sample guide tube. Incident UCNs
were measured for 3.7 h, and UCNs through the sample
guide tube were measured for about 1 h at every angle.
The cold neutron background was measured each time the
setup was changed, with the Doppler shifter stopped and the
multilayer mirrors placed outside of the path of the inci-
dent beam. The background count rate was 0.03 neutrons/s.
Bursts of fast neutrons produced at the moment of proton
injection into the MLF target have a much higher peak flux
than UCN, and thus introduce large statistical errors when
background data are subtracted. Therefore, data in the −10 µs
to 100 µs range of proton incidence were excluded from all
analyses.

The measured TOF and the velocity distribution obtained
from the TOF and the flight distance along the optical axis
are shown in Fig. 3. Since both TOF values of the UCNs
passing through the sample guide tube and the total width of
the TOF pulses exceeded the 120 ms pulse period, the 120-ms
time window used for analysis had to be artificially introduced
into the continuous time information. Thus, the time window
of Fig. 3(a) was chosen such that the center of the velocity
distribution is 8 m/s. The velocity distribution has a peak at
8 m/s at all installation angles, but at 30◦ the peak becomes
wider and unsharp.

Figure 4 shows the transport efficiency obtained by inte-
grating the spectra from Fig. 3. Also shown are the results
of the transport calculation without surface roughness and
the best-fit results using the Lambert model and the mf-
BRDF model simulations, which will be discussed later in
Sec. III. The transmittance decreases with an increasing in-
stallation angle of the sample guide tube as shown in Fig. 4.
The UCN transmittance at 0◦ and 30◦ decreases from the
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FIG. 3. (a) TOF spectra of transmitted UCN measured without
the sample guide tube, and with the tube at different installation
angles. (b) Velocity distributions converted from (a) by using TOF
distances.

incident UCNs by factors of 0.87 and 0.57, respectively. If no
surface roughness existed and all reflections were specular,
then the average number of reflections at 0◦ and 30◦ would
be 1.1 and 6.5, respectively. As a result, in this scenario, the
average reflectivity per reflection, considering transmittance
as a power function of the number of reflections and average
reflectivity as a variable, would be 0.92. In comparison, the
energy-independent loss probability μ̄ per reflection for this
guide is as small as (2.0–3.9) × 10−4 (guide #1 in Table 3 of
Ref. [22]). Thus, this attenuation can only be explained by
considering the surface roughness.

III. ANALYSIS WITH SIMULATIONS

The off-specular scattering of UCNs in a cylindrical tube
and the resulting effects of multiple reflections were evaluated
by a simulation. We used the Lambert model and the mf-
BRDF model as UCN scattering models for explaining our
experimental results. In this section, we describe the details of

FIG. 4. Measured rate of transmitted neutrons with no guide
(a red square) and with sample guide installed at different angles
(black dots), compared to simulations with no diffuse reflection (blue
triangles), pure Lambert scattering with a probability of pL = 0.081
(orange circles), and mf-BRDF scattering combined with Lambert
scattering with a probability of pL = 0.039 (pink squares). Due to
gravity and incidence angle, UCN has to undergo between 1 and 7
specular reflections to reach the detector, reducing the transmission
compared to the no-diffusion simulation.

our simulation analysis as well as the results. The simulations
are three-dimensional (3D) Monte Carlo particle transport
calculations based on ray tracing methods that include gravity.

A. Microfacet-based BRDF model

In this model, as shown in Fig. 5, we consider the case
where parallel rays having a unit vector i as their direction
vector are incident on a surface of an object. The surface
consists of microfacets having randomly oriented unit nor-
mal vectors m. In this figure, an average height plane of
microfacets, having a unit normal vector n, is described as
the “Macrosurface” with a dashed line. We assume that the
microarea dA on the macrosurface is the area that is being
irradiated. A direction of m is then probabilistically selected,
and the unit reflection vector o is given by o = i − 2(i · m)m
according to the specular reflection. This means that the
direction of vector o − i always coincides with vector m.
Subsequently, the quantity of rays that an observer in the
direction of o obtains via a group of microfacets with m as
their normal is evaluated. This quantity is proportional to
the projected area of the microfacets that can be optically
seen by the observer, as indicated by the “projected area”
in Fig. 5. Eventually, in the case of 100% reflectivity, the
scattering probability is expressed as the ratio of the geometric
cross-section of rays arriving at the observer to that of the
incident rays.
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FIG. 5. The off-specular scattering of incident rays due to surface roughness in the mf-BRDF model [32,34].

To estimate the distribution of scattering directions of a sin-
gle particle incident on the microarea, we used the following
equation based on Ref. [32],

�o = 1

| cos θi|dA

∫ | cos θom|
| cos θm| F (θi, θm)

×{D(θm)| cos θm|}G(θi, θo, θm)d�m, (2)

where θi, θm, θo are the polar angle of the ray source direction,
microfacet normal, and outgoing direction of the particle, θom

is the angle between the vectors o and m, �o is the total re-
flected flux from the microarea, 1/(| cos θi|dA) is the incident
flux of the particle, and F is the Fresnel reflectivity of the
microfacet. D is the normal distribution function (hereafter
NDF) of the microfacet, and G is the shadowing-masking
function of the surface. Several models exist for D and G, and
in this paper, we use the Beckmann NDF. In this case, D is
expressed as follows:

D(θm) = χ+(cos θm)

πα2 cos4 θm
exp

(
− tan2 θm

α2

)
, (3)

where α is the width of the NDF (diffusion width), and χ+(x)
is the Heaviside step function. G is the shadowing-masking
function of the surface, and using the shadowing-masking
function calculated with Smith’s model for the Beckmann
NDF given in Eq. (3), we obtain

G(θi, θo, θm) =
2χ+

(
cos θim
cos θi

)
1 + erf (ai ) + 1

ai
√

π
e−a2

i

×
2χ+

(
cos θom
cos θo

)
1 + erf (ao) + 1

ao
√

π
e−a2

o
, (4)

ai = 1

α tan θi
, ao = 1

α tan θo
, (5)

where θim is the angle between the incident ray axis and the
vector m, thus θim = θom, and erf (x) is the error function.
The shadowing-masking function is the probability that the

optical axis is not interrupted by surface undulations in both
directions i and o, and rapidly approaches zero near 90◦ of
θi and θo. This term suppresses the occurrence of a reflection
axis that traces the macrosurface.

In the calculation of the scattering angle (θo, φo), the az-
imuth angle of vector i was constrained to φi = 0. In addition,
because the NDF D is expressed more simply as a function of
θm than θo, we generated random numbers of (θm, φm) pairs
using the inverse function method according to Sec. 5.2 in
Ref [32]. In this case, the direction distribution of the 3D
vector m represents axial symmetry, whereas the direction of
the vector o is concentrated around angle (θi, 0) since i and
o satisfy the relation of specular reflection with respect to
m. Therefore, we computed Eq. (2) and obtained the (θo, φo)
distribution using the Monte Carlo integration by taking into
account the following Jacobian:

d�m =
∥∥∥∥d�m

d�o

∥∥∥∥d�o = 1

4 cos θom
d�o. (6)

The Beckmann NDF is equivalent to the probability dis-
tribution of the two-dimensional (2D) slope of a microfacet
described by a 2D normal distribution with a mean zero and
isotropic. α is essentially the same as the RMS of the slope
and Eq. (3) satisfies the following equation:∫

D(θm)| cos θm|d�m = 1. (7)

From this relationship, this distribution can be regarded as
calculating the percentage of the projection area of numerous
microfacets with a slope tan θm in the microarea shown in
Fig. 5. Letting α = √

2b/w and F = G = 1, the reflected
amount �odA in Eq. (2) agrees with the macroscopic wavi-
ness described by Steyerl (Eq. (26) in Ref. [19]) for very
shallow incident angles to the surface and for the approx-
imations α � cos θi and cos θi ≈ cos θo (see Fig. 6). Also,
α = 0 gives perfect specular reflection, α = 0.01 to 0.1 vi-
sually renders a buffed metal surface, and α ≈ 1 is close to
the Lambert’s model with pL = 1 (Fig. 2.4 in Ref. [50]).
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FIG. 6. Comparison between the mf-BRDF model and a macro-
scopic waviness model described by Steyerl (Eq. (26) in Ref. [19]).
They were calculated for α = 0.001, θi = 89◦, φi = 180◦, and
φo = 0◦. In the mf-BRDF model calculation, F was set to 1, but
G was calculated exactly. The curve for the mf-BRDF model is
normalized to have an integral value of 1, and the curve for the
Steyerl’s model is normalized to the same value.

In this mf-BRDF model, scattering is determined by α

alone. The off-specular scattering can therefore be modeled by
an α estimated by the normal vector distribution of the rough
surface measured with an atomic force microscope (AFM) or
similar instrument at the scale of the UCN wavelength. To
evaluate α, we cut out a piece of a guide tube fabricated by the
same process as the sample guide tube and observed its sur-
face using AFM. We observed the sample in two measurement
ranges, measuring several different locations on the surface
in each setting. The measurement ranges were 2 µm × 2 µm
and 10 µm × 10 µm, with a resolution of 7.8 nm and 39 nm
(256 × 256 pixels), and the number of measured locations
was 8 and 2, respectively. Figure 7(a) shows one of the re-
sults measured in a 2 µm × 2 µm view. The average RMS
of the surface roughness amplitude of eight measurements
with this scale was b = 6.4 nm, while that of two measure-
ments at 10 µm scale was b = 17 nm. As this figure shows,
there are many bumps of 20 to 30 nm in height on the guide
surface.

The mf-BRDF model is a scattering model based on
classical calculations of specular reflection. Furthermore,
within this paper, we do not take into account the dispersion
of the scattering direction due to quantum mechanical
interference of a neutron scattered by nanoscale irregularities,
and instead, we replace it with the Lambert model. In this
context, we perceive the smallest spot size, where a neutron
can stochastically arrive, as the minimal interference region-in
other words, the smallest area where we can disregard internal
structures within this modeling scheme. This size typically
amounts to λ/ cos θi, corresponding to a neutron’s momentum
perpendicular to the surface. We chose this size as a cutoff
wavelength λc for the Fourier series expansion of surface
waviness. Then, we removed the roughness at shorter

FIG. 7. (a) Image of the surface of a guide tube sample measured
by AFM. (b) Image obtained by frequency filtering to remove struc-
tures with a period of less than 128 nm from image (a).

wavelengths using Fourier filtering. Figure 7(b) shows an
example of filtering with a cutoff wavelength of λc = 128 nm.

After processing the AFM image with a cutoff, normal
vectors of each data point on the processed image were cal-
culated, and a distribution of polar angles θm was created.
Specifically, the data grid was divided into a mesh pattern
taking care to maintain surface continuity. This was achieved
by connecting the measurement points on the x–y plane in
Fig. 7 with lines along the x axis and the y axis, as well as the
45◦ diagonals from the x axis to prevent the creation of saddle
points. It should be noted that another division pattern exists,
using diagonals of 135◦ from the x axis, and these cannot
be unambiguously determined. Subsequently, for a point of
interest, we calculated the area vectors of the six surrounding
triangles in 3D space that shared this point. The summed and
normalized vector of these six was then adopted as the normal
vector m for the point. Also, we confirmed that the average of
all m values, that is the normal vector of the macrosurface, n,
coincided with the z axis with respect to all AFM data and all
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FIG. 8. The polar angle distribution of the normal vector created
from Fig. 7(b) and the fit curve using Eq. (3).

cutoff wavelength λc. Finally, we calculated the polar angle θm

of the m for each of the 256 × 256 data points and generated
its statistical distribution. The distribution of θm derived from
Fig. 7(b) is illustrated in Fig. 8. The value of α was determined
by fitting the distribution using Eq. (3).

We performed the process for 21 different cutoff values, al-
lowing us to derive the value of α corresponding to each value
of λc. We then applied this to all of the images taken, both at
the 2 µm and 10 µm scales, and calculated their averages. The
resulting λc dependence of α is shown in Fig. 9. It is worth
noting that the data plots show plateaus at short λc due to the
limit of spatial resolution of AFM and drops at long λc due to
the limit of frequency resolution in the Fourier transform. We
eliminated both ends of these data plots.

As depicted in Fig. 8, the Beckmann distribution does not
perfectly align with the actual θm distribution, showing a more
rapid decay in the region of larger θm. Nevertheless, in this
figure case, the average polar angle of the normal vectors,

FIG. 9. Variations of α with respect to λc and the fitted power
function. The datasets used for the fit are shown in color and with
open brackets.

〈θm〉, is 〈θm〉data = 0.084 rad for the actual distribution and
〈θm〉fit = 0.072 rad for the fit function, a good agreement,
although it is 14% lower. For the data points presented in
Fig. 9, which were provided by averaging several analyses, the
shortfall of 〈θm〉fit relative to 〈θm〉data is at most 17% and 24%
for the 2 and 10 µm scales, respectively. Thus, the Beckmann
distribution provides a good approximation of the actual slope
distribution if one allows for the normal distribution to be
centered by approximately 20% relative to reality.

The discrepancy in distribution shape is likely due to the
Beckmann model’s approach of independently and stochasti-
cally determining only the slope of a local surface, without
considering the continuity of the overall microsurfaces. Al-
though this discrepancy could be mitigated by using later
models that treat a rough surface as a continuous curved
surface [32,33], we opted to use the Beckmann distribution
in our initial step of modeling the large surface waviness.
This decision was made because these improved models are
more mathematical and the physical interpretation of their
roughness parameter is difficult to understand.

Referring to Refs. [51,52], the RMS slope, represented
by α, can be estimated from a power function of the cutoff
frequency in Fourier analysis applied to self-affine surfaces.
Thus, the data points were fitted with the following power
function:

α(λc) = aλ b
c . (8)

The fit results are a = 0.74 ± 0.19 and b = −0.46 ± 0.05.
The α(λc) obtained in this way was used in the simulation.

The mf-BRDF model was implemented in the simulation
by loading precomputed 2D histograms of scattering angle
distributions (θo, φo). A total of 9 000 histograms were created
by changing the incident angle θi from 0◦ to 89◦ in 1◦ steps
and the width α from 0 to 0.198 with steps of 0.002. The
angular resolution of the histograms is 1◦ for both θo and φo.
Upon reflection, the histogram corresponding to θi and α was
selected, and the scattering angles (θo, φo) were determined
using random numbers derived from the histogram.

B. Comparison of experimental results with transport
calculations using reflection models

In the simulation, UCNs were generated so that the velocity
distribution of neutrons incident on the guide tube matches
that of the no-guide measurement in Fig. 3. The results were
normalized to the integrated value of the no-guide measure-
ment. The coefficient η for loss per bounce was set to 2.2 ×
10−4 based on measurements using the same sample guide
[22]. However, since the loss rate due to this effect is 10−3–
10−4 in transmittance in our experiments, this contribution
is negligible. In our off-specular scattering algorithm, first,
the direction of the reflection vector o was determined as de-
scribed above. Subsequently, the normal vector m was derived
from the vector o using the formula m = (o − i)/|o − i| (see
Fig. 5). Next, it was determined whether a UCN was reflected
or transmitted (lost) by the Fermi potential in relation to the
normal vector m, or if it was lost due to the loss per bounce
effect. Additionally, the reflected UCN was diffused by
the Lambert model with the selection probability pL. Finally,
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FIG. 10. Comparison of velocity distribution shapes between experiment and simulation: simulations with the Lambert model alone with
pL = 0.081 (top), simulations combining the mf-BRDF model with the Lambert model with pL = 0.039 (bottom). Each figure is accompanied
by the χ 2/ndf values computed from their respective measured and simulated data sets.

the undiffused UCN was reflected in the direction of the
vector o.

As shown by the blue triangles in Fig. 4, the transport ef-
ficiency calculated without surface roughness is independent
of the installation angle of the guide tube. The transport ef-
ficiency in the no-roughness simulation is reduced compared
to the no-guide measurement due to the reduction in diameter
between the sample guide tube and detector window. How-
ever, even at an angle of 0◦, this simulated efficiency is still
larger than that of the measurement. The transport efficiencies
at a 0◦ angle for the two models considering surface roughness
described below are in agreement with the experiment.

In performing simulations considering surface roughness,
we first attempted to reproduce the measured transport effi-
ciency by using the Lambert model alone. A least squares fit
with pL as a free parameter was performed, and the result
is shown in Fig. 4 as orange circles with dotted lines. The
best-fit value for the scattering probability of the Lambert
model was pL = 0.081 ± 0.003 and χ2/ndf = 11. The trans-
port efficiency decreased monotonically as the installation
angle increased, and especially at 10◦ and 15◦, the transport
efficiency deviated significantly from the experimental results.
Therefore, this model could not explain the present experi-
mental results.

A least-squares fit to the measured transport efficiency us-
ing a simulation with the mf-BRDF model combined with the
Lambert model is shown by the pink squares with dashed lines
in Fig. 4, where pL = 0.039 ± 0.003 was found as the best

fit. The result is in good agreement with the value pL = 0.03
to 0.05 estimated in our previous work [13]. Since α was
derived from AFM observations, only pL was considered as
a free parameter in this fit. Its χ2/ndf = 2.1 indicates that the
simulated transport efficiency and the experimental results are
in good agreement.

The TOF profiles calculated using the best-fit results de-
scribed above were transformed into velocity distributions
using the analytical procedure described in Sec. II, and they
are compared in Fig. 10 with the measured results shown in
Fig. 3(b). The χ2/ndf values obtained from the histograms
of the measurement and simulation are also included in
each figure. The integral of the distribution for each simu-
lation corresponds to the data points shown in Fig. 4. The
calculation considering the mf-BRDF model reproduces all
velocity distributions well with χ2/ndf < 2.6. The χ2/ndf
values were better by 2 compared to the Lambert model alone
for the installation angles larger than 10◦. In particular, the
mf-BRDF model reproduces the measured distribution shape
very well at an installation angle of 30◦. This is because,
unlike the Lambert model in which the specular reflection
component remains unchanged, in the mf-BRDF model all
specular reflections are diffused lobelike. The increase in lo-
belike reflections increases the number of UCN incidents on
the wall at speeds above the critical velocity of total reflection
of 6.3 m/s for the NiP, resulting in a significant increase in
loss. This explains the sharp drop in the transport efficiency at
the installation angles of 15◦ and 30◦.
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FIG. 11. Reduction in the transport efficiency of UCN at a veloc-
ity of 5 m/s with various diffuse scattering models as the length of
the guide tube is extended. In panel (a), the UCN returned to the inlet
is assumed to be completely lost (open inlet). The statistical errors
are smaller than those of the markers. In panel (b), the calculation
is performed under the condition that the UCN returned to the inlet is
reflected by an NiP mirror (closed inlet). Refer to the text for details
of the calculation settings.

IV. DISCUSSIONS

The mf-BRDF model reproduced the UCN reflection from
the guide tube of the TUCAN experiment with very good
accuracy. Therefore, to estimate the UCN transport efficiency
of the TUCAN nEDM experiment, we performed transport
calculations assuming a straight extension of the length of
the sample guide tube up to 12 m in 1 m increments. In this
calculation, UCN with a velocity of 5 m/s injected by the
cosine distribution law was transported, and realistic joints of
the tubes were ignored to focus only on the effect of UCN
diffusion. Figure 11 shows the results of the calculations. The
calculations were performed for the case of complete UCN
loss at the entrance of the tube [open inlet in Fig. 11(a)] and
the case of complete reflection [closed inlet in Fig. 11(b)].
The main cause of UCN loss was the backscattering in the
former case and the loss per bounce effect in the latter case.
To evaluate the transport efficiency taking into account
the mf-BRDF model, we performed a least squares fit using
the Lambert model alone for transport calculations over a
range of lengths greater than 6 m. This estimate resulted in
a value of pL that yielded the same transport efficiency.

For the open inlet, the decrease in transport efficiency with
increasing transport distance using the mf-BRDF combined
with the Lambert model with pL = 0.039 (the mf-BRDF-

Lambert model) almost closely aligns with the pure Lambert
model with pL = 0.048, as shown in Fig. 11(a). This pL

value is significantly smaller than the one of 0.081 derived
in Sec. III B. The reason for this is that the TUCAN guide
simulation uses 5 m/s UCNs, which are totally reflectable,
whereas the J-PARC experiment uses faster neutrons that are
vertically incident and do not reflect. The random surface
waviness of the guide tube produces an increase in loss,
�pL = 0.009, in terms of the Lambert model. This is also
supported by the good agreement between the transport ef-
ficiency of the mf-BRDF model alone and the pure Lambert
model with pL = 0.010, as shown in the same figure. When
the data for the mf-BRDF-Lambert model were fitted with
Eq. (1), it yielded f = 0.074, which is about twice the value
of the scattering probability set for the Lambert model in the
simulation.

For the closed inlet shown in Fig. 11(b), the transmission
attenuations for the mf-BRDF model alone and the pure Lam-
bert model with pL = 0.012 are almost identical, while the
value of pL consistent with the mf-BRDF-Lambert model is
0.044. Hence, in this case, the surface waviness of the sample
guide tube causes only �pL = 0.005. The mf-BRDF model
induces a slight deviation in the direction of scattered UCNs
away from the specular direction, whereas the Lambert model
scatters UCNs in all directions. As a result, when UCNs are
scattered by both models for a long time, the directional mo-
tion unique to the mf-BRDF model is expected to gradually
fade away, and the UCN motion direction is anticipated to
become completely diffusive. In the case where the UCN inlet
is closed by an NiP mirror, UCNs remain in the guide tube for
a longer period compared to the open inlet because backscat-
tered UCNs are reflected back at the inlet. Consequently,
in these calculations, the direction of UCN motion would
be more randomized, and the contribution of the mf-BRDF
model would be weakened.

Recent UCN sources are designed to store UCNs, but in-
evitably, there is UCN loss due to up-scattering or nuclear
absorption [13,38]. Consequently, they can generally be con-
sidered to lie between the open and closed inlet cases. In
any case, it is assumed that the UCN loss in the guide tubes,
produced by the combination of surface roughness from pol-
ishing by Irving Polishing & Manufacturing Inc. and coating
by Chem Processing Inc. which we are planning to use for the
TUCAN experiment, is dominated by Lambertian diffusion
caused by surface microstructure rather than surface waviness.
Therefore, the removal of microstructure is a priority issue.
However, since surface waviness alone also causes a reduction
in transport efficiency as large as that of the Lambert model
with pL = 0.01, it must eventually be eliminated as well.

Our model uses α values determined from AFM mea-
surements and pL values obtained from experiments. The
scattering probability of the Lambert model, pL, is a free
parameter and is not determined from the images observed
by the AFM. This is because the roughness of the guide tubes
used in the experiment is large with an RMS amplitude of b =
6.4–17 nm, and there is no scattering model that can directly
describe this surface at any scale [19,27]. For example, if the
RMS amplitude is about b = 1 nm, then it can be described
by the MR model as it was reported by [25]. In the future,
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the description of UCN scattering by structures smaller than
the incident wavelength, which was ignored in the present
modeling, could be achieved by analytical calculations using
the DWBA [20,28,29] or by a direct numerical calculation of
wave equations relying on the processing power of a com-
puter. By combining the results with the mf-BRDF model,
as in a two-scale reflectance model of light [53], it could be
possible to describe the UCN scattering including the effect
of waviness from an appropriate AFM image.

V. CONCLUSIONS

We have performed transport experiments of pulsed UCN
beams at BL05 in J-PARC/MLF to search for a model that can
accurately describe the UCN transport for a typical guide tube,
including the off-specular scattering. The measured guide
tube was fabricated by an aluminum structure with NiP plat-
ing as used in many UCN experiments. In the experiments,
pulsed UCN beams with divergence angles of ±6◦ or less
were injected into a UCN guide tube with an internal diameter
of 95.5 mm and a length of 1000 mm installed at angles of
0◦, 10◦, 15◦, and 30◦ relative to the incident direction. The
decrease in transport efficiency and the deformation of the
TOF spectrum as increasing angles were measured. A least-
squares fit to the measured UCN transport efficiencies was
performed using simulations implementing the Lambertian
diffusion with the diffusion probability pL set as a free param-
eter, and the result was pL = 0.081 ± 0.003 at χ2/ndf = 11.
For the degree of consistency between the shape of the mea-
sured and simulated TOF spectra, the results were χ2/ndf =
3.1–4.9 for angles larger than 10◦. Therefore, the measured
results were not explained by the Lambert model.

We developed a new UCN scattering model based on
AFM measurements to explain the experimental results. In
our model, surface waviness larger than the UCN wavelength
is extracted by Fourier analysis, and the distribution of the
surface normals is incorporated into an mf-BRDF model
based on geometrical optics. The scattering from the surface
waviness is described by the mf-BRDF model, and the scat-
tering from smaller structures and other factors is described
by the Lambert model. pL was set as a free parameter again,
and fitting the model simulation to the measured transport
efficiency yielded pL = 0.039 ± 0.003 at χ2/ndf = 2.1. The
TOF shapes calculated using this value were consistent with
the measured TOF with χ2/ndf < 2.6, and the χ2/ndf values
were better by 2 than the Lambert model alone for instal-
lation angles larger than 10◦. Therefore, we have succeeded
in finding a model that reproduces the transport efficiency of
NiP-plated aluminum UCN guide tubes and the off-specular
scattering on their surfaces well.

In the transport calculations with a 12-m-long guide tube
and an incident UCN velocity of 5 m/s, the reduction in trans-
port efficiency due to the surface waviness was estimated to be
comparable to the Lambert model with pL ≈ 0.01. Therefore,
polishing the smaller structures rather than the surface wavi-
ness was found to be the priority issue for this guide tube.
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