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Revealing the strength of three-nucleon interactions with the proposed Einstein Telescope
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Nuclear systems, ranging from atomic nuclei to dense matter probed in neutron stars, are governed by strong
interactions. Three-nucleon forces have been found to be a crucial ingredient for the reliable description of
these systems. Here, we explore how astrophysical data on neutron stars and their mergers from current and
next-generation observatories will enable us to distinguish nuclear Hamiltonians. In particular, we investigate two
different nuclear Hamiltonians that have been adjusted to reproduce two-nucleon scattering data and properties of
light nuclei, but differ in the three-nucleon interactions among neutrons. We find that no significant constraints
can be obtained from current data, but that the proposed Einstein Telescope could provide strong evidence to
distinguish among these Hamiltonians.
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I. INTRODUCTION

Neutron stars (NSs) are among the most extreme objects
in the universe [1–4] and contain observable matter at the
highest densities realized anywhere in nature. Inside NSs,
densities up to several times the nuclear saturation density
corresponding to ρsat ≈ 2.7 × 1014 g cm−3 can be reached.
However, the structural properties of typical NSs, i.e., their
masses, radii, and deformabilities, are determined to a large
extent by dense matter up to 2–3 ρsat. At these densities,
neutron-star matter consists mainly of neutrons and protons
whose microscopic interactions determine the macroscopic
properties of NSs. The macroscopic NS properties can, in
turn, be extracted from analyses of data from astrophysical
observations, for example gravitational wave (GW) [5–7] and
electromagnetic (EM) signals [8–12] from NS mergers, or
EM observations of isolated NSs, e.g., from the Neutron Star
Interior Composition Explorer (NICER) [13–16]. Hence, by
comparing predictions of theoretical models for dense nuclear
matter and astrophysical data on typical neutron stars, one can
infer properties of microscopic nuclear interactions.

In the previous decade, tremendous progress has been
made in calculating the properties of nuclear systems from
microscopic nuclear theory. This progress was driven mainly
by the development of systematic interactions from chiral
effective field theory (EFT) [17,18] as well as improvements
to many-body computational methods. These methods solve
the many-body Schrödinger equation numerically for a system
described by a nuclear Hamiltonian that entails the kinetic
energy of the particles as well as their interactions, H =
T + VNN + V3N + · · · , where VNN denotes two-nucleon (NN)

interactions, V3N denotes three-nucleon (3N) interactions, and
the dots indicate additional many-body forces. Calculations
of properties of atomic nuclei and isotopic chains [19,20] and
studies of nuclear matter [21–23] have shown that 3N interac-
tions are an important ingredient in nuclear Hamiltonians and
crucial to accurately describe data.

In chiral EFT, 3N interactions are usually constructed to
reproduce properties of light nuclei [24–26] and then used to
study heavier atomic nuclei and neutron-rich matter relevant
for astrophysics. The latter requires the extrapolation of these
interactions from nearly symmetric to almost pure neutron
systems, which might suffer from systematics if interactions
among neutrons are poorly constrained. Hence, it is desirable
to investigate if one can constrain these interactions directly
in neutron-rich systems. In this paper, we examine how well
we can distinguish between nuclear Hamiltonians that include
different 3N interactions by analyzing GW signals of NS
mergers, fully taking into account present uncertainties in
nuclear theory. We probe how different tidal properties, due to
the different 3N contributions, can be extracted from a catalog
of synthetic signals as observed in future third-generation
detectors, e.g., the Einstein Telescope (ET) [27,28].

II. METHODS

A. Equations of state for different three-nucleon interactions

To analyze the impact of 3N interactions on the equation of
state (EOS) of NSs, we follow Ref. [29] and construct two
EOS sets constrained by auxiliary field diffusion Monte Carlo
calculations [30–32] of pure neutron matter for two local
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Hamiltonians from chiral EFT [33–35]. These Hamiltonians
differ in their 3N interactions in pure neutron matter [the
interactions of Ref. [35] named two-pion exchange (TPE)
and VE ,1

1], but they give a similar description in atomic
nuclei [36].

The difference in the neutron-matter description originates
from regulator artifacts in the EOS due to the 3N contact inter-
action VE [35]. In pure neutron matter, without any regulators,
the TPE interaction is the only 3N contribution because the
shorter-range one-pion-exchange–contact interaction VD and
3N contact VE vanish due to their spin-isospin structure and
the Pauli principle, respectively [37]. However, when local
regulators are applied, the contact interactions acquire a finite
range and start to contribute also to pure neutron systems
[35,38]. Here, we use these regulator artifacts to our advantage
to test the sensitivity of the EOS to different 3N interactions.2

The first Hamiltonian only contains the TPE interaction, while
the second Hamiltonian additionally contains a repulsive 3N
contact piece with the identity operator, VE ,1.

For both Hamiltonians, we calculate the EOS up to 2 ρsat

and estimate the truncation uncertainties according to the
description used in Ref. [35]. We stress that this choice for
the upper EFT density is less conservative but will enable us
to demonstrate more clearly the impact of third-generation
detectors. We extend these calculations to beta equilibrium
and include a crust following the description of Ref. [39].
This crust model includes EFT uncertainties. We translate this
to a band in the density–speed-of-sound plane from which
we sample 3000 low-density EOSs for each Hamiltonian. For
simplicity, we refer to the two sets as TPE and VE ,1, too. We
can then extend each of them to higher densities using the
speed-of-sound extrapolation scheme introduced in Ref. [29].
For the extension, the prior in the radius of a typical 1.4M�
NS is “natural,” i.e., we directly use the generated EOSs as
prior and do not postselect EOSs to generate a certain prior
shape. Hence, both EOS sets enable us to explore the impact
of different 3N interaction strengths while taking into account
all theoretical uncertainties.

Including these uncertainties is key in answering the
question of whether current and future observations can dis-
tinguish between nuclear Hamiltonians and, in our case, can
reveal the strength of 3N interactions. First, uncertainties in
the nuclear EOS are not solely originating from unknown 3N
interactions, which is reflected by the truncation uncertainty
separately estimated for each Hamiltonian employed here.
Second, at higher densities in the core of NSs, a description
in terms of nucleonic degrees of freedom alone might fail
as exotic forms of matter might appear. Using the speed-
of-sound extrapolation allows us to account for all possible
density behavior at high densities. Both uncertainties soften
the constraining power of multimessenger data but are crucial
to make robust statements about prospects of constraining
nuclear Hamiltonians.

1We do not investigate the VE ,τ interaction of Ref. [35] because it
leads to negative pressure in pure neutron matter below 2ρsat .

2In principle, these regulator artifacts can be thought of as sublead-
ing 3N contact interactions, appearing first at N4LO in chiral EFT.

Our approach, thus, differs significantly from
Refs. [40,41], which first investigated the impact of GW
measurements with current and future GW detectors on
inferring 3N forces in the nuclear Hamiltonian. In contrast
to our paper, Refs. [40,41] employed phenomenological
NN and 3N Hamiltonians and constructed a set of EOSs
by varying one parameter that quantifies the strength of
the phenomenological 3N contact potential. Here, instead,
we use two realistic nuclear Hamiltonians based on chiral
EFT that are both adjusted to reproduce experimental data
on atomic nuclei and for which we can estimate theoretical
uncertainties. Furthermore, Refs. [40,41] assumed their
nuclear models to be valid throughout the whole density
range of NSs, neglecting the possibility of changes to the
high-density equation of state due to novel phases of matter.
We, instead, include such uncertainties by using a general
EOS extension scheme. Finally, they assumed a noise-free
realization of GW measurements in their injection campaign,
whereas we include detector noise.

B. Injection campaign

The EOS links to GW measurements of NS mergers due to
tidal deformations of the stars during the inspiral phase. This
leaves a characteristic imprint on the observable gravitational
waveform [42]. It is most commonly expressed by the (effec-
tive) tidal deformability

�̃ := 16

13

(M1 + 12M2)M4
1�1 + (1 ←→ 2)

(M1 + M2)5
, (1)

a mass-weighted average of both components’ tidal deforma-
bility � := 2k2R5

3M5 . Here k2 denotes the tidal Love number
which, like the radius R, depends on the EOS [43]. Together
with the component masses Mi, the EOS is therefore sufficient
to determine �̃. Conversely, M-� and M-R relations directly
map back to the EOS. Three-nucleon interactions increase
the pressure in the EOS, leading to an increase in the tidal
deformability compared to NN interactions only. As different
3N interaction models do this to a different degree, we can use
information on the tidal deformability to constrain 3N forces.
The EOSs in the VE ,1 set are stiffer at low densities due to
the additional repulsion term in the nuclear Hamiltonian. This
usually leads to a larger radius at low masses and the stars are
more susceptible to deformations, i.e., we generally expect to
observe a higher �̃ than for the softer TPE set. Four-nucleon
forces, on the other hand, have been shown to be small and
can safely be neglected [44,45]. The contour lines in Fig. 1
indicate the 50 and 90% range of both M-� and M-R relations
allowed by either EOS set.

A reanalysis of the GW transient GW170817 with re-
spect to 3N interactions proves uninformative, though (see
Appendix A for details). In principle, the EOS is linked to
EM observables, too, as it determines NS radii and, thus,
affects the properties of ejected matter. Intricate models of
this connection to EM counterparts are under development,
but current uncertainties do not allow stringent constraints
on 3N interactions. These modeling efforts will profit from
additional multimessenger events observed with the present
detector generation [46,47]. Yet event rates are highly
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FIG. 1. M-� (a) and M-R relation (b) for EOS prior and injections. Shaded bands indicate regions in prior space covered by 90 and 50%
of EOSs, respectively. The two sets are well distinguishable at low masses. As central densities and masses rise, smaller sections of the stars
are governed by the EFT regime and the parameter spaces increasingly overlap by construction. The injected EOS from each set (dashed lines)
is therefore chosen based on the �distribution at a relatively low mass of 1.2 M�. We inject the EOS from the distribution’s 50th percentile
which has a TOV mass closest to a fiducial value of 2.2 M�.

uncertain and kilonova rates are especially poorly constrained
[48–51]. We conclude that significantly improved constraints
may not be expected before future detector technology be-
comes operational [52]. In the GW sector, this refers to the
third-generation ET [27] in Europe and the proposed Cosmic
Explorer (CE) [53] in the US. We, therefore, explore synthetic
GW signals detected with ET. To that end, we choose an
example EOS for both Hamiltonians and perform a volume-
limited injection study that analyzes 20 realistic NS mergers
[3]. For each injected signal, we compare Bayesian parameter
estimation over the TPE and VE ,1 set, amounting to a total
of 80 inference runs. Subject to the population model under
consideration, the detection of 20 such systems will amount
to at least two years of observations at ET [54,55].

The injected component masses M1,2 are drawn from a
Gaussian distribution N (μ = 1.33, σ = 0.09) that is charac-
teristic for galactic binary NS (BNS) systems [3]. They cover
a range from 1.14 M� to 1.53 M�. The systems are uniformly
distributed in a comoving volume with a distance cutoff at
200 Mpc. In a larger random sample of 1000 binaries within
500 Mpc, the detections’ average chirp mass settles at this
distance near the injected distribution’s mean, indicating that
the volume is sufficiently large to characterize the underlying
distribution. We further limit our analysis to systems with a
signal-to-noise ratio (SNR) above 30. This value is sufficiently
high to expect measurements of significant tidal contribu-
tions without introducing a bias towards higher masses, where
tidal effects would again become less prominent. The di-
mensionless aligned spins χ1,2 are constrained to a uniform
distribution subject to |χi| < 0.05, as implied for realistic

sources of NS mergers [56,57]. We leave the sky location
(declination and right ascension), inclination angle θJN , or-
bital phase at coalescence φ, and polarization angle ψ totally
unconstrained.

From our two EOS sets, we select one EOS each for the
injection campaigns with 20 binaries according to the follow-
ing considerations. We naturally expect to obtain the strongest
constraints on 3N interactions from low-mass binaries be-
cause the densities explored in these systems are closer to the
densities that can comfortably be described by nucleonic mod-
els of matter. They are, therefore, more influenced by the EFT
calculations and less so by the high-density extrapolations.
Figure 1 shows how the parameter spaces of the EOS sets
largely overlap at high masses, corresponding to core densities
far beyond the breakdown of the chiral EFT approach. In order
to minimize biases resulting from the choice of injection EOS,
we base our selection on both sets’ associated � distribution
at a relatively low mass of 1.2 M�. This mass is supported by
observations and neutron star formation theories [58,59]. We
then choose to inject the EOS from each distribution’s 50th
percentile which has a Tolman-Oppenheimer-Volkoff (TOV)
mass3 closest to a fiducial value of 2.2 M�. In that sense,
the chosen EOS is representative for its EFT Hamiltonian
in a low-mass regime and it is sufficiently realistic at high
masses. We use the IMRPHENOMD_NRTIDALV2 approximant to

3The TOV mass is the limiting mass above which the neutron star
structure equations have no stable solution.

025811-3



HENRIK ROSE et al. PHYSICAL REVIEW C 108, 025811 (2023)

TABLE I. GW sampling parameters in the ET analysis. Most pri-
ors are uniform within given bounds. The declination δ is uniform in
cosine, and the luminosity distance dL is uniform within a comoving
volume of the specified dimension. The EOS prior is weighted by
the ability to support massive pulsars. Prior ranges in italics indicate
constraints that are not used as sampling parameters. Starred priors
are adjusted to the injected signal.

Parameter Symbol Prior bounds

Observational

Luminosity distance (Mpc) dL 5, 500
Inclination cos θJN −1, 1
Phase (rad) φ 0, 2π

Polarization (rad) ψ 0, π

Right ascension (rad) α 0, 2π

Declination (rad) δ −π , π

Orbital

Chirp mass (M�) M 1.20, 1.30*
Source chirp mass (M�) Ms 1.15, 1.30*
Mass ratio q 0.125, 1
Source component mass (M�) Mi,s >0.5
Aligned component spin χi −0.15, 0.15

Hyper

Equation of state EOS 1, 3000

generate a measurable gravitational wave from these param-
eters in the frequency range 30 to 2048 Hz [60]. This is then
superposed by random detector noise to simulate a realistic
GW strain in ET.

C. Parameter estimation

We analyze the resulting strain in the framework of
Bayesian inference. This makes use of Bayes’ theorem,

p(θ |d ) = L(d|θ )π (θ )

Z (d )
, with (2)

Z (d ) =
∫



L(d|θ )π (θ ) dθ, (3)

to determine a posterior distribution p(θ |d ) in the multidimen-
sional parameter space  that characterizes an event’s GW
signal. We obtain the posterior by reweighting a parameter
set’s prior probability π (θ ) by the likelihood L that the param-
eter set describes the data d . In the context of GW analyses,
we determine how well a waveform model computed from
various input parameters matches the observed GW strain.
The likelihood evaluations follow the usual matched filter
approach with the IMRPHENOMD_NRTIDALV2 approximant to
efficiently and robustly generate waveforms including tidal
effects [60]. Because this reweighting cannot be done ana-
lytically, we have to resort to a statistical approximation by
numerically sampling over . The sampling parameters that
describe the waveform space of our injection study are given
in Table I.

These include observational parameters (e.g., luminosity
distance dL, phase, inclination angles of the merger) and in-

trinsic binary parameters (e.g., chirp mass M, mass ratio,
tilts). We considerably extend the range above the injection
distribution for the luminosity distance and aligned spins in
order to avoid boundary effects from the prior distribution.
This comes at the cost of a bias towards unequal mass ratios in
the parameter estimation, though. As stated above, each EOS
uniquely defines the tidal deformabilities, which are required
as input to the waveform approximant, for any given com-
ponent mass. We can, therefore, use the EOS as a sampling
parameter that is constrained by tidal terms in the observed
waveform. The EOS prior is weighted conservatively by in-
corporating a lower bound on the TOV mass in agreement
with precise pulsar observations [61–63] (compare Fig. S1 of
Ref. [12]).

In order to reduce the significant computational cost of
waveform evaluations during the likelihood computation, we
apply a reduced-order-quadrature (ROQ) rule [64]. This re-
quires limiting the chirp mass space to 0.1 M� intervals.
ROQs apply to the observed signal and hence to mass pa-
rameters as seen in a detector frame. It is redshifted against
the source frame of the system, whose nonredshifted masses
determine the tidal effects. As we sample over chirp masses
in the source frame, we invoke a corresponding prior adapted
to the injected signal in order to avoid computational issues.
Since the chirp mass is by far the most accurately measured
quantity, the prior is still wide enough to avoid the introduc-
tion of prior-driven artifacts in the parameter estimation.

Due to this high dimensionality of the GW parameter
space, parameter estimation is a computationally challenging
problem for which we use nested sampling [65,66]. Nested
sampling algorithms aim at calculating the evidence Z and
yield the posterior en passant. We employ the implementation
of PARALLEL-BILBY with 2048 live points [67]. This is an
efficient parallelization package relying on nested sampling
routines from BILBY [65,68], with some minor modifications
to accommodate EOS sampling. The frequency range of 30 to
2048 Hz is chosen to reduce computational costs with signals
lasting less than 2 min.4 In this setting, each inference run
requires about 80 000 h of computing time.

D. Model selection

The big advantage of nested sampling is that we can use
it not only for parameter estimation, but also for model se-
lection. This relies on the observation that a higher evidence
Z can only be achieved by the more complex (i.e., with a
less compact prior π ) among two competing models if it
matches the data significantly better. Treating both models of
3N interaction beforehand as equally likely, we follow com-
mon practice to express model preference for the TPE or VE ,1

Hamiltonians by a Bayes factor BVE ,1

TPE = ZVE ,1

ZTPE
or its logarithm

lnBVE ,1

TPE = lnZVE ,1
− lnZTPE. Moreover, the strength of 3N

4While tidal effects are hardly measurable before, ET will certainly
be able to detect a GW signal below 10 Hz. From this frequency
range, most information on other GW parameters can be obtained
[69]. We discuss the consequences of this choice in Sec. III B.
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FIG. 2. Joint EOS posteriors and Bayes factors. For a TPE (left) and VE ,1 (right) injection, we show model preference as expressed by a
cumulative Bayes factor (a), color coded by the event’s SNR. While the evidence in favor of a TPE injection piles up almost linearly, some
runs with low SNR disfavor the VE ,1 set when injected. Below, we show for each injected EOS the results of parameter estimation with both
EOS sets. Joint posteriors on the observable tidal deformability � (b) and radius R (c) of a 1.4 M� NSs are displayed as a function of total
signals observed in random order. The smaller windows show the same posteriors as a probability density function (PDF) after all 20 events.

interactions is a universal property. The evidence for either
model explaining a suite of N independent observations is
given by

Z =
∫ N∏

i=1

Li(θi, EOSi )π (θi, EOSi ) dθidEOSi (4)

=
N∏

i=1

∫
Li(θi, EOSi )π (θi, EOSi ) dθidEOSi (5)

=
N∏

i=1

Zi. (6)

This has subsumed all system parameters besides the EOS in
θi. The corresponding Bayes factor

BVE ,1

TPE =
N∏

i=1

ZVE ,1,i

ZTPE,i
(7)

then expresses the statistical support for the notion that the N
systems are characterized by the VE ,1 description instead of
TPE.

We highlight that this is a statement on the EOS set and
hence the 3N interactions we explore, not on the EOS itself.
In principle, all neutron stars should be described by the same
EOS. This assumption is built into our EOS sampling because
the algorithm always tests one EOS on both stars. We may
therefore treat the EOS as a hyperparameter and derive a joint
posterior p(EOS). Its distribution after observing N systems

is given by

p(EOS) = const

∏N
i=1 pi(EOS)

π (EOS)N−1
, (8)

with pi(EOS) denoting the posterior distribution obtained
from the ith event, marginalized over all parameters
but the EOS. We can use this to define posteriors of
EOS-associated quantities, e.g., a 1.4 M� NS’s radius
R1.4 := R(EOS, M = 1.4 M�) or tidal deformability �1.4 :=
�(EOS, M = 1.4 M�). However, one needs to be cau-
tious when including this knowledge in the computation of
Bayesian evidence for either EOS model. The EOS parame-
ter space conveys present modeling uncertainties in nuclear
theory. This leads to unequal prior densities in the associated
observables. Hence, an EOS set of which only one model EOS
survives after the inference might be erroneously favored over
a set where multiple EOSs remain. We further discuss this
subtlety in Appendix B.

III. RESULTS

A. Population analysis

Combining the information from each event into a cumu-
lative EOS posterior using Eq. (8) and a joint model evidence
using Eq. (6), we obtain the results illustrated in Fig. 2. On the
left, we show the EOS posterior—expressed by the observable
tidal deformability �1.4 (middle) and the radius R1.4 (bottom)
of a fiducial 1.4 M� NS—for both EOS sets when injecting
a TPE EOS. Evidence in favor of the TPE Hamiltonian ac-
cumulates very quickly and essentially independent of further
system parameters (top). Particularly, we see no correlation
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with the color-coded SNR. We obtain lnBVE ,1

TPE = −53.5 ± 1.3
after all 20 mergers, i.e., strong preference for the injected
TPE model, although the injected EOS has only 0.04% weight
in the joint TPE posterior.

Some considerations are in order to properly interpret
these findings. As an increasing amount of observations is
made, the TPE posterior (orange) narrows down continu-
ously and the median estimate for �1.4 decreases until it
settles at �1.4,TPE = 204+4

−10 (90% CI). This falls just below
the corresponding injection value �1.4,inj = 212. In contrast,
the posterior obtained from individual runs typically overes-
timates the injected tidal deformability. This relates to our
conservative prior choice which only penalizes low TOV
masses. EOSs that allow for higher TOV masses are typi-
cally associated with higher � values, too. Individual runs are
therefore biased towards overestimates of � at any reference
mass. The joint estimate approaches a more realistic limit
only as data from more runs and a wider range of component
masses is included.

That the injection value is not recovered within 90% CI
of the joint posterior is primarily due to a systematic over-
estimate of the luminosity distance dL or, equivalently, the
redshift. The observed mass parameters are degenerate in
redshift, while � is determined by the component masses in
their source frame (i.e., not redshifted). The overestimate in
dL leads to an underestimate of these masses. Low masses
correspond to higher deformability, an effect that the sam-
pling algorithm will naturally compensate by selecting EOSs
of more compact NSs to match the measured tidal effects.
The even larger underestimate of a 1.4 M� NS’s radius with
R1.4,TPE = 10.80+0.12

−0.10 km is aided by the fact that our injection
EOS happens to exhibit the highest radius (R1.4,inj = 11.0 km)
among the EOSs that live in a narrow �band around the in-
jection value at 1.4 M�. As observations of the inspiral signal
are not radius sensitive, and we would thus expect a radius
underestimate even if we had observed a more accurate �

recovery. This highlights the fact that the NS radius and its
tidal deformability are not fully equivalent quantities.

Similar arguments apply to the overall trend in the VE ,1

posterior (blue). It overestimates the tidal deformability at
the reference mass 1.4 M� for individual runs and decreases
as we include data from additional observations. However,
the overall capability of this set to explain the injected TPE
signals is very low. The soft injection covers a low-� regime
that is only sparsely populated by the on-average stiffer VE ,1

EOSs. It requires a very peculiar extrapolation in the high-
density end for a VE ,1 EOS to soften sufficiently already for
medium-mass stars to provide decent agreement with the TPE
injection while still allowing for a sufficiently high TOV mass.
This explains the strong preference for the TPE Hamiltonian.
The tighter and better fit of the VE ,1 posterior therefore must
not be mistaken for evidence of better agreement with the
observational data. To the contrary, this indicates the narrow
range and low number of EOSs that provide a mildly plausible
description of the data. After the 13th detection, only two
EOSs populate more than 90% of the VE ,1 posterior space
and cause the apparent jumps of the observables’ median
estimate. The seemingly better agreement with the injection,

particularly for R1.4, should therefore not lead us astray: the
ET’s high resolution effectively rules out VE ,1 after a sufficient
amount of signals.

Conversely, the corresponding plot for the VE ,1 injection
on the right of Fig. 2 demonstrates a much weaker model pref-
erence at lnBVE ,1

TPE = 3.8 ± 1.3 (top, note the different scales).
This links to the fact that the TPE model naturally provides
better support for the VE ,1 set’s � distribution than vice versa:
As the VE ,1 set is characterized by higher tidal deformability
at lowest masses, the injected � values are then best matched
by EOSs in the TPE set that stiffen considerably and early
on in comparison to the full prior. These are likely to yield
high TOV masses which our prior does not penalize due to
the lack of confidently measured upper bounds, in contrast to
the softening VE ,1 EOSs in case of the TPE injection.

The six events with the lowest SNR even seem to favor the
TPE model to various degrees. A low SNR in the considered
distance range is typically related to low inclination angles.
Due to the well-known inclination-distance degeneracy, these
systems are especially prone to overestimates of the luminos-
ity distance. In the apparent source frame, component masses
appear then lower than injected. If we knew the true EOS,
we could use tidal deformability measurements to break this
degeneracy. But as we explore the EOS, these observations
erroneously indicate a soft EOS which favors the TPE model.

Nevertheless, the joint VE ,1 posterior after all runs is
at �1.4,VE ,1

= 299+10
−7 in good agreement with �1.4,inj = 300

(dashed line), while the TPE posterior overestimates it at
�1.4,TPE = 315+6

−3. Figure 3 illustrates the reason for this. It
shows the ten most likely EOSs from each set together with
the VE ,1 injection. Fainter lines correspond to subdominant
posterior contributions and background contours match the
prior ranges (90% CI) in � (left) as well as radius (right).
Since merging binaries form a distinct subpopulation of all
NSs, our injection was guided by the mass distribution of
galactic BNS systems. We see that � is best recovered around
that distribution’s mode at 1.33 M� [3]. TPE EOSs matching
this value despite their lower deformability at low mass “over-
shoot” the VE ,1 injection in the M-� plane above 1.33 M�.
That the joint TPE posterior overestimates �1.4 is therefore
indicative of the probed mass range. It does not contradict the
fact that TPE provides in general softer EOSs. The latter is
further indicated by the lower radius estimate in case of the
TPE model. Here, too, the final posterior is dominated by a
very low number of remaining EOSs.

B. Validation

As we have discussed above, the lack of symmetry in
the degree of model preference for the respective injection
is linked to our prior choice. The VE ,1 model’s ability to
reproduce the TPE injection is limited due to the prior penalty
on low TOV masses. However, there is some evidence for the
formation of a short-lived hypermassive NS in the GW170817
merger [70–73]. Its rapid collapse to a black hole would be
in conflict with the most preferred TPE EOSs in case of the
VE ,1 injection. We see in the mass-radius plot in Fig. 3 that
these EOSs mostly have TOV masses of 2.4 M� and above.
While we consider a maximum limit on the TOV mass too
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FIG. 3. M-� (a) and M-R relation (b) for EOS prior and posterior. Similar to Fig. 1, shaded bands indicate regions in prior space covered
by 90% of EOSs. We show the VE ,1 injection as a dashed line alongside the ten dominant EOSs in each set’s corresponding posterior. Note
how the tidal deformability is best constrained around the mean mass of the underlying mass distribution.

uncertain at the moment to include it in our more conserva-
tive main analysis, we acknowledge that new observations
could provide a more confident upper limit on this mass.
A corresponding penalty in the EOS prior could reduce the
erroneous TPE preference and shift the Bayes factor in favor
of the injection. We therefore reanalyze a signal with partic-
ularly poor parameter estimation in the VE ,1 injection, using
a different EOS prior that additionally penalizes TOV limits
above 2.16+0.17

−0.15 M� [70]. This step does not significantly im-
prove the VE ,1 estimation for observable parameters, while it
does lead to a modified EOS posterior. The TPE sampling,
in contrast, does not converge within acceptable runtime
because the adjusted prior effectively outlaws EOSs that pre-
viously provided suitable waveform descriptions. This makes
it much harder for the nested sampling algorithm to find
parameters with better likelihood. Enforcing convergence by
allocating significantly more computing resources would cer-
tainly have removed the model preference for TPE against the
injection.

Significantly better data will be available in real obser-
vations. We based our analysis on observations above 30 Hz
where tidal effects begin to contribute. Inference on the full
detection band would have further increased the high compu-
tational cost of this study by orders of magnitude. The mass
and spin parameters of a compact binary, however, are best
determined at 5 to 9 Hz in ET [69]. Measuring them with high
precision in this range would naturally constrain the inference
of other parameters, too. Similarly, a signal recorded by a
GW detector network or even identified in optical counterparts
would constrain the sky localization to be much tighter. To
mimic these effects, we reanalyze the same signal with our
usual priors, but under the assumption that (a) mass param-

eters and sky location were tightly constrained, as expected
from a full bandwidth detection in a GW detector network,
and (b) the luminosity distance was known to high precision,
as expected from the identification of the host galaxy to an
EM counterpart.

Figure 4 shows that option (a) already leads to a more
accurate description of the tidal effects. In our original anal-
ysis, the distance overestimate drives the EOS sets to EOSs
with lower tidal deformability to counter the underestimate
in the (redshifted) source-frame mass parameters. These are
associated with more compact neutron stars that typically have
a lower TOV limit. Because our prior penalizes low TOV
limits, good waveform fits had previously worse prior support,
particularly for VE ,1. Properly identifying the detected mass
within narrow margins of 0.01 M� reduces this source of
uncertainty considerably and resolves the erroneous model
preference for TPE against the injected VE ,1 EOS. Constrain-
ing the luminosity distance even further in (b), for instance by
identifying a host galaxy, does not improve the estimation of
other parameters and in particular �̃. These findings support
the conclusion that realistic GW detections in the ET era with
improved priors from upcoming detections will be capable of
quickly distinguishing 3N interactions.

C. Discussion

Our analysis comes with some caveats. First, Ref. [74] has
shown in a comparable framework how systematic errors in
available waveform approximants affect the determination of
tidal effects. Given the greatly increased sensitivity of ET
and the prospect of advances in waveform modeling in the

025811-7



HENRIK ROSE et al. PHYSICAL REVIEW C 108, 025811 (2023)

FIG. 4. Selected posteriors with adapted priors. We show the posteriors for the EOS indices (left), the associated tidal deformability
(center), and luminosity distance (right) in our original setup (top), with tightly constrained mass parameters as expected from realistic network
operation (middle), and with known distance as expected from the localization of an EM counterpart (bottom). The fainter lines in the EOS
plots indicate the indices’ prior weight. Note how the distance estimate and the tidal description improve when assuming knowledge on the
mass parameters. Further limiting the luminosity distance does not improve the quality of other parameters.

upcoming years, we are optimistic that these uncertainties will
be reduced significantly when analyzing future detections.

Second, we have drawn the component masses from a
N (μ = 1.33, σ = 0.09)-distributed population. In principle,
the impact of three-nucleon interactions on the observable
structure is strongest for low masses, and high-mass systems
will be less constraining. The relatively tight distribution from
which we have drawn masses is based on observations of
close NS binaries in the milky way. Its difference to the
mass distribution of isolated NSs indicates peculiar forma-

tion channels which benefit our paper [75]. The fact that
the only other confidently measured NS merger GW190425
contained at least one component with significantly higher
masses could indicate selection effects in current radio sur-
veys and the underestimation of other formation channels in
population evolution studies [76,77]. Nevertheless, a higher
fraction of massive NSs does not harm our analysis: It would
only take longer to reach a desired level of confidence with
less constraining high-mass mergers. Moreover, for the low-
to medium-mass range of our paper, we found the quality of

025811-8



REVEALING THE STRENGTH OF THREE-NUCLEON … PHYSICAL REVIEW C 108, 025811 (2023)

the strain (i.e., SNR) to outweigh effects due to the component
masses.

Third, our analysis naturally depends on the true EOS, too.
If it exhibited extremely low (or high) tidal effects that the
VE ,1 (or TPE) model cannot reproduce, the amount of detec-
tions necessary to reach a desired level of model preference
will drastically reduce. If, by contrast, the true EOS covered
just the middle of both models’ associated M-� space, a
misidentification could only be avoided by studying extremely
low-mass systems or by employing more advanced modeling.

IV. CONCLUSIONS

We have performed an ET injection study to investigate
if future GW observations can help to constrain the nuclear
Hamiltonian in NS matter. For our TPE and VE ,1 injection
choices, constrained by chiral EFT at low densities and obser-
vations at high densities, we have found lnBVE ,1

TPE = −53.5 ±
1.3 and 3.8 ± 1.3, respectively. The strength of model prefer-
ence will naturally change for more or less extreme EOSs as
well as for denser EOS sets.

These outcomes need to be seen in context of computa-
tional limitations and our rather conservative approach. We
performed inference on the frequency domain above 30 Hz
to limit this study’s computational cost. While tidal terms
are hardly distinguishable below, this has in fact cut the
most promising information on the mass parameters which
contribute most information in ET around 5 to 9 Hz [69].
Additionally, we have only taken a detection by ET alone
into consideration. Network operation with CE and other
GW detectors as well as sky localization by detection of
EM counterparts would greatly improve inference on GW
parameters, including the luminosity distance, under realistic
conditions and reduce the observed bias towards the TPE
model. Moreover, upper limits on the TOV mass will be
refined by further multimessenger detections of NS mergers.
We can therefore be optimistic to achieve significantly better
constraints in actual science runs. That we have not recovered
our injected EOSs in our inference runs, but closely similar
models, reminds us that we only probe the limited mass range
of merging NSs. While we will be able to mitigate some
systematic effects by taking into account other aspects of the
expected multimessenger signals, we cannot expect to fully
recover our injections.

However, even under our conservative assumptions, we
found clear evidence in support of either injected Hamilto-
nian, particularly when considering the systems with high
SNR. This suggests that observations with third generation
GW detectors alone will be able to amass the required data
to decisively distinguish nuclear Hamiltonians. Joint detec-
tions then reduce the amount of necessary events to surpass
a desired level of confidence, underlining the potential of
multimessenger astronomy to inform nuclear theory. Natu-
rally, if the true EOS proves more extreme, our results will
be more constraining than if the true EOS can be described
well by either Hamiltonian. Notwithstanding, our approach is
not limited to 3N interactions but can in principle be used to
constrain other parts of the Hamiltonian, too.
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TABLE II. GW sampling parameters in GW170817 analysis.
Most priors are uniform within given bounds. Luminosity distance
dL is uniform within a comoving volume of the specified radial
dimension. The EOS prior is weighted by the ability to support mass
constraints from high-mass pulsars, NICER observations, and the
kilonova observations that suggested the formation of a hypermas-
sive NS. The component mass prior indicates a constraint that is not
used as a sampling parameter.

parameter symbol prior bounds

Observational

Luminosity distance [Mpc] dL 1, 75
inclination cos θJN −1, 1
phase [rad] φ 0, 2π

polarization [rad] ψ 0, π

right ascension [rad] α 3.44616 (exact)
declination [rad] δ −0.408084 (exact)

Orbital

chirp mass [M�] M 1.18, 1.21
mass ratio q 0.125, 1
component mass [M�] Mi >1.0
aligned component spin χi −0.15, 0.15

Hyper

Equation of State EOS 1, 3000
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FIG. 5. Important system parameters for GW170817. We show a corner plot of (in reading direction) chirp mass, EOS index, mass ratio,
tidal deformability, and luminosity distance. The blue contours represent the VE ,1recovery. A TPE recovery is not included because the low
information gain in the EOS posterior (as indicated by the marginal deviation from the prior, shown in the corresponding histogram as a faint
line) suggests that no constraints can be won. Dashed lines in the top histograms mark the 90% CI, and contours indicate 1σ , 2σ , and 3σ

confidence levels in the 2D histograms.

APPENDIX A: REANALYSIS OF GW170817

For a reanalysis of GW170817 [78], we use the available
information on the gamma-ray burst afterglow and kilonova,
motivating the modified prior distribution given in Table II.
We also use a more informative EOS prior that is weighted by
minimum mass constraints from precise pulsar observations
[61–63,79], evidence for the formation of a hypermassive
neutron star in the merger [70,71], and NICER analysis of
millisecond pulsars [13–16]. Each measurement is assumed to
be subject to Gaussian errors characterized by the respectively
published uncertainty.

Figure 5 displays the recovered spread of several key
parameters which are consistent with the original findings
and recent reanalysis [5,80]. The luminosity distance peaks
sharply near 46 Mpc, matching the spread in source chirp
mass. This is slightly lower than originally reported. We can

associate this effect with the wide spread of mass ratios,
falling even below 0.6. The low mass ratios correspond to
the extended prior range for the aligned spin components in
comparison with Ref. [5] that considered the case |χi| < 0.05.
Since we find the spins (not shown) to deviate only slightly
from the prior distribution and to be strongly anticorrelated,
we conclude that there is no evidence for significant spin ef-
fects. The tidal deformability is relatively tightly constrained,
falling way below the limits in nuclear-physics agnostic anal-
ysis of the original discovery [6,7,81] and matching findings
of 80 � �̃ � 580 in a similar chiral EFT framework [29].
This is a prior-driven conclusion, though, and we find that
the EOS distribution has hardly relaxed from the prior. This
is due to the fact that GW170817 and chiral EFT up to
2ρsat provide similar information on the EOS [82]. Since this
run at the upper limit of plausible deformabilities is unin-
formative, no better constraints can be expected from a TPE
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recovery on these data. This analysis does, therefore, suggest
no preference for any particular realization of 3N interactions.
Other GW detections with neutron stars have so far proven
even less informative with respect to tidal effects. Further
measurements of NS mergers are expected in the next ob-
serving runs, but current population models make it unlikely
that these include signals that are considerably stronger than
GW170817.

APPENDIX B: COMPUTATION OF EVIDENCE

Equation (6) does not incorporate the fact that all neutron
stars should be described by only one EOS. Including this
knowledge leads to a slightly different expression for the
resulting evidence:

Z =
∫ N∏

i=1

Li(θi, EOSi )π (θi, EOSi )

× δ(EOSi − EOS1) dθi dEOSi (B1)

=
∫ N∏

i=1

Li(θi, EOS)π (θi, EOS) dθi dEOS (B2)

=
∫ N∏

i=1

Zi pi(EOS) dEOS (B3)

=
N∏

j=1

Z j

∫ N∏
i=1

pi(EOS) dEOS. (B4)

However, this prescription is misleading for the purpose of
selecting among competing nuclear models. Consider, for
instance, a segment of � space at relatively low mass that
is only approximately met by a single TPE EOS, whereas
multiple VE ,1 EOSs provide similarly good agreement with
observations. This would naturally happen if VE ,1 described
the true EOS, independent of the total number of EOSs in each
set. After some mergers with near-solar-mass NSs, Eq. (B4)
would still suggest model preference for the inappropriate
TPE description because it matches the expectation of a single
true EOS better.

We see this effect in Fig. 6. The model preference in case
of the TPE injection reduces massively. Even more prominent
is the effect for the tenth event in case of the VE ,1 injection. In
our analysis, it leads to a reduction of the cumulative Bayes
factor because of the distance overestimate which suggests
lower component masses in the source frame. If, however, we
include the demand that all observations should be explained

FIG. 6. Comparison of Bayes factors. Bayes factors as in Fig. 2,
using Eq. (6) (a) and Eq. (B4) (b), respectively. Note the different
scales. For the TPE (top) injection, the model preference becomes
less decisive and the inclusion of some runs favors the VE ,1 model
when assuming that all observations result from the same EOS. For
the VE ,1 injection (bottom), the overall model preference remains
nearly constant, while the contribution of some runs varies greatly.

by the same EOS, we observe that the same detection has the
opposite effect. This traces back to the circumstance that this
system contained the most massive primary star and the sec-
ond highest chirp mass in our sample. It therefore probes a low
� regime that is not probed by other measurements. While
the effects of a distance overestimate as discussed above favor
the TPE model in this individual run, there are virtually no
remaining TPE EOSs that agree decently with data from the
lower-mass detections, too.
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