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Impact of level densities and γ-strength functions on r-process simulations
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Studies attempting to quantify the sensitivity of the r-process abundances to nuclear input have to cope with
the fact that the theoretical models they rely on, rarely come with confidence intervals. This problem has been
dealt with by either estimating these intervals and propagating them statistically to the final abundances using
reaction networks within simplified astrophysical models, or by running more realistic astrophysical simulations
using different nuclear-physics models consistently for all the involved nuclei. Both of these approaches have
their strengths and weaknesses. In this work, we run r-process calculations for five trajectories using 49 different
neutron-capture rate models. Our results shed light on the importance of taking into account shell effects and
pairing correlations in the network calculations.
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I. INTRODUCTION

The origin of elements heavier than iron in the solar system
can be attributed to three main production mechanisms, the p,
the s and the r processes [1,2]. While the first one is only re-
sponsible for the creation of some few, proton-rich nuclei, the
latter two are each responsible for about 50% of the final solar
abundances. The r process stands for rapid neutron-capture
process, involves very high neutron densities (�1020 cm−3)
and the neutron flux lasts for less than a second. Within the
timescale of the r process, the neutron-capture rate is usually
higher than the β-decay rate, making it possible to reach very
exotic and neutron-rich nuclei up to the neutron drip line.
During the r process, material will pile up at A ≈ 80, 130 and
195 due to the high neutron flux as well as the neutron closed
shells at N = 50, 82, 126.

The r-process sites have been a mystery for many years.
The recent observation of the GW170817 gravitational waves
event [3] from a neutron star merger (NSM) followed by its
electromagnetic counterpart (e.g., Ref. [4]) provided observa-
tional evidence that heavy elements indeed are produced in
these cataclysmic astrophysical events. Many other sites have
been proposed over the years, such as prompt core-collapse
supernovae, collapsars and the reheating of supernova ejecta
by neutrinos (neutrino-driven wind, NDW), see e.g. Ref. [5]
for a review.

The r process may happen under different astrophysical
conditions and can be categorized as either hot or cold. The
hot r process happens in environments with temperatures
above a few GK. When temperatures exceed ≈2.0 GK the
photo-disintegration rate wins over the β-decay rate and one
reaches an (n, γ ) � (γ , n) equilibrium, where only temper-
ature, neutron abundance and irradiation time, the neutron
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separation energy Sn of the involved nuclei, their β-delayed
neutron emissions and β decay rates are important for the
final abundances [6]. If the r process instead happens mostly
at colder temperatures, then other nuclear properties such as
fission properties and neutron-capture reaction rates will also
be crucial for the nucleosynthesis flow.

In order to model the r process in a realistic way, we need
both the correct astrophysical conditions and the right nuclear
input [7]. Radioactive-beam facilities and new experimental
techniques may allow us to study the properties of some of
the involved, exotic nuclei such as masses, β-decay rates and
(n, γ )-rates (see e.g. the reviews in Refs. [8,9] and references
therein). Nevertheless, simulations are still heavily reliant on
the predictions of theoretical models.

Sensitivity studies are a tool that can help us figure out
the properties of which nuclei or nuclear regions have the
biggest impact on the final abundances, and are thus of vital
importance for planning and conducting experiments. These
studies usually focus on one specific quantity (such as β-
decay rates, masses or neutron-capture rates) by varying this
quantity within some confidence interval or range of uncer-
tainty, and then analyze the impact this variation has on the
final abundances [6,8]. Although all of these quantities are
important, in this work we will focus on the neutron-capture
rates.

The lack of confidence intervals in theoretical neutron-
capture rates predictions poses a great problem when trying
to estimate the uncertainties in the final abundances stemming
from the uncertainties in the nuclear models. In addition to
the need for realistic simulations of the astrophysical envi-
ronment(s), this lack is posing a significant challenge for
sensitivity studies in the attempt to nail down which nuclei
or regions in the nuclear chart that influence the r-process
abundances the most.

Several sensitivity studies for neutron-capture rates can be
found in the literature. These studies may be divided into
two categories, depending on the approach used to address
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FIG. 1. The evolution of the neutron-capture rate NA〈σv〉 eval-
uated at T = 1.0 GK and the (n, γ ) Q-value along the Sb isotopic
chain for all 48 theoretical TALYS models explained in Section III,
calculated with the HFB-17 [17] mass model (see text).

these astrophysical and nuclear aspects of the uncertainties.
We label the first category the “statistical approach”. Here, a
particular set of initial conditions for the r process is chosen
so that the network simulation reproduces some known abun-
dances (e.g. the solar r-process abundances, or the ones from a
more sophisticated astrophysical simulation). The abundance
yields from this simulation are referred as the “baseline”.
The neutron-capture rates of a set of the involved nuclei are
then modified individually, and for every rate variation the
r-process simulation is run again with the same initial con-
ditions, and every new output is compared to the baseline.
The nuclei whose variation will lead to the biggest change in
abundances with respect to the baseline, are identified as the
most interesting to study experimentally. The capture rates are
varied either by multiplying and dividing the baseline rates by
a constant factor [10–13], by assuming the rate uncertainty to
have a log-normal distribution about the baseline value [8] or
by assuming the distribution to be flat within the predictions
of a set of theoretical models, and log-normal outside [14]. In
the last two cases, the probability distributions are used to pick
the variations using a Monte Carlo technique, and the results
are then analyzed statistically [8,15,16].

The statistical approach is a powerful tool when trying to
estimate model prediction uncertainties, and it allows to study
the impact of individual nuclear properties. However, it has
two drawbacks. Firstly, by varying rates individually, one does
not properly account for well-known nuclear properties such
as pairing effects. It is well known that in general, neutron-odd
nuclei will have a higher neutron-capture rate than neighbor-
ing neutron-even nuclei, as long as they are not close to a
neutron magic number. In Fig. 1, using the Sb isotopic chain
as an example, we see how the rates and Q-values gradually
decrease the more neutrons are present in the nucleus. We
also observe how odd-even effects (neutron pairing) lead to
a higher capture rate and Q-value for isotopes with an odd
number of neutrons, compared to their even neighbors. Such

correlations might get lost if the multiplicative factor is bigger
than the typical difference between neighboring isotopes.

Secondly, the statistical-approach simulations of the r pro-
cess are relying on one-zone models for the astrophysical
conditions, meaning that the final abundances are reproduced
by only one set of initial conditions. This is usually not the
case in a real astrophysical scenario, where many zones with
different initial conditions contribute to the final abundances.
This means that while the variation of the neutron-capture
rate in a nucleus in the statistical approach may lead to a
significant change in the final abundances, this change might
become insignificant when mixed together with the resulting
abundances from the other “zones”. In short, by disregarding
the correlations between neighboring nuclei one may overes-
timate uncertainties in the final abundances, and the one-zone
approach may point to single nuclei being important, while
this importance could be averaged out when doing multi-zone
calculations.

We label the second category of sensitivity studies the
“model-consistent approach”. Here, the problems with the
statistical approach are addressed by simulating the full as-
trophysical event where the r process takes place (many
trajectories with different physical parameters) and by em-
ploying the same nuclear models consistently for the whole
nuclear chart. The nuclear uncertainties are propagated to
the final abundances by repeating the simulation with dif-
ferent theoretical models of the quantity under consideration.
This means that the final abundances represent the weighted
sum of the abundances from different “zones”. Furthermore,
when it comes to neutron-capture rates, correlations between
neighboring isotopes are accounted for as these are changed
model-consistently. Although there are no studies for the r
process neutron-capture rates to date, one may find mass and
β-decay sensitivity studies in the context of neutron star merg-
ers by Kullmann et al. [18] or for neutron-capture rates in the
intermediate neutron-capture process by Goriely et al. [19].
However, also this approach comes with some drawbacks.
First, potential errors and uncertainties in the theoretical mod-
els themselves are not accounted for (such as the choice of the
interaction and its parameter uncertainties in a mean-field cal-
culation), and this may lead to a significant underestimation
of the actual uncertainties in the final abundances. Second,
models may give reliable predictions of nuclei in a certain
mass region, but not so in another, and this may lead to
apparently confident but wrong abundance predictions.

In this work, we will investigate the impact of varying
neutron-capture rates for the r process using a model-
consistent approach for five different trajectories. A trajectory
represents the time evolution of density and temperature in
the expanding “bubble” simulating material from e.g. a super-
nova or NSM. A single trajectory is equivalent to a one-zone
simulation, and is therefore not necessarily representative for
the actual nucleosynthesis outcome in the specific astrophys-
ical sites. Nevertheless, the results can be compared to the
predicted abundance uncertainties from the sensitivity stud-
ies using the statistical approach, and hopefully cast light
on systematic and methodical sources of biases and errors
in both methods. The details on the astrophysical simula-
tions are described in Section II, while the choice of nuclear
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inputs is discussed in Section III. In Section IV the results are
shown and discussed, and a summary of the main findings is
given in V.

II. NETWORK CALCULATIONS

In this work we make use of the five trajectories considered
in Mumpower et al. [8]. When not given directly by the multi-
zone simulation, the initial entropy S, the electron fraction Ye

and the dynamical timescale τ for the trajectories are provided
below:

(a) A “hot” r process with low entropy: S = 30 kB, Ye =
0.20, τ = 70 ms.

(b) A “hot” r process with high entropy: S = 100 kB, Ye =
0.25, τ = 80 ms.

(c) A “cold” r process from a neutrino-driven wind
(NDW) scenario modeled after Arcones et al. [20],
with artificially reduced Ye to 0.31.

(d) A neutron-rich NSM trajectory modeled after Goriely
et al. [21].

(e) A “hot” r process with very high entropy: S = 200 kB,
Ye = 0.30, τ = 80 ms.

Here, we have labeled the trajectory “hot” when the
(n, γ ) ⇔ (γ , n) equilibrium is the dominant mechanism (T �
1 GK until freezeout), and “cold” when the trajectories fall
out of the (n, γ ) ⇔ (γ , n) equilibrium before the neutron flux
is exhausted (see Fig. 1 in Mumpower et al. [8] for a plot
of the temperature time evolution of the (a) and (c) trajecto-
ries). These trajectories are used to run one-zone r-process
simulations using SkyNet [22] for a time of 1 Gy. The reac-
tion network includes electron screening and uses the JINA
REACLIB library rates [23] for all nuclear reactions except
for neutron capture, as discussed in the following section.
Spontaneous and neutron-induced fission was modeled with
the rates of Panov et al. [24], with zero outgoing neutrons.
Although we expect neutrons to be emitted during fission,
results with two and four emitted neutrons per fission event
did not yield appreciable differences in the final abundances
for the region considered.

III. NUCLEAR INPUT

We calculate neutron-capture rates for every unstable
neutron-rich nucleus using the nuclear reaction code TALYS

1.95 [25,26]. The code exploits the compound nucleus picture
and uses the Wolfenstein-Hauser-Feshbach [27,28] (WHB)
formalism to calculate the neutron-capture rate. The main
nuclear ingredients to the rate calculations are three nuclear
statistical quantities: the optical-model potential (OMP), the
nuclear level density (NLD) and the γ -ray strength function
(GSF).

The neutron-capture rate NA〈σv〉(T ) is calculated from the
(n, γ ) cross section σnγ as [6]

NA〈σv〉(T ) = NA

(
8

πm̃

)1/2 1

(kBT )3/2G(T )

∫ ∞

0

×
∑

μ

2Jμ
t + 1

2J0
t + 1

σμ
nγ (E )E exp

[
−E + Eμ

kBT

]
dE ,

(1)

where NA is Avogadro’s number, m̃ the reduced mass of the
target nucleus, kB Boltzmann’s constant, T the temperature,
Jt the target’s spin, E the relative energy between target and
neutron, and G(T ) is the partition function defined as:

G(T ) ≡
∑

μ

(Jμ + 1)

(J0 + 1)
exp

(
EμkB

)
. (2)

The suffixes μ and 0 represent the μ-excited states and the
ground state, respectively, and σμ

nγ represent thus the neutron-
capture cross section when the nucleus is excited at a certain
energy level μ. In the WHF formalism, the neutron-capture
cross section is calculated as

σn,γ (Ex ) =
∑
J,π

σ CN
n (Ex, J, π )Pγ (Ex, J, π ), (3)

where σ CN
n (Ex, J, π ) is the probability that a free neutron ends

up forming an excited compound nucleus of excitation energy
Ex, spin J and parity π , and Pγ (Ex, J, π ) the probability of
the compound nucleus to γ -decay, effectively capturing the
neutron. The first factor is described by the OMP, while the
second can be expressed as

Pγ (Ex, J, π ) = Tγ (Ex, J, π )

Ttot(Ex, J, π )
, (4)

where Tγ (Ex, J, π ) is the γ -transmission coefficient, and
Ttot = Tγ + Tn is the total transmission coefficient (where γ -
decay and neutron emission usually are the only two allowed
decay channels). Here, Tγ (Ex, J, π ) may be expressed as

Tγ (Ex, J, π ) = 2π
∑
X,L

∫ Ex

0
E2L+1

γ f XL(Eγ )

× ρ(Ex − Eγ , J, π )dEγ , (5)

where X and L represent the electromagnetic mode (electric E
or magnetic M), L the multipolarity, Eγ the transition energy,
and f and ρ the GSF and the NLD, respectively.

TALYS 1.95 provides six different NLD models and eight
GSF models. The NLD models with their respective TALYS

keyword in parenthesis are:

(i) The constant-temperature + Fermi gas model (CTM,
keyword ldmodel 1) [29]

(ii) The Back-shifted Fermi gas model (BSFG, keyword
ldmodel 2) [29,30]

(iii) The Generalised Superfluid model (GSM, keyword
ldmodel 3) [31,32]

(iv) The Hartree-Fock plus Bardeen-Cooper-Schrieffer
statistical model (HFB+Stat, keyword ldmodel 4),
tables from Ref. [33]

(v) The Hartree-Fock-Bogoliubov + combinatorial
model (HFB+comb, keyword ldmodel 5), tables
from Ref. [34]

(vi) The temperature-dependent Gogny-Hartree-Fock-
Bogoliubov model (THFB+comb, keyword ldmodel
6) [35]

where the first three are phenomenological models where fit-
ting parameters are adjusted to reproduce known experimental
data. The last three models are semi-microscopic, meaning
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that their predictions are based on a more fundamental treat-
ment of the nuclear many-body problem. However, we note
that even these models are subject to adjustments through
fit parameters in order for them to reproduce measured data
such as known, discrete levels and s-wave neutron-resonance
spacings. Correspondingly, the TALYS GSF models are:

(i) The Kopecky-Uhl generalized Lorentzian (GLO,
keyword strength 1) [37]

(ii) The Brink-Axel standard Lorentzian (SLO, keyword
strength 2) [38,39]

(iii) The Hartree-Fock-BCS + QRPA tables based
on the SLy4 interaction (SLy4+QRPA, keyword
strength 3) [40]

(iv) The HFB + QRPA calculation based on the BSk7
interaction (BSk7+QRPA, keyword strength 4)
[41]

(v) The hybrid model (Hybrid, keyword strength 5)
[42]

(vi) The BSk7 + QRPA model with T -dependent width
(BSk7T+QRPA, keyword strength 6) [41]

(vii) The relativistic mean field + continuum QRPA cal-
culation with T -dependent width (RMF+cQRPA,
keyword strength 7) [43]

(viii) The Gogny-HFB + QRPA calculation
complemented by low-energy enhancement
(D1M+QRPA+0lim, keyword strength 8) [44]

where the first two again are phenomenological models,
and the last six are semi-microscopic models. From TALYS

1.96 [45], a ninth GSF model was introduced, namely the
simplified modified Lorentzian (SMLO) [46]. Although not
included in the present study, this has now become the de-
fault choice of GSF model in TALYS. This exclusion is not
expected to influence the results of the study, as the neutron-
capture rate predictions using this model usually fall within
the extremes of the other model combinations. While TALYS

provides different OMP models, the choice of one model over
another becomes gradually less significant when the temper-
ature increases; for typical r-process temperatures the OMP
is considered to be of minor importance.1 For this reason we
only apply the Koning & Delaroche OMP model [48].

Not part of the compound nucleus picture is the di-
rect capture (DC) mechanism for neutron capture (see, e.g.,
Refs. [49,50] and references therein). This mechanism is ex-
pected to contribute with a small cross section, so that for
many cases compound capture cross section completely dom-
inates the total cross section. However, near the neutron drip
line, close to and at neutron shell closures, the compound
capture cross section becomes small enough so that the DC
contribution may become appreciable and even the dominant
part. We have chosen to not include DC this study, as its model
predictions are rather uncertain, and we want to focus on the
rates calculated via the compound nucleus picture, as these
can be constrained with experimental data from Oslo-type
experiments.

1This is not true if the isovector part of the potential is strongly
enhanced, see Ref. [47].

For the mass model, we use the FRDM-2012 model by
Möller et al. [36] (TALYS keyword massmodel 1) and the
Skyrme-Hartree-Fock-Bogoliubov model [17] (HFB-17), cor-
responding to the TALYS keyword massmodel 2. Apart from
being readily available in TALYS, these two mass models (or
similar, updated versions of them) have been shown to pro-
duce comparable abundances in mass sensitivity studies, see
e.g. [18,51].

By combining the six NLD models and the eight GSF
models we obtain 48 different neutron-capture rate models
for each chosen mass model. These were calculated for all
elements from Fe (Z = 26) up to Sg (Z = 106), from the first
neutron-rich unstable isotope up to the drip line. Although the
Q-value for neutron capture on N-even nuclei may already
become negative before the drip line (see e.g. Fig. 1), the
neutron-capture rates were nevertheless included for com-
pleteness, as they can become relevant for trajectories with
high neutron densities.

We note that TALYS provides different settings to modify
and customize the input; nevertheless, we decided to keep
these to the default ones, as the scope of the study is not
necessarily to give an accurate description of the r process, but
to analyze the qualitative change in the predicted abundances
when using the same neutron-capture rate model consistently
throughout the nuclear chart. Starting from TALYS 1.96 [45],
new default NLD and GSF models were introduced, where
a new strength 9 (the SMLO model introduced above)
replaced the GLO as default GSF, and where M1 compo-
nents such as a parametrized upbend and scissors mode were
added to all GSFs. Although these structures in the GSF
are observed experimentally for some nuclei, there are still
significant challenges in our understanding of these structures
that make it highly questionable to add them to all nuclei
on a general basis. For example, the scissors resonance is
difficult to reproduce correctly, as models still overestimate
or underestimate its strength when compared to experimental
data (see e.g. Ref. [52]). For the upbend, we still do not have
reliable systematics or even confirmed its presence through-
out the nuclear chart even for stable nuclei, let alone exotic
neutron-rich ones. It has so far mainly been observed in lighter
nuclei (see e.g. Ref. [53]), and it is still not clear whether this
feature is actually due to M1 transitions, or E1 transitions,
or a mix of both [54]. Nevertheless, there is no doubt that
its presence could indeed impact the neutron-capture rates
[55]. We deem that a thorough study of the M1 scissors mode
and the upbend would be highly important, but would also
be outside the scope of the present study. Considering also
that the SMLO model usually yields neutron-capture rates
within the extremes produced by other model combinations,
we decided that the use of TALYS 1.95 instead of 1.96 was
both satisfactory with respect to the objective of the study, and
gave us better control on the different models, parameters and
features included.

All other nuclear reactions rates are described using the
JINA REACLIB library [23]. This library is based on the
NON-SMOKER theoretical rates [56]. For every neutron-
capture rate model we substitute the default JINA REACLIB
neutron-capture rates (and those for their inverse reaction)
with the TALYS-calculated ones. These, together with the
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FIG. 2. Differences (in orders of magnitude) between the highest and lowest predicted neutron-capture rate at T = 1.0 GK for all the 48
models using (a) the FRDM-2012 [36] mass model (an updated version of what the JINA REACLIB rates [23] are based on) and (b) the
HFB-17 [17] mass model. The plotted differences �(Z, N ) have been calculated as �(Z, N ) = log10(NA〈σv〉max) − log10(NA〈σv〉min), where
NA〈σv〉max,min represent the maximum and minimum predicted rates, respectively. The different mass models predict different neutron drip
lines, and this is the reason for the different shapes.

default JINA REACLIB rates, are the 49 neutron-capture
models used in the reaction network calculations in this work.

In Fig. 2, we show the differences between the highest and
the lowest predicted neutron-capture rate out of the 48 TALYS

calculations taken at temperature 1.0 GK in the astrophysical
environment for the two mass models.2 We calculate this
difference as

�(Z, N ) = log10(NA〈σv〉max) − log10(NA〈σv〉min) (6)

where NA〈σv〉max,min represent the maximum and minimum
predicted rates, respectively. As can be seen, the deviations
can be very large, in particular in the regions close to the
neutron drip line and in the regions near the neutron magic
numbers N = 82, 126.

It is unfortunately difficult to investigate if such large un-
certainties are due to the deviations in NLD or GSF model
predictions, since, as seen in Eq. (5), the two quantities are
convoluted with each other in such a way that it is difficult
to isolate the contribution of one of the two quantities. This
means that, e.g., we could hold a GSF model constant, vary the
six NLD models and obtain a large variation in the calculated
neutron-capture rate predictions. This would lead us to believe
that the choice of NLD model is responsible for such large
uncertainties, until we try again by holding a different GSF
model constant while varying the NLD models, and obtain
more similar predictions. This effect is shown in Fig. 3. Even
if some choices for the GSF model will yield a large variation
in the predicted neutron-capture rates when changing the NLD
model, others may instead yield rather similar predictions,
here exemplified in the context of 182Xe(n, γ ) by using the
GLO (strength 1, [37]) and the SMLO (strength 9, [46])
models for the GSF, respectively.

Another consideration when using NLD and GSF models
to calculate neutron-capture rates in the context of the r
process, is the fact that for very exotic nuclei with low

2Because of a bug in TALYS, the rates using strength 6 were not
used for the isotopes of Tm (Z = 69) between A = 215 and 248.
For these few affected nuclei, the JINA REACLIB rates were used
instead.

(or even negative) (n, γ ) Q-values, the neutron-capture
cross section becomes very sensitive to levels (or rather,
resonances) at very low excitation energies and their decay
properties. However, the low-lying levels are experimentally
unknown for the very neutron-rich region of the r process.
Moreover, the choice of bin size may also play a significant
role for the neutron-capture rate calculation. When also
considering that the NLD models are typically tested against
neutron-resonance data at high excitation energies, it suggests
that the level density at low Ex in the exotic, neutron-rich
mass region is particularly poorly constrained and, thus, the
neutron-capture rate may be even more uncertain than what
models predict.

We note that there is a large difference in the rate predic-
tions for very heavy nuclei around Z = 100 for both mass
models. This might not be surprising as there is no or very lit-
tle data in this region, due to the fusion-evaporation reactions
used to produce very heavy and super-heavy nuclei that favor
production channels with (multiple) neutron emission(s). We
also remark that the general trends of the two mass models

0.6 0.8 1.0 1.2 1.4
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10−15
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v
〉

Total model uncertainty
strength 1, all ldmodels
strength 9, all ldmodels

FIG. 3. Neutron-capture rate predictions for different choices of
GSF while varying the NLD models, using 182Xe as an exemplary
case (see text).
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FIG. 4. Difference between Figs. 2(b) and 2(a), showing which
mass model generates the biggest spread in predicted neutron capture
rates, for all the 48 combinations of NLD and GSF models. The neg-
ative differences (i.e. where the FDRM-2012 model predicts larger
uncertainties) are shown in the top panel, while the positive ones
(where the HFB-17 predicts the larger uncertainties) in the bottom
panel.

applied here are very similar. Fig. 2 shows that, for both mass
models, the 48 predicted neutron capture rates tend to agree
more when close to the valley of stability, than close to the drip
line, as expected. In Fig. 4, we show the difference between
Figs. 2(b) and 2(a) as a way to quantify the difference in the
predicted spread for the two mass models. Fig. 4(a) shows
for example that the FRDM-2012 overall generates larger
uncertainties, especially for neutron-rich, N > 126 nuclei, and
right after neutron shell closures for Z ≈ 35, 55 close to the

drip line. Fig. 4(b) shows that the HFB-17 model has larger
uncertainties for light nuclei (50 < N < 82) and again near
the drip line right before the N = 126 isotone.

As a way to quantify the odd-even effects in each model,
we would also like to investigate how the predicted neutron-
capture rate changes when going from an N-odd nucleus
(Z, N ) and its N-even neighbors (Z, N − 1) and (Z, N + 1).
This is shown in Fig. 5, where the biggest difference between
the neutron-capture rate of an N-odd nucleus and each of
its neighbors is chosen and plotted. The differences are cal-
culated in the same way as for Fig. 2, where a difference
value of e.g. 6 means a 6-orders-of-magnitude difference in
neutron-capture rate between an N-odd nucleus and one of its
N-even neighbors, within the same model. Unsurprisingly, the
biggest staggering is shown to be around N-shell closures, and
near the drip line.

In order to investigate how the two mass models compare,
we show in Fig. 6 the difference between 5(b) and 5(a), again
in orders of magnitude. The lower plot indicates where the
HFB-17 mass model [17] generates the higher staggering in
neutron-capture rates, and the upper plot for the FRDM mass
model [36], correspondingly. We observe how the FRDM-
2012 model (blue squares in Fig. 6(a)) predicts a larger
staggering for neutron-rich nuclei around the N = 82 isotone,
and for the N > 160 region, while the HFB-17 model (red
squares in Fig. 6(b)) instead predicts larger staggering close
to the N = 126 isotone and generally for the 82 < N < 126
region, again for neutron rich nuclei.

IV. RESULTS

The abundance yields obtained from the five trajectories
using SkyNet can be seen in Fig. 7.3 We observe a marked
staggering effect especially in the rare-earth peak. This may
be mostly due to the choice of mass model, as the HFB-17
predicts strong odd-even effects in the nuclide chart region
that would eventually β-decay to the rare-earth elements, see
Fig. 6. This staggering in fact disappears for trajectories (c)
and (d) when the JINA REACLIB rates are used, which are

3The data used for the figure can be found in Ref. [57].

FIG. 5. The biggest difference for each of the 48 models for the neutron-capture rate at T = 1.0 GK of an N-odd nucleus (Z, N ) and its
N-even neighbors (Z, N − 1) and (Z, N + 1). The difference (in orders of magnitude) is plotted against (Z, N ) for (a) the FRDM-2012 [36]
mass model and (b) the HFB-17 [17] mass model. The differences were calculated in a similar fashion as for those in Fig. 2.
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FIG. 6. Difference between Figs. 5(b) and 5(a), showing which
mass model generates the highest staggering (see text). The negative
differences are plotted in the top panel, while the positive ones in the
bottom panel.

calculated with the NON-SMOKER formula [56], using the
FRDM mass model [36]. Interestingly, the effect is preserved
in all simulations for trajectory (e), including the one using
JINA REACLIB. This is to be compared to the final abun-
dances uncertainty band plotted in Fig. 11b from Mumpower
et al. [8], where the same trajectory was employed with the
same mass model (HFB-17), but by varying the neutron-
capture rates using the statistical approach. Here the stagger-
ing is almost non-present, showing how the impact of shell ef-
fects and pairing correlations may indeed be washed out, if the
assumed model uncertainties are large enough to hide them.

Another noticeable result is the relatively small uncertain-
ties we obtain from using different neutron-capture models
as compared to Fig. 11b in Mumpower et al. [8]. The same
can be concluded when comparing to the uncertainty bands
of Fig. 13 in Nikas et al. [14] for different trajectories. The
uncertainties we obtain here are of course underestimated,
because we have not considered parameter uncertainties in
the input models used to calculate the neutron-capture re-
action rates. Even so, we find that the difference between
the neutron-capture rate models used in this work may be of
several orders of magnitude as shown in Fig. 2, similar to what
the typical magnitude of the assumed rate errors are in the
statistical approach. This suggests that the inclusion of shell
effects and pairing correlations does play an important and
non-negligible role in reducing prediction uncertainties in the
calculated abundances.

FIG. 7. The abundances from the five trajectories after 1 Gy
evolution. In blue is the span of the final abundance predictions cal-
culated from the 48 neutron-capture rate models. The black dashed
line represents the abundances obtained using JINA REACLIB rates
[23], while the black dots are the r solar abundances [58] scaled down
to fit the third peak at A ≈ 195.
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Finally, in all the five different abundance yields in Fig. 7,
one can see how the A ≈ 186 region has a bigger relative
uncertainty compared to the rest. This is because it origi-
nates from the most neutron-rich region close to the N = 126
isotone, above the (possibly) doubly-magic 176Sn and around
the “dark blue” regions in Fig. 2(b). This region is extremely
neutron-rich and exotic, with very large uncertainties in the
predicted neutron-capture rates, which are again reflected in
the final abundance predictions.

Unfortunately, the region around the N = 126 isotones,
is very difficult to study experimentally. However, although
not reaching 176Sn, new and upcoming experimental facilities
like FRIB [59], FAIR [60] and the N = 126 factory [61],
might provide data in the region Z =70-80, N ≈ 126, which
would help constrain the theoretical mass models. Moreover,
methods for measuring neutron-capture cross sections in in-
verse kinematics as suggested by e.g. Reifarth et al. [62]
and Dillmann et al. [63] would be extremely valuable to get
experimental information on neutron-capture rates of neutron-
rich nuclei. Moreover, methods for measuring neutron-capture
cross sections in inverse kinematics as suggested by e.g.
Reifarth et al. [62] would be extremely valuable to get exper-
imental information on neutron-capture rates of neutron-rich
nuclei. Also indirect techniques like the Oslo method (Ref. [9]
and references therein), the surrogate method (see Ref. [64]
and references therein), the β-Oslo method [65], the shape
method [66,67] and the inverse-kinematics Oslo method [68]
would provide useful information to constrain the neutron-
capture rates.

V. SUMMARY

The lack of confidence intervals in theoretical neutron-
capture rates predictions poses a great problem for the correct
quantification of final abundances errors of the r process.
This in turn makes the task of performing sensitivity studies
difficult, and the conclusions on which nuclear properties have
the biggest impact potentially questionable. In this work we
have discussed the strengths and weaknesses of two different
approaches found in the literature, dubbed here as the “statis-
tical” and the “model-consistent” approach. While the former
tries to quantify the statistical errors in model predictions
and attempts to propagate these using one-zone astrophysical
models and interpret the results statistically, the latter sticks
to one or few models and use them consistently for all the
involved nuclei in more sophisticated, multi-zone simulations.

We have presented the results of network calculations us-
ing five different r-process trajectories, each having different
inputs and representing different astrophysical scenarios. For
each of these, 48 different neutron-capture rate models (plus
the JINA REACLIB rates) were employed in order to estimate
the sensitivity of the final abundances to these reaction rates.
Although these are not meant to be interpreted as realistic rep-
resentations of the r process in these sites, this study provides
some insights on the different strengths and weaknesses of the
two approaches mentioned above.

A staggering effect was observed especially for the rare-
earth region in all trajectories, a feature that cannot be
explained solely by the choice of mass model. The fact that
this does not appear in similar studies using the statistical
approach [8,14], even using the same mass model, suggests
that the assumption of uncorrelated statistical errors in these
studies may indeed mask the shell effects and pairing correla-
tions, and probably overestimate the uncertainties. This is also
corroborated by the fact that our uncertainties are markedly
smaller than those obtained in the above mentioned studies,
even though the rate uncertainties are of similar magnitude.

We do remark that the obtained uncertainties in this study
are probably underestimated with regard to the real uncer-
tainties, as uncertainties in the model parameters are not
taken into account. A detailed investigation including these
uncertainties is beyond the scope of this work, but would be
highly desirable to pursue in the future. We also note that
experimental information for neutron-rich nuclei, especially
near the N = 126 closed shell, would be extremely valuable
to better constrain the models in this mass region.

ACKNOWLEDGMENTS

The calculations were performed on resources provided
by Sigma2, the National Infrastructure for High Performance
Computing and Data Storage in Norway (using “Saga” on
Project No. NN9464K). The authors sincerely thank Matthew
Mumpower for kindly providing the trajectories he applied in
his calculations, and Ina Kullmann and Stéphane Goriely for
stimulating and enlightening discussions. A.C.L. gratefully
acknowledges funding from the Research Council of Norway,
project Grant No. 316116, and by the European Research
Council through ERC-STG-2014 under Grant Agreement No.
637686.

[1] E. M. Burbidge, G. R. Burbidge, W. A. Fowler, and F. Hoyle,
Synthesis of the elements in stars, Rev. Mod. Phys. 29, 547
(1957).

[2] A. G. W. Cameron, Nuclear reactions in stars and nucleogene-
sis, Publ. Astron. Soc. Pac. 69, 201 (1957).

[3] B. P. Abbott et al. (LIGO Scientific Collaboration and
Virgo Collaboration), GW170817: Observation of Gravitational
Waves from a Binary Neutron Star Inspiral, Phys. Rev. Lett.
119, 161101 (2017).

[4] I. Arcavi, G. Hosseinzadeh, D. A. Howell, C. McCully, D.
Poznanski, D. Kasen, J. Barnes, M. Zaltzman, S. Vasylyev, D.
Maoz, and S. Valenti, Optical emission from a kilonova follow-
ing a gravitational-wave-detected neutron-star merger, Nature
551, 64 (2017).

[5] T. Kajino, W. Aoki, A. Balantekin, R. Diehl, M.
Famiano, and G. Mathews, Current status of r-process
nucleosynthesis, Prog. Part. Nucl. Phys. 107, 109
(2019).

025807-8

https://doi.org/10.1103/RevModPhys.29.547
https://doi.org/10.1086/127051
https://doi.org/10.1103/PhysRevLett.119.161101
https://doi.org/10.1038/nature24291
https://doi.org/10.1016/j.ppnp.2019.02.008


IMPACT OF LEVEL DENSITIES AND … PHYSICAL REVIEW C 108, 025807 (2023)

[6] M. Arnould, S. Goriely, and K. Takahashi, The r-process
of stellar nucleosynthesis: Astrophysics and nuclear physics
achievements and mysteries, Phys. Rep. 450, 97 (2007).

[7] G. Martínez-Pinedo and K. Langanke, Nuclear quests for the
r-process, Eur. Phys. J. A 59, 67 (2023).

[8] M. Mumpower, R. Surman, G. McLaughlin, and A.
Aprahamian, The impact of individual nuclear properties
on r-process nucleosynthesis, Prog. Part. Nucl. Phys. 86, 86
(2016); Corrigendum to “The impact of individual nuclear
properties on r-process nucleosynthesis”, 87, 116 (2016).

[9] A. Larsen, A. Spyrou, S. Liddick, and M. Guttormsen, Novel
techniques for constraining neutron-capture rates relevant for r-
process heavy-element nucleosynthesis, Prog. Part. Nucl. Phys.
107, 69 (2019).

[10] R. Surman, J. Beun, G. C. McLaughlin, and W. R. Hix, Neu-
tron capture rates near A = 130 that effect a global change to
the r-process abundance distribution, Phys. Rev. C 79, 045809
(2009).

[11] M. R. Mumpower, G. C. McLaughlin, and R. Surman, Influence
of neutron capture rates in the rare earth region on the r-process
abundance pattern, Phys. Rev. C 86, 035803 (2012).

[12] R. Surman, M. Mumpower, R. Sinclair, K. L. Jones, W. R.
Hix, and G. C. McLaughlin, Sensitivity studies for the
weak r-process: Neutron capture rates, AIP Adv. 4, 041008
(2014).

[13] D. Vescovi, R. Reifarth, S. Cristallo, and A. Couture, Neutron-
capture measurement candidates for the r-process in neutron
star mergers, Frontiers in Astronomy and Space Sciences 9,
994980 (2022).

[14] S. Nikas, G. Perdikakis, M. Beard, R. Surman, M. R.
Mumpower, and P. Tsintari, Propagation of Hauser-Feshbach
uncertainty estimates to r-process nucleosynthesis: Benchmark
of statistical property models for neutron rich nuclei far from
stability (2020), arXiv:2010.01698 [nucl-th]

[15] M. Mumpower, R. Surman, and A. Aprahamian, The impact
of global nuclear mass model uncertainties on r-process abun-
dance predictions, EPJ Web Conf. 93, 03003 (2015).

[16] M. Mumpower, R. Surman, and A. Aprahamian, Variances in r-
process predictions from uncertain nuclear rates, J. Phys.: Conf.
Ser. 599, 012031 (2015).

[17] S. Goriely, N. Chamel, and J. M. Pearson, Skyrme-Hartree-
Fock-Bogoliubov Nuclear Mass Formulas: Crossing the
0.6 MeV Accuracy Threshold with Microscopically Deduced
Pairing, Phys. Rev. Lett. 102, 152503 (2009).

[18] I. Kullmann, S. Goriely, O. Just, A. Bauswein, and H.-T.
Janka, Impact of systematic nuclear uncertainties on com-
position and decay heat of dynamical and disc ejecta in
compact binary mergers, Mon. Not. R. Astron. Soc. 523, 2551
(2023).

[19] S. Goriely, L. Siess, and A. Choplin, The intermediate neutron
capture process, Astron. Astrophys. 654, A129 (2021).

[20] A. Arcones, H.-Th. Janka and L. Scheck, Nucleosynthesis-
relevant conditions in neutrino-driven supernova outflows-I.
Spherically symmetric hydrodynamic simulations, Astron.
Astrophys. 467, 1227 (2007).

[21] S. Goriely, A. Bauswein, and H.-T. Janka, R-process nucleosyn-
thesis in dynamically ejected matter of neutron star mergers,
Astrophys. J. Lett. 738, L32 (2011).

[22] J. Lippuner and L. F. Roberts, SkyNet: A modular nuclear
reaction network library, Astrophys. J. Suppl. Ser. 233, 18
(2017).

[23] R. H. Cyburt, A. M. Amthor, R. Ferguson, Z. Meisel, K. Smith,
S. Warren, A. Heger, R. D. Hoffman, T. Rauscher, A. Sakharuk,
H. Schatz, F. K. Thielemann, and M. Wiescher, The JINA
REACLIB database: Its recent updates and impact on type-I
x-ray bursts, Astrophys. J. Suppl. Ser. 189, 240 (2010).

[24] I. V. Panov, I. Yu. Korneev, T. Rauscher, G. Martínez-Pinedo,
A. Kelic-Heil, N. T. Zinner, and F.-K. Thielemann, Neutron-
induced astrophysical reaction rates for translead nuclei*,
Astron. Astrophys. 513, A61 (2010).

[25] A. Koning, S. Hilaire, and S. Goriely, TALYS-1.9, A nuclear
reaction program, user manual, Tech. Rep. (2017), https://tendl.
web.psi.ch/tendl_2019/talys.html

[26] A. Koning, D. Rochman, J.-C. Sublet, N. Dzysiuk, M. Fleming,
and S. van der Marck, Tendl: Complete nuclear data library for
innovative nuclear science and technology, Nucl. Data Sheets
155, 1 (2019), special Issue on Nuclear Reaction Data.

[27] L. Wolfenstein, Conservation of angular momentum in the sta-
tistical theory of nuclear reactions, Phys. Rev. 82, 690 (1951).

[28] W. Hauser and H. Feshbach, The inelastic scattering of neu-
trons, Phys. Rev. 87, 366 (1952).

[29] A. Gilbert and A. G. W. Cameron, A composite nuclear-level
density formula with shell corrections, Can. J. Phys. 43, 1446
(1965).

[30] T. Von Egidy, H. Schmidt, and A. Behkami, Nuclear level
densities and level spacing distributions: Part II, Nucl. Phys. A
481, 189 (1988).

[31] A. Ignatyuk, K. Istekov, and G. Smirenkin, Collective effects in
the level density and the nuclear fission probability, Yad. Fiz.
30, 1205 (1979).

[32] A. V. Ignatyuk, J. L. Weil, S. Raman, and S. Kahane, Density
of discrete levels in 116Sn, Phys. Rev. C 47, 1504 (1993).

[33] P. Demetriou and S. Goriely, Nucl. Phys. A 695, 95 (2001).
[34] S. Goriely, S. Hilaire, and A. J. Koning, Improved microscopic

nuclear level densities within the Hartree-Fock-Bogoliubov
plus combinatorial method, Phys. Rev. C 78, 064307 (2008).

[35] S. Hilaire, M. Girod, S. Goriely, and A. J. Koning, Temperature-
dependent combinatorial level densities with the D1M Gogny
force, Phys. Rev. C 86, 064317 (2012).

[36] P. Möller, A. Sierk, T. Ichikawa, and H. Sagawa, Nuclear
ground-state masses and deformations: FRDM(2012), At. Data
Nucl. Data Tables 109-110, 1 (2016).

[37] J. Kopecky and M. Uhl, Test of gamma-ray strength functions
in nuclear reaction model calculations, Phys. Rev. C 41, 1941
(1990).

[38] D. Brink, Individual particle and collective aspects of the nu-
clear photoeffect, Nucl. Phys. 4, 215 (1957).

[39] P. Axel, Electric dipole ground-state transition width strength
function and 7-MeV photon interactions, Phys. Rev. 126, 671
(1962).

[40] S. Goriely and E. Khan, Large-scale QRPA calculation of E1-
strength and its impact on the neutron capture cross section,
Nucl. Phys. A 706, 217 (2002).

[41] S. Goriely, E. Khan, and M. Samyn, Microscopic HFB + QRPA
predictions of dipole strength for astrophysics applications,
Nucl. Phys. A 739, 331 (2004).

[42] S. Goriely, Radiative neutron captures by neutron-rich nu-
clei and the r-process nucleosynthesis, Phys. Lett. B 436, 10
(1998).

[43] I. Daoutidis and S. Goriely, Large-scale continuum random-
phase approximation predictions of dipole strength for astro-
physical applications, Phys. Rev. C 86, 034328 (2012).

025807-9

https://doi.org/10.1016/j.physrep.2007.06.002
https://doi.org/10.1140/epja/s10050-023-00987-9
https://doi.org/10.1016/j.ppnp.2015.09.001
https://doi.org/10.1016/j.ppnp.2015.12.002
https://doi.org/10.1016/j.ppnp.2019.04.002
https://doi.org/10.1103/PhysRevC.79.045809
https://doi.org/10.1103/PhysRevC.86.035803
https://doi.org/10.1063/1.4867191
https://doi.org/10.3389/fspas.2022.994980
http://arxiv.org/abs/arXiv:2010.01698
https://doi.org/10.1051/epjconf/20159303003
https://doi.org/10.1088/1742-6596/599/1/012031
https://doi.org/10.1103/PhysRevLett.102.152503
https://doi.org/10.1093/mnras/stad1458
https://doi.org/10.1051/0004-6361/202141575
https://doi.org/10.1051/0004-6361:20066983
https://doi.org/10.1088/2041-8205/738/2/L32
https://doi.org/10.3847/1538-4365/aa94cb
https://doi.org/10.1088/0067-0049/189/1/240
https://doi.org/10.1051/0004-6361/200911967
https://tendl.web.psi.ch/tendl_2019/talys.html
https://doi.org/10.1016/j.nds.2019.01.002
https://doi.org/10.1103/PhysRev.82.690
https://doi.org/10.1103/PhysRev.87.366
https://doi.org/10.1139/p65-139
https://doi.org/10.1016/0375-9474(88)90491-5
https://inis.iaea.org/search/11543024
https://doi.org/10.1103/PhysRevC.47.1504
https://doi.org/10.1016/S0375-9474(01)01095-8
https://doi.org/10.1103/PhysRevC.78.064307
https://doi.org/10.1103/PhysRevC.86.064317
https://doi.org/10.1016/j.adt.2015.10.002
https://doi.org/10.1103/PhysRevC.41.1941
https://doi.org/10.1016/0029-5582(87)90021-6
https://doi.org/10.1103/PhysRev.126.671
https://doi.org/10.1016/S0375-9474(02)00860-6
https://doi.org/10.1016/j.nuclphysa.2004.04.105
https://doi.org/10.1016/S0370-2693(98)00907-1
https://doi.org/10.1103/PhysRevC.86.034328


F. POGLIANO AND A. C. LARSEN PHYSICAL REVIEW C 108, 025807 (2023)

[44] S. Goriely, S. Hilaire, S. Péru, and K. Sieja, Gogny-
HFB+QRPA dipole strength function and its application to
radiative nucleon capture cross section, Phys. Rev. C 98,
014327 (2018).

[45] A. Koning, S. Hilaire and S. Goriely, TALYS: Modeling of
nuclear reactions, Eur. Phys. J. A 59, 131 (2023).

[46] S. Goriely and V. Plujko, Simple empirical E1 and M1 strength
functions for practical applications, Phys. Rev. C 99, 014303
(2019).

[47] S. Goriely and J.-P. Delaroche, The isovector imaginary neutron
potential: A key ingredient for the r-process nucleosynthesis,
Phys. Lett. B 653, 178 (2007).

[48] A. Koning and J. Delaroche, Local and global nucleon optical
models from 1 keV to 200 MeV, Nucl. Phys. A 713, 231
(2003).

[49] H. Oberhummer and G. Staudt, Direct reaction mechanism in
astrophysically relevant processes, in Nuclei in the Cosmos,
edited by H. Oberhummer (Springer Berlin Heidelberg, Berlin,
Heidelberg, 1991), pp. 29–59.

[50] K. Sieja and S. Goriely, Eur. Phys. J. A 57, 110 (2021).
[51] X. F. Jiang, X. H. Wu, and P. W. Zhao, Sensitivity study of r-

process abundances to nuclear masses, Astrophys. J. 915, 29
(2021).

[52] F. Bello Garrote, A. Lopez-Martens, A. Larsen, I. Deloncle, S.
Péru, F. Zeiser, P. Greenlees, B. Kheswa, K. Auranen, D. Bleuel,
D. Cox, L. Crespo Campo, F. Giacoppo, A. Görgen, T. Grahn,
M. Guttormsen, T. Hagen, L. Harkness-Brennan, K. Hauschild,
G. Henning et al., Experimental observation of the M1 scissors
mode in 254No, Phys. Lett. B 834, 137479 (2022).

[53] J. E. Midtbø, A. C. Larsen, T. Renstrøm, F. L. Bello Garrote,
and E. Lima, Consolidating the concept of low-energy magnetic
dipole decay radiation, Phys. Rev. C 98, 064321 (2018).

[54] M. D. Jones, A. O. Macchiavelli, M. Wiedeking, L. A.
Bernstein, H. L. Crawford, C. M. Campbell, R. M. Clark, M.
Cromaz, P. Fallon, I. Y. Lee, M. Salathe, A. Wiens, A. D.
Ayangeakaa, D. L. Bleuel, S. Bottoni, M. P. Carpenter, H. M.
Davids, J. Elson, A. Görgen, M. Guttormsen et al., Examination
of the low-energy enhancement of the γ -ray strength function
of 56Fe, Phys. Rev. C 97, 024327 (2018).

[55] A. C. Larsen and S. Goriely, Impact of a low-energy enhance-
ment in the γ -ray strength function on the neutron-capture cross
section, Phys. Rev. C 82, 014318 (2010).

[56] T. Rauscher and F.-K. Thielemann, Astrophysical reaction rates
from statistical model calculations, At. Data Nucl. Data Tables
75, 1 (2000).

[57] F. Pogliano and A.-C. Larsen, Final abundances used in “Impact
of level densities and gamma-strength functions on r-process
simulations” (2023), doi:10.5281/zenodo.8108946.

[58] S. Goriely, Uncertainties in the solar system r-abundance distri-
bution, Astron. Astrophys. 342, 881 (1999).

[59] Facility for Rare Isotope Beams.
[60] Facility for Antiproton and Ion Research.
[61] The N = 126 Factory, Argonne National Lab.
[62] R. Reifarth, K. Göbel, T. Heftrich, M. Weigand, B. Jurado, F.

Käppeler, and Y. A. Litvinov, Spallation-based neutron target
for direct studies of neutron-induced reactions in inverse kine-
matics, Phys. Rev. Accel. Beams 20, 044701 (2017).

[63] I. Dillmann, O. Kester, R. Baartman, A. Chen, T. Junginger, F.
Herwig, D. Kaltchev, A. Lennarz, T. Planche, C. Ruiz, and N.
Vassh, Measuring neutron capture cross sections of radioactive
nuclei, Eur. Phys. J. A 59, 105 (2023).

[64] J. E. Escher, J. T. Harke, R. O. Hughes, N. D. Scielzo, R. J.
Casperson, S. Ota, H. I. Park, A. Saastamoinen, and T. J. Ross,
Constraining Neutron Capture Cross Sections for Unstable Nu-
clei with Surrogate Reaction Data and Theory, Phys. Rev. Lett.
121, 052501 (2018).

[65] A. Spyrou, S. N. Liddick, A. C. Larsen, M. Guttormsen,
K. Cooper, A. C. Dombos, D. J. Morrissey, F. Naqvi, G.
Perdikakis, S. J. Quinn, T. Renstrøm, J. A. Rodriguez, A.
Simon, C. S. Sumithrarachchi, and R. G. T. Zegers, Novel
Technique for Constraining r-Process (n, γ ) Reaction Rates,
Phys. Rev. Lett. 113, 232502 (2014).

[66] M. Wiedeking, M. Guttormsen, A. C. Larsen, F. Zeiser, A.
Görgen, S. N. Liddick, D. Mücher, S. Siem, and A. Spyrou,
Independent normalization for γ -ray strength functions: The
shape method, Phys. Rev. C 104, 014311 (2021).

[67] D. Mücher, A. Spyrou, M. Wiedeking, M. Guttormsen, A. C.
Larsen, F. Zeiser, C. Harris, A. L. Richard, M. K. Smith, A.
Görgen, S. N. Liddick, S. Siem, H. C. Berg, J. A. Clark, P. A.
DeYoung, A. C. Dombos, B. Greaves, L. Hicks, R. Kelmar, S.
Lyons et al., Extracting model-independent nuclear level densi-
ties away from stability, Phys. Rev. C 107, L011602 (2023).

[68] V. W. Ingeberg, S. Siem, M. Wiedeking et al., Eur. Phys. J. A
56, 68 (2020).

025807-10

https://doi.org/10.1103/PhysRevC.98.014327
https://doi.org/10.1140/epja/s10050-023-01034-3
https://doi.org/10.1103/PhysRevC.99.014303
https://doi.org/10.1016/j.physletb.2007.07.046
https://doi.org/10.1016/S0375-9474(02)01321-0
https://doi.org/10.1140/epja/s10050-021-00439-2
https://doi.org/10.3847/1538-4357/ac042f
https://doi.org/10.1016/j.physletb.2022.137479
https://doi.org/10.1103/PhysRevC.98.064321
https://doi.org/10.1103/PhysRevC.97.024327
https://doi.org/10.1103/PhysRevC.82.014318
https://doi.org/10.1006/adnd.2000.0834
https://doi.org/10.5281/zenodo.8108946
https://doi.org/https://ui.adsabs.harvard.edu/abs/1999A&A...342..881G
https://doi.org/10.1103/PhysRevAccelBeams.20.044701
https://doi.org/10.1140/epja/s10050-023-01012-9
https://doi.org/10.1103/PhysRevLett.121.052501
https://doi.org/10.1103/PhysRevLett.113.232502
https://doi.org/10.1103/PhysRevC.104.014311
https://doi.org/10.1103/PhysRevC.107.L011602
https://doi.org/10.1140/epja/s10050-020-00070-7

