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We compute bottomonium suppression and elliptic flow within the potential nonrelativistic quantum chromo-
dynamics effective field theory using an open quantum systems approach. For the hydrodynamical background,
we use 2 + 1D MUSIC second-order viscous hydrodynamics with IP-glasma initial conditions and evolve
bottom/antibottom quantum wave packets in real time in these backgrounds. We find that the impact of fluctuat-
ing initial conditions is small when compared to results obtained using smooth initial conditions. Including the
effect of fluctuating initial conditions, we find that the ϒ(1S) integrated elliptic flow is v2[1S] = 0.005 ± 0.002 ±
0.001, with the first and second variations corresponding to statistical and systematic theoretical uncertainties,
respectively.
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I. INTRODUCTION

The strong suppression of bottomonium production in
heavy-ion collisions relative to their production in proton-
proton collisions is a smoking gun for the creation of a hot
quark-gluon plasma (QGP) in relativistic heavy-ion collisions
[1–10]. In the seminal work of Matsui and Satz [11], such
suppression was proposed as a signal of the formation of a
color-ionized QGP which resulted from Debye screening of
chromoelectric fields in a QGP. In recent years it was shown
that, in addition to Debye screening of the real part of the
potential, there also exists an imaginary contribution to the
potential, which results in large in-medium widths for heavy
quarkonium bound states [12–19].

Including the imaginary part of the potential in calculations
results in bottomonium states having widths on the order of
10–100 MeV in the QGP, which must be taken into account in
phenomenological descriptions. Resummed perturbative and
effective field theory calculations of the imaginary part of the
heavy-quark potential have been confirmed by lattice quantum
chromodynamics (QCD) measurements of the imaginary part
of the potential [20–26] and complex potential models have
been quite successful phenomenologically [27–35]. These
studies have provided strong evidence that a self-consistent
quantum mechanical description of heavy quarkonium in the
QGP is possible.

The formalism used in this work is based on recent ad-
vances in our understanding of nonrelativistic effective field

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI. Funded
by SCOAP3.

theory (EFT) and real-time evolution in open quantum sys-
tems (OQS) [36]. Such descriptions can model both screening
effects and in-medium dynamical transitions between differ-
ent color and angular momentum states. Recently, there has
been a great deal of work on the application of OQS methods
to heavy-quarkonium suppression [37–53]. Herein, we will
apply OQS methods within the framework of the potential
nonrelativistic QCD (pNRQCD) EFT [54–56], which can be
obtained systematically from nonrelativistic QCD [57,58].
The pNRQCD EFT relies on there being a large separation
between the energy scales in the problem, which is guaranteed
for systems where the velocity of the heavy quark relative to
the center of mass is small, i.e., v � 1. Such EFTs can also be
used to study quarkonium at finite temperature [13,15,17–19].
Here, we will assume the following scale hierarchy: 1/r �
mD ∼ πT � E , where r is the typical size of the state, mD is
the Debye screening mass, T is the local QGP temperature,
and E is the binding energy of the state.

In Refs. [41–43] the authors derived a Lindblad equa-
tion [59,60] for the heavy quarkonium reduced density matrix
using the scale hierarchy above. Recently, it has become
possible to solve the Lindblad equation obtained numerically
[61]. The resulting code, called QTRAJ, relies on a Monte
Carlo quantum trajectories algorithm [32–34,62]. For this pur-
pose, the Lindblad solver was coupled to a 3 + 1D viscous
hydrodynamics code that used smooth (optical) Glauber ini-
tial conditions [63,64]. The authors found that this provided
a quite reasonable description of existing experimental data
for both the nuclear modification factor, RAA, and elliptic
flow, v2. It was also found in Refs. [32–34] that, to a very
good approximation, one can compute the survival probabil-
ity of quarkonium states by ignoring the off-diagonal jump
terms that change the quantum numbers of the state, evolving
instead with a self-consistently determined complex Hamilto-
nian for singlet states.
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Herein, we make the first study of the effect fluctuations
in the initial geometry have on bottomonium suppression and
flow using an OQS framework that includes the real-time
evolution of the bottomonium wave function in a complex
potential. Also for the first time, for the hydrodynamic back-
ground of the quantum evolution, we make use of the MUSIC
hydrodynamics package with fluctuating IP-glasma initial
conditions. The IP-glasma initial conditions incorporate gluon
saturation effects in the initial state [65–67] and allow one to
faithfully describe the early-time dynamics of the QGP.

Previous studies of the impact of fluctuations on bot-
tomonium suppression were reported in Refs. [68,69], where
comparisons between smooth Glauber and Monte Carlo
Glauber (MC-Glauber) initial conditions using a temperature-
dependent disassociation rate. Recently, in Ref. [70] the
authors made use of MC-Glauber initial conditions and the
SONIC hydrodynamics code [71] to make predictions for
bottomonium production in pp, pA, and AA collisions. In
Ref. [70], RAA was computed in the adiabatic approximation,
by incorporating a temperature- and pT -dependent width [72].
Finally, in Ref. [50] the authors considered fluctuating initial
conditions in the context of a OQS-derived transport model.
Herein, we will focus on AA collisions, but go beyond the adi-
abatic approximation and transport models by solving for the
real-time quantum mechanical evolution along each sampled
bottomonium trajectory. This is particularly important at early
times and in the presence of fluctuating initial conditions,
since the temperature can depend strongly on proper time.

II. METHODOLOGY

To compute bottomonium survival probabilities, we evolve
the bottom-antibottom wave function forward in time using
a time-dependent complex effective Hamiltonian that is ac-
curate to next-to-leading order (NLO) in the binding energy
over temperature [34,38]. It can be expressed in terms of two
parameters, κ and γ , that can be obtained from a time-ordered
correlator of chromoelectric fields and set the magnitude of
the decay widths and mass shifts of the states, respectively.

When expressed as operators acting on the reduced wave
function, u = rR(r), the NLO singlet effective Hamiltonian
H eff

s is given by [34]
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where M is the heavy quark mass, T is the local tempera-
ture, Nc is the number of colors, CF = (N2

c − 1)/2Nc, αs is
the strong coupling, κ̂ = κ/T 3, γ̂ = γ /T 3, pr = −i∂r , and
∇2 = −∂2

r + l (l + 1)/r2. The values of κ̂ and γ̂ were taken
from direct and indirect lattice measurements and the uncer-
tainty bands and central values used herein are the same as in
Ref. [34]. We take the heavy quark mass to be M = M1S =

4.73 GeV and the strong coupling is set at the scale of the
inverse Bohr radius to be αs(1/a0) = 0.468 [34].

We evolved all bottom/antibottom quantum wave packets
with this effective Hamiltonian and ignored the effects of
off-diagonal quantum jumps. This has been shown to be a very
good approximation in QCD by prior works [32–34]. To solve
for the real-time evolution of each quantum wave packet,
we used the Crank-Nicolson method on a one-dimensional
lattice with NUM = 2048 points, L = 40 GeV−1, and dt =
0.001 GeV−1 [73]. The input for the quantum evolution was
the temperature experienced by the wave packet as it traverses
the QGP.

For the background QGP evolution, we considered 5.02
TeV Pb-Pb collisions modeled by the MUSIC viscous hy-
drodynamics package [74–76], which includes the effects of
both shear and bulk viscosity [77,78]. For the hydrodynamic
initial conditions, we use IP-glasma fluctuating initial con-
ditions, which incorporate the effects of the dense gluonic
environment generated in nucleus-nucleus collisions [65–67].
We considered 2 + 1D boost-invariant evolution using MU-
SIC with a box size of L = 30 fm and 512 grid points
in the x and y directions. The equation of state used was
based on the HotQCD lattice result [79,80]. The shear vis-
cosity to entropy density ratio was η/s = 0.12 and we made
use of a temperature-dependent bulk viscosity [81]. With
these parameters, the MUSIC hydrodynamics code is able
to well describe, e.g., charged particle multiplicities, iden-
tified hadron spectra, and identified hadron anisotropic flow
coefficients [81].

Ensembles of hydrodynamic events with IP-glasma fluc-
tuating initial conditions were sorted into 11 centrality bins.
[82] In each centrality bin, we initialized the bottomonium
evolution by sampling the initial production points from the
fluctuating initial binary collision profile, which automatically
includes correlations with the local hot spots generated in each
event. The initial transverse momentum was sampled from
a 1/E4

T spectrum and the azimuthal angle of the momentum
direction was sampled uniformly in [0, 2π ). We assumed that
the quantum wave packets traveled along eikonal trajectories
with fixed transverse momentum and azimuthal angle, and
sampled the temperature along each trajectory generated. For
all results presented herein, we sampled 200 000 wave packet
trajectories.

To initialize the real-time quantum evolution along each
sampled trajectory, we assumed that at τ = 0 fm the wave
function was a smeared δ function and that the system was
in the singlet state, with either l = 0 or l = 1 as the angu-
lar momentum quantum number. We took the initial reduced
wave function u to be u�(t0) ∝ rl+1e−r2/(ca0 )2

, with c = 0.2
[61,83]. We evolved the initial wave function using the vac-
uum potential from τ = 0 fm to τmed = 0.6 fm and when the
temperature along the trajectory considered dropped below
TF = 190 MeV. This lower temperature cutoff was fixed by
analyzing the convergence of the singlet width when going
from LO to NLO in E/T [34].

At the end of each wave packet’s evolution, we computed
the survival probability of each of the vacuum eigenstates by
projecting each final time-evolved wave function with vacuum
bottomonium eigenstates. We then accounted for late time

L031901-2



IMPACT OF FLUCTUATING INITIAL CONDITIONS ON … PHYSICAL REVIEW C 107, L031901 (2023)

FIG. 1. The nuclear suppression factor RAA for the ϒ(1S), ϒ(2S), and ϒ(3S) states as a function of Npart obtained with IP-glasma initial
conditions. The left panel shows variation of κ̂ and the right panel shows variation of γ̂ . The experimental measurements shown are from the
ALICE [1], ATLAS [2], and CMS [3,10] collaborations.

feed down of the excited states following Ref. [32]. For this
purpose, a feed down matrix F that relates the experimen-
tally observed and direct production cross sections, �σexp =
F �σdirect, was used. In our analysis, the states considered were
�σ = {ϒ(1S), ϒ(2S), χb0(1P), χb1(1P), χb2(1P), ϒ(3S),
χb0(2P), χb1(2P), χb2(2P)}. The entries of F are Fi j = Bj→i

for i < j, Fi j = 1 for i = j, and Fi j = 0 for i > j, where
Bj→i is the branching fraction of state j into state i taken
from Ref. [84]. We used the same branching fractions as prior
papers [32–34].

We compute the nuclear modification factor Ri
AA for bot-

tomonium state i using

Ri
AA(c, pT , φ) =

〈〈
(F · S(c, pT , φ) · �σdirect )

i

�σ i
exp

〉〉
, (3)

where i labels the bottomonium state being considered,
S(c, pT , φ) is the survival probability computed from the
quantum mechanical evolution, c labels the event centrality
class, pT is the transverse momentum of the bottomonium
state, and φ its azimuthal angle. The angle brackets indi-
cate a double average over (1) all physical trajectories of
bottomonium states and (2) the hydrodynamic initial condi-
tions. For the integrated experimental cross sections we used
�σexp = {57.6, 19, 3.72, 13.69, 16.1, 6.8, 3.27, 12.0, 14.15} nb
[3,85]. For details concerning the procedure used to obtain
these cross sections, see Sec. 6.4 of Ref. [32]. To obtain v2,
we computed 〈〈cos(2(φ − �2)〉〉i,c,pT , where the average is
over all bottomonium states of type i produced in the corre-
sponding centrality and transverse momentum bins and �2

is second-order event plane angle determined by final-state
charged hadrons. Note that �2 changes from event to event
depending on the initial condition.

III. RESULTS

In Fig. 1 we present our results for RAA as a function of
the number of participants, Npart, compared to experimental
data. In both panels our statistical errors are on the order of
the line width. In the right panel, the line in the center of
the bands has γ̂ = −2.6 which is the value that provided the
best agreement with the data in Ref. [34]. We find, similar to
Refs. [32–34], that the variation of RAA with κ̂ is much smaller
than the variation with γ̂ . This provides motivation for more
constraining extractions of γ̂ from lattice QCD studies.

Results for the case of optical Glauber initial conditions
using the same setup can be found in Refs. [32,33] where
slightly lower statistics were used [86]. A comparison of the
results shown in Fig. 1 with those prior results demonstrates
that the inclusion of fluctuating initial conditions results in
quite small changes in RAA, with the differences being smaller
than the systematic theoretical uncertainties. From this figure,
we see that the RAA[ϒ(1S)] is well reproduced, however, the
amount of suppression for the ϒ(2S) is over predicted for
Npart � 80. This could be due to the fact that the pNRQCD
approach used works best for the ground state which has
a smaller size than the excited states. It could also be due
to the fact that in this work we did not include the effect
of off-diagonal quantum jumps in the dynamical evolution,
which matter more for the excited states than the ground state
[32].

In Fig. 2 we present our results for RAA as a function of
the transverse momentum, pT . As in Fig. 1, we see that the
variation with γ̂ is much larger than with κ̂ . Compared to the
results obtained with optical Glauber initial conditions (see
the figures in Refs. [33,34]), once again we find very little dif-
ference between smooth and fluctuating initial conditions. For
both types of initial conditions we find that the suppression of
the ϒ(1S) and ϒ(3S) predicted by the NLO OQS+pNRQCD
approach agrees well with experimental observations, how-
ever, there is some tension between the predictions and the
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FIG. 2. The nuclear suppression factor RAA for the ϒ(1S), ϒ(2S), and ϒ(3S) states as a function of pT obtained with IP-glasma initial
conditions. The bands and experimental data sources are the same as Fig. 1.

observed ϒ(2S) suppression. Despite this, we find that the
framework predicts that there is a very weak dependence
on pT which is consistent with experimental observations.
This should be contrasted with the pT dependence of J/ψ
suppression observed at CERN Large Hadron Collider (LHC)
energies, where the experimental data indicate a strong in-
crease in RAA at low pT consistent with recombination of
liberated charm/anticharm quarks [87,88].

In Fig. 3 we present our predictions for the anisotropic
flow coefficient v2 as a function of centrality in the left panel
and transverse momentum in the right panel. We compare our
predictions with experimental data from the ALICE and CMS
collaborations [5,6]. As the left panel of Fig. 3 demonstrates,
the NLO OQS+pNRQCD framework predicts a rather flat
dependence on centrality, with the maximum v2 being on
the order of 1%. In the right portion of the left panel, we
present the results integrated over centrality in the 10–90 %
range. Note, importantly, that the scale of the right portion of

the left panel is different from the left portion of this panel.
The size of the error bars reflects the statistical uncertainty
associated with the double average over initial conditions and
physical trajectories and the light shaded regions correspond
to the uncertainty associated with the variation of κ̂ and γ̂ ,
respectively.

Considering both variations, we find that when integrated
in the 10–90 % centrality interval and pT < 50 GeV, v2[1S] =
0.005 ± 0.002 ± 0.001, with the first number corresponding
to the statistical uncertainty and the second the systematic
uncertainty associated with the variation of both κ̂ and γ̂ .
Within statistical uncertainties, this is consistent with the
results reported in Refs. [30,33,89], where optical Glauber ini-
tial conditions were used. There are hints of a slight decrease
in the integrated v2[1S], however, the decrease is within our
statistical uncertainty. Finally, turning to the right panel of
Fig. 3 we see that the dependence of v2[1S] on transverse
momentum is rather flat, however, at low momentum there

FIG. 3. The anisotropic flow coefficient v2 as a function of centrality (left) and transverse momentum (right) obtained with IP-glasma
initial conditions. We show the γ̂ variation in blue and the κ̂ variation in red and compare to experimental data from the ALICE and CMS
collaborations [5,6].

L031901-4



IMPACT OF FLUCTUATING INITIAL CONDITIONS ON … PHYSICAL REVIEW C 107, L031901 (2023)

is a stronger dependence on κ̂ , which could help to further
constrain this parameter in the future.

IV. CONCLUSIONS

In this paper we presented the first results concerning the
impact of fluctuating hydrodynamic initial conditions on bot-
tomonium production within a dynamical OQS approach. The
complex Hamiltonian used for the quantum evolution is accu-
rate to NLO in the binding energy over temperature, having
been recently obtained in Ref. [34]. Due to the computational
demand of averaging over both bottomonium trajectories and
fluctuating initial conditions, herein we have ignored the effect
of dynamical quantum jumps, which have been shown to be
small in Refs. [32,33]. In a forthcoming longer paper, we will
present predictions for the elliptic flow of 2S and 3S excited
states, along with predictions for higher-order anisotropic flow
coefficients such as v3 and v4 of all states.

Looking to the future, it will be important to determine
the effect of off-diagonal quantum jumps. Given sufficient

computational resources, this can be accomplished using the
quantum trajectories code. It would also be interesting to see
if full three-dimensional fluctuating initial conditions have
any impact on the rapidity dependence of these observables.
Finally, one outstanding theoretical uncertainty of our work
is the effect of the center of mass velocity of the quarko-
nium state being different than the local flow velocity of the
QGP. This effect should be more pronounced when including
fluctuating initial conditions, since the flow velocity is more
nonuniform, however, it has not yet been included in phe-
nomenological models, even with smooth initial conditions.
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