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Deuteron structure and form factors: Using an inverse potential approach
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Background: The ground-state wave function of deuteron is required to obtain its structure and form factors.
Currently, an accurate analytical expression for the wave function is not available.
Purpose: In this paper, we determine the deuteron’s static properties, low-energy scattering parameters, and
form factors using an analytical ground-state wave function.
Methods: An inverse S-wave potential is constructed using the Morse function as the zeroth reference potential.
The scattering phase shifts (SPSs) at different laboratory energies are determined using phase function method.
The model parameters are optimized using least-squares minimization by both global optimization and combi-
natorial data analysis techniques.
Results: The mean absolute error between experimental and obtained SPSs for the state 3S1, using global
optimization, is found to be 0.35. The low-energy scattering parameters match well with the expected values.
The analytical ground-state deuteron wave function (DWF) is obtained by utilizing the experimental value for
the quadrupole moment. Other static properties and form factors determined from the obtained DWF are found
to be in close agreement with experimental ones.
Conclusions: Modeling np interaction using the Morse potential has been reasonably successful in explaining
all static and low-energy parameters as well as SPSs for laboratory energies up to 350 MeV. The obtained
electromagnetic form factors using an analytical deuteron ground-state wave function are found to closely match
with experimental data.
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I. INTRODUCTION

Study of the deuteron to understand its experimentally
observed static properties has been reviewed by Zhaba [1] and
Garcon and Van Orden [2]. The best results are from nucleon-
nucleon (NN) interaction precision potentials [3–8] and those
obtained with chiral perturbation theory [9]. All these describe
the NN interaction as consisting of long-range one-pion ex-
change (OPE). The intermediate- and short-range interactions
are modeled using either simple functional forms [7] or me-
son exchanges [8]. At very short internucleon distances, a
strong repulsive core is expected due to strong anticorrela-
tion between nucleons. This is modeled phenomenologically
using exponential functions. Finally, model parameters are ob-
tained by directly fitting experimental scattering phase shifts
(SPSs) for various � channels. Two reviews of these realis-
tic potentials by Naghdi [10] and Machleidt [11] point out
that these precision potentials with very different theoret-
ical considerations give rise to practical utility in nuclear
structure calculations even though they have very different
shapes for nuclear interaction potential. For example, while
SPS predictions for 3S1 and 1S0 due to precision potentials are
indistinguishable, their corresponding potentials are entirely
different due to different mathematical forms [12].

*Corresponding author: sastri.osks@hpcu.ac.in

The first phenomenological potential for np interaction, by
Yukawa et al. [13], suggests an attractive nature and success-
fully obtains SPSs for laboratory energies up to 50 MeV. This
potential is modified by Malfliet-Tjon [14] by adding a repul-
sive term similar to Yukawa et al.’s [13] form. This gives a
good match of the observed SPSs for energies up to 350 MeV,
but does not give an accurate binding energy for the deuteron.
Also, it does not have an analytical solution for its corre-
sponding time-independent Schrödinger equation (TISE). On
the other hand, the Hulthen [15] and Manning-Rosen [16]
potentials suggest an attractive nature for np interaction and
have analytical solutions that give rise to accurate binding
energy but do not correctly predict the observed SPSs. All
these indicate a need for a phenomenological potential that
can explain the observed SPSs for all energies up to 350
MeV, accurately obtain the binding energy of a deuteron, and
preferably has an analytical solution to the TISE.

The need for an analytical deuteron wave function (DWF)
for calculation of the deuteron’s polarization characteristics
has been emphasized by Zhaba [1] in his review. Garcon and
Van Orden [2] have pointed out that one of the conspicuous
features of np interaction is its short-range repulsion. This is
the reason the Argonne v18 potential has a dip in its ground-
state radial wave function at small r, which results in a node
in its corresponding momentum wave function. An analytical
solution for 3S1 could further confirm the nature of such be-
havior seen at short distances.
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Recently, an effective potential and a ground-state wave
function [17] for deuterons have been obtained by employ-
ing a supersymmetric (SUSY) quantum mechanics approach,
where the D-state wave function is taken to be proportional
to that of the S state. We have utilized the Morse function as
in Refs. [18,19] to guide the construction of inverse potentials
[20,21]. Considering the available experimental data, model
parameters of the Morse potential have been obtained based
on a global optimization algorithm (GOA). This amounts
to building model from data as in physics-based machine
learning, wherein the number of data points being used for
optimization is much larger than the number of model pa-
rameters. This approach is also taken for all other realistic
potentials. Attempts have been made to fit a large number of
data points to optimize around close to 45 to 50 model param-
eters [22] by minimizing χ2 per datum as the cost function.

In the traditional approach of modeling in physics, one
considers only as many experimental points as the number
of model parameters and then the rest of the data points are
predicted. Here, we introduce a comprehensive data analysis
using the later approach, wherein all possible combinations
of experimental data points are considered and analyzed, to
obtain the best model parameters along with uncertainties.
This procedure is referred to as combinatorial data analysis
(CDA).

Upon obtaining 3S1 model parameters of the Morse func-
tion that fit the SPSs using CDA and a GOA, one can
obtain the corresponding analytical ground-state wave func-
tion. Then, employing the simple approximation mentioned
above, one can determine the D-state wave function such
that the overall DWF is normalized while simultaneously
giving rise to the correct quadrupole moment [23]. From the
DWF, the deuteron’s static properties and form factors can be
determined. A detailed discussion about form factors (FFs)
and related experimental data can be found in the paper by
Sick [24].

Hence, the major objectives of this paper are to determine

(i) the inverse potential for the deuteron bound state us-
ing both a GOA and CDA,

(ii) the analytical DWF,
(iii) the electromagnetic form factors from an analytical

DWF, and
(iv) the deuteron’s static and low-energy properties.

II. METHODOLOGY

Selg [18,19] has discussed in detail a reference potential
approach to obtaining inverse potentials using the Morse func-
tion, given by

VM (r) = V0
(
e−2(r−rm )/am − 2e−(r−rm )/am

)
, (1)

where the model parameters V0 (MeV), rm (fm), and am (fm)
denote the depth of the potential, the equilibrium distance
at which maximum attraction is felt, and the shape of the
potential, respectively.

One can use a combination of Morse potentials if needed
[21]. To fix three parameters of the Morse function, at least
three bound states should be available. But, a deuteron has

only one and hence it is not possible to fix these exactly. This
is what makes the study of deuterons an extremely interesting
one.

The Morse potential has certain interesting characteristics
that separate it from other phenomenological potentials. They
are as follows:

(i) an analytical solution of the TISE for bound states
[25],

(ii) an exact analytical expression [25] of SPSs for un-
bound S states,

(iii) a relatively simpler wave function [25], and
(iv) shape invariance [26].

A. Morse function as a model of interaction

A strong force has been proven to exist between quarks. So,
nuclear force is of a secondary nature, similar to that of van
der Waals interaction in molecules. The Morse function is the
most successful molecular potential that could explain various
observed spectra. A deuteron in a weakly bound state can
be ideally modeled as a nuclear molecule. Hence, modeling
deuterons using the Morse function is appropriate.

Nuclear force is characterized by short-range repulsion,
medium-range attraction, and long-range cutoff. All these fea-
tures are also observed in the Morse function, thereby making
it an ideal model of interaction for nuclear force.

One can observe that the Morse model has parsimony
and pedagogic value. Its limitation is that it does not ex-
plicitly consider the internal interactions responsible for the
obtained inverse potential. Hence, one does not have access
to contributions due to central and tensor potentials that are
needed for solving coupled differential equations associated
with deuterons.

B. Triplet S-wave bound-state energy

The radial TISE for � = 0 (S wave) is given by

− h̄2

2μ

d2u(r)

dr2
+ VM (r)u(r) = Eu(r), (2)

where μ is the reduced mass of neutrons and protons. The
analytical solution of the TISE is derived by Morse [27], and
the ground-state energy expression is given by

E0 = − h̄2

2μa2
m

(
λ − 1

2

)2

, (3)

where

λ =
√

2μV0a2
m

h̄2 . (4)

Here, λ is called the well-depth parameter and is dependent
only on V0 and am.

Utilizing the experimental binding energy (BE) of the
deuteron, E0 = −2.224 589(22) MeV [28], V0 can be ex-
pressed in terms of am as

V0 = h̄2

2μa2
m

⎛
⎝0.5 +

√
2μ(2.224 589)a2

m

h̄2

⎞
⎠

2

. (5)
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To fix the other two parameters, am and rm, we utilize ex-
perimental SPSs. Out of an infinite set of values for V0 and
am that could give rise to an experimental BE, only one set
in consonance with a particular rm should give rise to the
observed experimental SPSs. To determine the SPSs, Morse
[27] suggested the phase function method.

C. Phase function method (PFM)

The Schrödinger wave equation for a particle with energy
E and orbital angular momentum � undergoing scattering is
given by

h̄2

2μ

[
d2

dr2
+

(
k2 − �(� + 1)

r2

)]
u�(k, r) = V (r)u�(k, r), (6)

where k =
√

E/(h̄2/2μ). Here, h̄2/2μ = 41.47 MeV fm2.
The second-order differential equation, Eq. (6), has been
transformed into a first-order nonhomogeneous differential
equation of the Riccati type [29,30], given by

dδ�(k, r)

dr
= − 2μ

h̄2

V (r)

k
[cos[δ�(k, r)] ĵ�(kr)

− sin[δ�(k, r)]η̂�(kr)]2, (7)

where ĵ�(kr) and η̂�(kr) are the Ricatti-Bessel and Ricatti-
Neumann functions, respectively. For � = 0, ĵ0 and η̂0 are
sin(kr) and − cos(kr), respectively, and the above equation is
written as

dδ0(k, r)

dr
= −2μ

h̄2

V (r)

k
sin2[kr + δ0(k, r)]. (8)

The function δ0(k, r) is called the phase function. SPSs have
been obtained by numerically integrating the above equa-
tion using the Runge-Kutta (RK) fifth-order method [31] with
the initial condition δ0(k, r0) = 0. The integration starts from
a point close to the origin (r = r0) and goes all the way up to
the asymptotic region (r = r f ), where the interaction potential
becomes zero.

The advantage of the PFM is that SPSs are directly
obtained from the potential without recourse to the wave
function. So, the Morse function is incorporated into the phase
equation and its model parameters are optimized by using the
numerical integration routine in an iterative fashion within an
optimization procedure as shown in Fig. 1.

D. Optimization procedure

The procedure utilized for optimization is broadly as fol-
lows.

(i) Model parameters are given certain bounds. For ex-
ample, both am and rm are chosen to have values
within an interval of (0, 1). We choose random values
for am and rm from their sample space and determine
V0 using Eq. (5).

(ii) Define a cost function that needs to be minimized. We
have chosen the mean-squared error (MSE) between

FIG. 1. Flow chart for the PFM in tandem with variational Monte
Carlo technique as an optimization procedure.

two data sets, given by

MSE = 1

N

N∑
i=1

(
δ

expt
i − δsim

i

)2
, (9)

where δsim
i are SPSs obtained using the PFM solved

via the RK fifth-order method and δ
expt
i are ex-

perimental SPSs from the mean-energy partial-wave
analysis data (MEPWAD) of the Granada Group [22].

(iii) Use the optimization routine to determine the best
parameters that fit the experimental data with a mini-
mum MSE.

The detailed procedure for obtaining the final optimized
parameters using CDA is discussed in Sec. III and separately
provided in the Supplemental Data [32]. Once the model pa-
rameters are obtained, one can determine the analytical DWF.

E. Deuteron ground-state wave function

To determine deuteron charge and magnetic FFs, mea-
sured from electron scattering experiments, knowledge of the
ground-state wave function is a basic requirement. The ana-
lytical solution for the ground-state wave function due to the
Morse potential [27] is given by

u0(z) = N0e−z/2zε0 , z(r) = 2λe−(r−rm )/am , (10)

where

ε0 =
√

2μE0a2
m

h̄2 (11)

and N0 is determined from normalization of the DWF ψD(r).
Considering the 3D1 wave function w2(r) to be proportional to
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u0(r) [17,33], N0 has been determined such that∫ ∞

0
|ψD(r)|2r2dr =

∫ ∞

0

[
u2

0(r) + w2
2 (r)

]
dr = 1. (12)

3S1 and 3D1 wave functions with relative normalization are as
follows:

u0(z) = C0e−z/2zε0 , C0 =
√

(2a − 1)PS

am	(2a)
, a =

√
2μV0a2

m

h̄2 ,

(13)

w2(z) = C2e−z/2zε0 , C2 =
√

(2a − 1)PD

am	(2a)
. (14)

It should be noted that Eq. (12) has two unknowns and, hence,
one more condition needs to be utilized to fix them. This is
done by choosing one of the static properties of deuterons
from experimental data, typically, the electric quadrupole mo-
ment [2]. Considering relativistic effects and the deuteron’s
finite size to be negligible, the quadrupole moment is given
by following expression:

QD = 1

20

∫ ∞

0
r2

(√
8u0(r)w2(r) − w2

2 (r)
)
dr. (15)

F. Emergent deuteron properties

Once the DWF is determined, one can determine both static
properties and FFs.

1. Static properties of a deuteron

Static properties like the matter radius (rDm), the charge
radius (rch), and the magnetic moment (μD) can be determined
using the following expressions [1,34]:

r2
Dm = 1

4

∫ ∞

0
r2

[
u2

0(r) + w2
2 (r)

]
dr, (16)

r2
ch = r2

Dm + 
r2
m + r2

p + r2
n + 3

4

(
h̄

mp

)2

, (17)

and

μD = μs − 1.5(μs − 0.5)Pd , (18)

where rp = 0.862(12) fm is the charge rms radius of the pro-
ton, rn

2 = −0.113(5) fm2 is charge rms radius of the neutron,
and 
r2

m = ±0.01 fm2, and PD is the D-state probability.

2. Deuteron form factors

To understand the nucleon’s structure, the study of measur-
able fundamental quantities such as electromagnetic FFs is of
paramount importance. The FFs are helpful in describing the
spatial variation of the distribution of the magnetization and
charge of the nucleons within a two-nucleon bounded system.
A deuteron cannot be considered a pointlike object. Hence, an
electron-deuteron (e-D) elastic-scattering process is utilized
to probe the structure of the nucleus to obtain FFs.

In nonrelativistic theory, without considering (v/c)2 cor-
rections, the following relations are used for calculations of

electromagnetic FFs as functions of the four-momentum Q
value:

FC (Q) = [
GEp + GEn

] ∫ ∞

0

[
u2

0 + w2
2

]
j0dr, (19)

FQ(Q) = 2

ζ

√
9

8

[
GEp + GEn

] ∫ ∞

0

[
u0w2 − w2

2√
8

]
j2dr, (20)

FM (Q) = 2
[
GMp + GMn

] ∫ ∞

0

[(
u2

0 − w2
2

2

)
j0

]
dr

+ 2
[
GMp + GMn

] ∫ ∞

0

[(
u0w2√

2
+ w2

2

2

)
j2

]
dr

+ 3

2

[
GEp + GEn

] ∫ ∞

0
w2

2[ j0 + j2]dr, (21)

where j0 and j2 are spherical Bessel functions with an
argument (Qr/2). While GEp and GEn are proton and neu-
tron isoscalar electric FFs, GMp and GMn are corresponding
isoscalar magnetic FFs. The factor ζ is related to the four-
momentum transfer Q value by

ζ = Q2

4M2
D

, MD = 1875.63 MeV.

Here, the charge FF for the neutron GEn is assumed to be
zero as in Ref. [18] and the charge FF for the proton GEp is
parametrized using the following dipole FF relation:

GEp = 1

(1 + 0.054 844Q2)2
. (22)

The magnetic FF for the nucleon is determined using the
following:

GMp = μpGEp and GMn = μnGEp,

where μp = 2.7928 and μn = −1.9130 are the magnetic mo-
ments of the proton and the neutron given in units of nuclear
magnetons. We have determined all three FFs directly by
integrating the deuteron’s analytical wave function. Here it
is to be noted that, within nonrelativistic limits, a nucleon
electric FF contributes to the deuteron’s charge as well as
to the quadrupole structure, while the other two FFs con-
tribute to the magnetic structure of the deuteron. We can
then calculate deuteron structure functions, A(Q) and B(Q).
These are related to three electromagnetic FFs due to charge
FC (Q), quadrupole FQ(Q), and magnetic FM (Q), through the
following [35–44]:

A(Q) = F 2
C + 8

9
ζ 2F 2

Q + 2

3
ζF 2

M, (23)

B(Q) = 4

3
ζ (1 + ζ )F 2

M . (24)

Using A(Q) and B(Q) yields the unpolarized e-D elastic-
scattering cross section given by the following relation [2,45]:

dσ

d

= σMott

1 + 2E
Md

sin2
(

θe
2

) [A(Q) + B(Q) tan2(θe/2)], (25)

where σMott is the Mott cross section, given as

σMott = α2E ′ cos2(θe/2)/[4E3 sin4(θe/2)].
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TABLE I. Optimized parameters for the 3S1 state using the GOA and CDA. In the latter case, parameter values consisting of extreme
depths are shown. The scattering length (a in fm) and the effective range (re in fm) are obtained, using SPSs determined from these optimized
parameters. Their corresponding experimental values [47] are given in curly brackets.

Analysis [V0, rm, am] MAE a (fm) re (fm)

GOA [114.153, 0.841, 0.350] 0.35 5.35(1) {5.424(3)} 1.75(2) {1.760(5)}
CDA [93.577, 0.843, 0.394] 1.1 5.38(2) 1.76(1)

[116.382, 0.843, 0.346] 0.4

Here, Q (fm−1) is the momentum transfer, α = e2/4π =
1/137 is the fine-structure constant, θe is the electron scat-
tering angle, E and E ′ are the electron’s incident and final
scattered energies, and MD is the deuteron’s mass.

III. RESULTS, ANALYSIS, AND DISCUSSION

The experimental MEPWAD for SPSs for the 3S1 state have
been taken from Arriola et al., the Granada group [22]. These
data consist of SPSs for laboratory energies ranging from 1 to
350 MeV, given by the set [1, 5, 10, 25, 50, 100, 150, 200,
250, 300, 350]. Because scattering parameters depend upon
low-energy data, it is important to include experimental SPSs
at low energy. Hence, [E , δ] given by [0.1, 169.32] for the 3S1

data point from Arndt [46] has been added.

A. Overall data fitting using the global optimization algorithm

Initially, model parameters are optimized by choosing to
minimize the MSE for the entire data set consisting of 12
points. For triplet ground-state 3S1, only two parameters, am

and rm, are varied and V0 is calculated via the energy con-
straint, Eq. (5). The optimized values obtained are shown in
Table I. The MSE values obtained are < 0.1, and to quantify
the performance, we have chosen the mean absolute error
(MAE) as a measure. The triplet SPS has been obtained with
a MAE of 0.35.

The uncertainties, 
δ(E ), in the SPS data at different en-
ergies specified in the Granada Group’s MEPWAD [22], have
been utilized to create two extreme data sets. One by adding

δ(E ) to δ(E ) and the other by subtracting 
δ(E ) from δ(E ).
The model parameters obtained are as follows:

3S1: [116.040, 0.832, 0.347] and [112.306, 0.850, 0.354].
These model parameter sets are used to obtain uncertainties

in SPSs for the triplet state. While the obtained SPSs are
utilized to determine the low-energy scattering parameters, the
model parameters give rise to the DWF from which various
static properties are determined. The DWF also helps in the
calculation of the deuteron’s various electromagnetic form
factors.

This kind of analysis is akin to data fitting in the machine-
learning paradigm, which we denoted as the GOA, wherein
best parameters are obtained by including all available ex-
perimental values, at the validation stage, to obtain model
interaction. One should be aware that there is a good pos-
sibility that the GOA might lead to overfitting [24]. Also,
optimized parameters could be sensitive to the data set. This
aspect is being studied.

1. Scattering phase shifts

The SPSs for 3S1 obtained with the GOA are shown in
Fig. 2 using a bold line. The corresponding interaction po-
tential is shown in the inset of Fig. 2. The variations in SPSs
and certain widths seen in Fig. 2 are due to the uncertainties in
the model parameters calculated using CDA (see Sec. III 2).
The uncertainties due to extreme data sets discussed above are
within those from CDA and hence are not separately shown.
SPSs for all higher � channels are also found to match well
with experimental data (to be communicated separately).

2. Low-energy scattering and static properties of deuterons

Low-energy parameters, scattering length (a) and effective
range (re), have been obtained for the S wave by plotting
graphs of kcot (δ) vs k. The slope and the intercept give rise
to a and re. The results are compared alongside experimental
ones, given in curly brackets, in the upper half of Table I. Once
again, extreme data sets for model parameters were utilized to
present uncertainties for low-energy properties in Table I.

The 3S1 ground-state wave function u0(r) has been deter-
mined by substituting model parameters in Eq. (10) and is
shown in Fig. 3(a). The 3D1 wave function w2(r), also shown
in Fig. 3(a), has been determined so as to ensure normalization
and the correct electric quadrupole moment value of 0.2589
fm2. The parameters for generating analytical wave func-
tions for 3S1 and 3D1 of deuterons, using Eqs. (13) and (14),
respectively, are given in Table II. The value of PD = 2.05
is comparatively much less than what has been obtained by

FIG. 2. Triplet scattering phase shifts at laboratory energies com-
pared with experimental MEPWAD [22]. The interaction potentials
were obtained using CDA and are shown in the inset. The bold lines
are best fits obtained using the GOA.
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FIG. 3. (a) Analytical deuteron wave function for 3S1 and 3D1 states. Inset shows variations of wave functions closer to the origin.
(b) Ground-state wave function in comparison with other high-precision potentials. The inset shows variations closer to the origin.

various precision potentials [7]. On the other hand, it is of a
value similar to that obtained using SUSY methodology [17],
which is 1.89, that has the same approximation as ours. Due
to the repulsive nuclear core, the wave functions can be seen
to be dropping sharply near the origin, while peaks for u0(r)
and w2(r) occur in the intermediate range (1 � r � 2 fm).

A comparative plot of 3S1 wave functions obtained from
various realistic potentials that typically utilize the one-pion-
exchange potential (OPEP) as part of their ansatz for large r
values (> 2–3 fm) is shown in Fig. 3(b). One can observe in
the inset of the figure that our analytical wave function has a
close match with that of the Argonne v18 potential for very
small r values (� 0.25 fm) and it raises to a higher peak than
the rest of the wave functions in the intermediate region. It
should be emphasized that our analytical wave function for
3S1 matches the expected variation for the asymptotic region
beyond (r > 4 fm) that expected from the OPEP exactly. So,
the Morse potential interaction is an ideal mathematical rep-
resentation that is able to effectively include within its tail the
observed success of the OPEP for a large range.

The average values of S-state and D-state probabilities, PS

and PD, are 98% and 2%, respectively. The rest of the static
properties, such as the magnetic moment, the matter radius,
and the charge radius, have been determined, along with their
uncertainties, and are presented in Table III.

B. Combinatorial data analysis in physics modeling

In principle, for modeling in a physics context, one would
expect that the number of data points to be chosen for opti-
mization should be equal to the number of model parameters.
If the number of data points chosen is larger than the num-
ber of model parameters, then the system of equations is

TABLE II. Parameters for generating 3S1 and 3D1 analytical wave
functions of deuterons as shown in Fig. 3.

ε0 a C0 (fm−1/2) C2 (fm−1/2 ) PS (%) PD (%)

0.0811 0.5807 0.6972 0.1002 97.95 2.05

overdetermined or else it is underdetermined. Either way, it
does not have a unique solution. The obtained parameters
must be able to explain the rest of the data reasonably well.
Then, a question arises as to what would be the right way to
choose 2 data points from among the 12 available for the
triplet state. This would result in a total of 12C2(= 66) com-
binations. Initially, we have obtained optimized parameters
for each of these available combinations and then carefully
analyzed the results. Here, are some important observations.

(i) The depth of the potential is energy dependent. That
is, data points from low-energy regions [0.1, 25] have
resulted in lower V0 values as compared to those from
higher-energy regions [200, 350].

(ii) The model has good predictive power for interpolated
data points but errors increase due to extrapolation,
especially at far away points.

For instance, considering data points from the low-energy
region [0.1, 10] has resulted in better prediction of SPSs for
data points in the intermediate range [25, 150] as compared
to those in the high-energy region [200, 350], where the SPSs
obtained had comparatively larger errors. Similarly, consid-
ering two data points in the high-energy region [200, 350]
for optimization has resulted in poor accuracy in scattering
parameter values, reflecting that the SPSs of the low-energy
region, important for calculating the scattering length and the
effective range, have not been determined to good accuracy.

Based on these observations, the MAE was utilized as a
quantitative measure. After carefully analyzing the results at
various stages of our calculations for all possible combina-
tions, we have applied the following criteria: In the first step,
for fixing the rm value, we have considered those combina-
tions for which MAE � 2. Then, in second step, scattering
and static properties as well as SPSs were obtained for each
of the combinations, with MAE � 1, and their averages and
standard deviations were determined and tabulated. This is the
procedure for CDA, performed at the validation stage of our
model.

Analysis of the 3S1 state. Keeping in mind that ground-state
energy is retained in the case of 3S1, through Eq. (5), it is
expected that one should obtain an equilibrium value for rm
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TABLE III. Static properties for deuterons calculated using the Morse potential in comparison with experimental values taken from Ref. [2]
and others [17,45].

Expt. Our

Quantity [2] CDA GOA [17] [45]

μD (μN ) 0.8574 0.8687(1) 0.8683(1) 0.8690a 0.8519(72)
rDm (fm) 1.975(3) 1.9537(39) 1.9285(44) 1.975 07(78) 1.953 20(475)
rch (fm) 2.130(10) 2.1088(36) 2.1037(41) 2.125 62(78) 2.1354(9)

aThis value was calculated using PD given in Ref. [45].

while determining the SPS. It was observed that out of 66
combinations of am and rm, 64 of them resulted in MAE
� 2, which gave rm = 0.843 ± 0.013 fm. Once the rm value
is fixed, there is only one parameter, am, that needs to be
determined. Hence, only one energy data point is required to
determine am. That is, a total of 12 values will be obtained
for am from which the corresponding V0 values shall be deter-
mined to a required accuracy such that the energy is retained
to 6 decimal places. The resultant model parameters shown
in Table I ( third column) correspond to combinations giving
rise to two extreme potential depths. It was found that all
12 combinations resulted in MAE � 1. Hence, all of them
are considered for determining final properties. The electric
quadrupole moment (QD) is retained in all calculations to
obtain the appropriate w2(r). Then, the magnetic moment
(μD) and the matter radius (rDm) are determined for each com-
bination. The averages along with their uncertainties given in
Table III are found to be very close to expected experimen-
tal values and comparable to those obtained using realistic
precision potentials. The 3S1 SPSs with uncertainties and
corresponding interaction potentials, with shaded regions cov-
ering all possible depths, are shown in Fig. 2. These were also
considered while determining various deuteron form factors.

C. Deuteron form factors

The analytical wave functions u0(r) and w2(r) have been
directly used in integrals, in Eqs. (20)–(22), to determine elec-
tromagnetic FFs, FC (Q), FQ(Q), and FM (Q), respectively. The
integral calculations are performed using symbolic PYTHON.
These are plotted in Figs. 4–6. One can see good agreement
with experimental data [35–44] for lower momentum transfer
Q values up to 3–4 fm−1 after which our values slowly deviate
from the expected. As Q → 0 (static moments), values of all
three FFs obtained (experimental values shown in parentheses
are from Ref. [2]) are as follows,

FC (Q → 0) = 1.0(1.0),

FM (Q → 0) = 1.7714(1.7148),

FQ(Q → 0) = 24.97 − 27.56(25.83),

and can be seen to be in good agreement with the experimental
values. While various realistic potentials always give a value
for FQ(0) below 25.83 [2], it falls well within the range pro-
vided by our CDA approach.

In the case of FC (Q), experimental data are available
from nearly 1 fm−1 to about 7 fm−1 from different papers.
Both Abbot et al.’s compiled data [37] (0.86–6.64 fm−1)

and Nikolenko et al.’s data [42] (Q = 2.9–4.6 fm−1) indi-
cate an upward trend. While Garcon et al.’s data [43] (Q =
0.988–4.62 fm−1) do not capture the upward trend beyond
4 fm−1, both leading order (LO) and next-to-next-to-next-to-
leading order (N3LO) calculations [48] capture experimental
trends occurring just before 4 fm−1. While the former matches
Nikolenko et al.’s trend [42], the latter one shows closeness
to Abbot et al.’s data [37]. Our analysis, as seen in Fig. 4,
shows an upward trend to be occurring closer to 5 fm−1 and
our data beyond 5 fm−1 fall below experimental values. In
the case of FQ(Q), all available experimental data [38,43,44]
have a similar trend. Both LO and N3LO calculations match
our values of F (Q) at Q ≈ 0. LO calculations match ex-
perimental data for Q values up to 4.62 fm−1. For values
beyond this, the trend of LO calculations is downward as
compared to the experimental data of Abbot et al. [37]. On
the other hand, N3LO calculations are slightly below exper-
imental data from Nikolenko et al. [42] and Abbot et al.
[37] and capture Garcon data better for Q values up to 3.78
fm−1. Beyond this N3LO calculations bend farther away from
both LO calculations and experimental data. Our analysis,
as seen in Fig. 5, lies below experimental data for Q values
up to 4.62 fm−1 but correctly obtains values for Q = 6.15
and 6.64 fm−1. In the case of FM (Q), Garcon et al. [43]
(Q = 0.988–4.62 fm−1) captures in essence trends from both

FIG. 4. Deuteron form factor FC as a function of Q (fm−1). Ex-
perimental data are taken from different experimental works [34–43].
LO and N3LO calculations have been taken from Ref. [47] for
comparison.
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FIG. 5. Deuteron form factor FQ as a function of Q (fm−1). Ex-
perimental data are taken from different experimental works [34–43].
Leading order (LO) and N3LO calculations have been taken from
Ref. [47] for comparison.

Ganichot et al. [39] (Q = 0.68–2.43 fm−1) and Auffret et al.
[36] (Q = 2.59–5.28 fm−1). While LO and N3LO calcula-
tions suggest a dip at around 4.5 fm−1, experimental data do
not show such a trend. Our analysis, as seen in Fig. 6, correctly
matches up to 3.5 fm−1 and then slowly tends to go farther
as Q increases and indicates a dip at around 5.5 fm−1. Next,
these three electromagnetic FFs in turn are used in Eqs. (23)
and (24) to obtain the structure form factor functions A(Q)
and B(Q), shown in Figs. 7(a) and 7(b), respectively. Our
results of the deuteron’s electric AQ and magnetic BQ structure
functions are in quite good agreement with the experimental
data [35–37,39–42,44].

In the case of A(Q), the experimental data covers from
around 0.01 to 10 fm−1 according to various experimental

FIG. 6. Deuteron form factor FM as a function of Q (fm−1). Ex-
perimental data are taken from different experimental works [34–43].
Leading order (LO) and N3LO calculations have been taken from
Ref. [47] for comparison.

FIG. 7. Deuteron (a) electric A(Q) and (b) magnetic B(Q) struc-
ture function variations with Q (fm−1). Experimental values are
taken from Refs. [34–36,38–41,43]. Leading order (LO) and N3LO
calculations have been taken from Ref. [47] for comparison.

works from Simon et al. [38] (Q = 1.24–2 fm−1), Garcon
et al. [43] (Q = 0.988–4.62 fm−1), Galster et al. [35] (Q =
2.48–3.61 fm−1), Elias et al. [34] (Q = 3.83–5.84 fm−1), and
Arnold et al. [41] (Q = 4.61–10.04 fm−1). LO calculations
show experimental trends all the way up to 5 fm−1 and may
correctly show higher values upon extension. N3LO calcu-
lations, on other hand, match experimental data only up to
2 fm−1 and then increasingly fall short with increasing Q.
The experimental data for B(Q) are from Ganichot et al. [39]
(Q = 0.68–2.43 fm−1), Garcon et al. [43] (Q = 0.988–4.62),
Simon et al. [38] (Q = 1.24–2 fm−1), and Auffret et al. [36]
(Q = 2.59–5.28 fm−1). All data more or less show a simi-
lar trend. While LO and N3LO calculations correctly follow
values up to 3 fm−1, for points beyond they are way lower.
Also, they tend to predict a dip at about 4.5 fm−1. On the
other hand, our analysis, as seen in Fig. 7(b), not only matches
with experimental values up to 3 fm−1 but is closer for points
beyond 3 fm−1 as well. We predict a dip at around 5.5 fm−1,
after which the B(Q) value again increases.
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IV. CONCLUSIONS

The molecular Morse interaction has been shown to be
an ideal phenomenological potential to describe the observed
structure and form factors of deuterons. It not only re-
tains experimental ground-state energy along with correctly
predicting observed scattering phase shifts for laboratory en-
ergies up to 350 MeV but also gives an analytical wave
function for the 3S1 state that matches the asymptotic wave
function expected from the OPEP perfectly.

The real take away of this entire exercise is the simplicity
of the chosen model interaction which has a single mathe-
matical function that represents the potential over the entire
range of nuclear force. All other realistic potentials model
the nuclear force using different mathematical functions for
short and intermediate ranges and chose OPE-type potentials
for long range. The advantage of the Morse function is that it
has a tail that is dictated by the shape factor am that has been
adjusted to obtain SPSs and it is seen to be able to effectively
match the expected OPEP variation.

Another important contribution is that we have provided
a range for model parameters by determining uncertainties
by using combinatorial data analysis, which we think is a
unique procedure developed by us for solving the np system.
The advantage of giving a range for model parameters is
that it allows us to determine the nuclear binding energies
with their corresponding uncertainties. This is not possible
with most of the existing realistic potentials. This point has
been emphasized by the Granada Group [22]. Second, this
approach is very apt from a physics modeling point of view,
as compared to data-fitting strategies, which are more akin to
a machine-learning paradigm.

Also, parsimony is one of the important goals of a good
hypothesis in scientific research. When there exists an analyt-
ical ground-state wave function that is able to aptly describe
various deuteron form factors, it would be unnecessary to deal
with large data sets, in the form of tables, to represent it.
It has been shown by Zhaba in Refs. [48,49] and references
therein, and is also well known in computational physics,
that numerical techniques tend to accumulate errors with in-
creasing numbers of evaluations. Further, some of the realistic
potentials, such as CD-Bonn and Moscow, have been observed
to have knots in their component wave functions, near the
origin, which implies inconsistencies and inaccuracies in their
numerical procedures [50].

Finally, the Morse function is pedagogically the easiest
potential whose time-independent Schrodinger equation can
be solved analytically for both the ground state and the scat-
tering S state, which have maximum contributions to the total
scattering cross section at low energies up to 50 MeV. We
have shown that the Morse function can reasonably explain
all the deuteron’s experimental observables from low-energy
scattering and static properties to its various electromagnetic
form factors. Our results for higher � channels are worked out
and have very good agreement for all energies up to 350 MeV.
The contributions due to p-h channels significantly improve
calculations of total scattering cross sections and accurately
describe the observed experimental data for all energies up to
350 MeV and will be communicated elsewhere. This approach
has features that could result in better understanding of NN
interaction and in turn validate or clarify the underlying mech-
anism that is still unclear from varied theoretical constructs of
existing realistic potentials.
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