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Reaction dynamics and in-medium nucleon-nucleon cross section with 12C + 1H at 95 MeV/nucleon
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Reaction dynamics and effective in-medium nucleon-nucleon (NN) cross section are studied, using the
antisymmetrized molecular dynamics (AMD) model with one of the simplest heavy ion collisions, 12C +1H. The
roles of different stochastic processes are studied, which are installed in the original AMD. One is the diffusion
process as a part of the quantum fluctuation originated from the Fermi motion during the time evolution of the
wave packets in the mean field (AMD/D). The second is a coalescence treatment for light clusters with A � 8
(AMD/D-COALS). The third is the collision process, installed in AMD with different form of the in-medium
NN cross sections. These different processes are examined, using the experimental angular distributions and
energy spectra of light charged particles and intermediate mass fragments. The effective in-medium NN cross
sections are evaluated from the simulated AMD events and compared with the experimentally extracted values.
A good agreement is obtained between the AMD values from the 12C + 1H reaction at 95 MeV/nucleon and the
experimental results for nuclear matter.
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I. INTRODUCTION

Transport models provide a powerful tool to obtain physics
information on the nuclear equation of state and in-medium
properties from low to relativistic energy heavy-ion collisions,
which produce a variety of different nuclear matter in temper-
ature, density, and neutron/proton ratio together with a variety
of reaction dynamics. A recent review of various transport
models in the transport model evaluation project (TEMP),
with calculations under controlled conditions of physical in-
put and setup, reveals that the differences in the basic feature
of all models from the Boltzmann-Uehling-Uhlenbeck (BUU)
type to the quantum molecular dynamics (QMD) type can
be understood, whereas detailed comparisons of the actual
observables, pion productions for example, show significant
differences [1–5]. One of the main causes for the differences
originates from the differences in managing the Pauli blocking
in the stochastic collision process. In the following study we
adopt the antisymmetrized molecular dynamics (AMD) of
Ono [6], in which the Pauli blocking is treated in an exact
manner.

The original code of AMD based on Ref. [6], however,
showed a significant transparency of the projectile through the
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target nucleus even for central collisions of 40Ca + 40Ca at
35 MeV/nucleon, and resulted in a significant enhancement
of the projectilelike yields in the charge distribution, which
was not observed in the experiment. To resolve this, a quan-
tum diffusion process was introduced. This version of AMD,
called AMD/D, made a significant improvement to describe
the multifragmentation events [7–9].

Another significant improvement was made by the in-
corporation of the coalescence process. The coalescence
process was first introduced to describe the intermediate
mass fragment production in 197Au + 197Au at 150 and 250
MeV/nucleon [10]. In a series of our previous studies in
Refs. [11–13], the coalescence process with A � 4 were stud-
ied in the 12C + 12C reaction at 50 and 95 MeV/nucleon. This
version of AMD reproduced the general trends of the basic
observables rather well, such as the angular distributions and
energy spectra for light charged particles (LCPs) and inter-
mediate mass fragments (IMFs) up to Z � 12. However, the
detailed comparisons revealed that for some particle species
the AMD predictions showed noticeable deviations from the
experimental data. Their origins were not able to be pinned
down in these studies because of the complicated mechanism
of the heavy ion collisions, even though the 12C + 12C system
is a rather simple reaction system.

In addition we study the effective in-medium nucleon-
nucleon (NN) cross sections in the present work. Here
the effective in-medium NN cross section refers to that
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evaluated from the AMD simulations to distinguish from the
input in-medium NN cross section. Historically in AMD dif-
ferent in-medium cross sections have been applied: the free
NN cross sections [14] for high energy application and the
Li-Machleidt formalism with an empirical formula used as
an upper limit below certain energies [10]. There are also
other forms of the cross sections available in the code. In
experiments, the in-medium NN cross section has been eval-
uated from a series of nuclear stopping studies with different
symmetric reactions in the incident energy range of 20–100
MeV/nucleon [15–17]. However, these experimentally ex-
tracted in-medium NN cross sections are difficult to compare
directly to the input NN cross section used in the simulations,
because many of the attempted collisions calculated from the
input in-medium cross section are Pauli blocked. We propose
a simple method to calculate the “effective” in-medium cross
sections from the simulations to compare with the experimen-
tal values.

AMD is one of the state-of-art transport models, but still
has problems reproducing the experimental data in many
cases. Some of the discrepancies between the simulated re-
sults and those of the experiments originate from the missing
physics in its ingredients. They have often different origins
depending on the ejectile energies and species as well as the
different reaction systems and incident energies, as described
above for some of them. However some discrepancies may
originate not from physics, but from from the experimental
procedures. In order to identify them, one needs to char-
acterize the nature of the ingredients. However heavy ion
collisions are very complicated in general and it is often
very difficult to isolate individual roles of the ingredients
incorporated in the program. In this study we chose 12C +
1H at 95 MeV/nucleon, which is one of the simplest heavy
ion collisions, but still shows many aspects of the reaction
dynamics.

This article is organized as follows: In Sec. II, AMD
models used in this study are described briefly. In Sec. III,
simulated results are compared with the experimental data of
Dudouet et al. in Ref. [18]. Discussions on the coalescence
model and the production mechanisms of protons are given in
Sec. IV. The effective in-medium NN cross sections are also
discussed. A brief summary is given in Sec. V.

II. ANTISYMMETRIZED MOLECULAR
DYNAMICS MODELS

Since general descriptions of AMD have been provided in
Refs. [6,7,10,12,13], only parts related to this study are given
in detail in this section.

A. AMD/D

To take into account the fluctuation in the time evolu-
tion of the wave packet, a quantum branching process is
introduced along to path of the Vlasov equation [7]. This
quantum diffusion process is a generalized process of the
momentum fluctuation introduced to restore a quantum nature
in the particle emission process in their earlier studies [19,20].

This version of AMD improved the reproduction of IMFs
significantly.

B. AMD/D-COALS

In AMD/D, a stochastic coalescence process can be ac-
tivated. The coalescence process was introduced to improve
the production of clusters in 197Au + 197Au at 150 and 250
MeV/nucleon [10]. The basic procedures are as follows. At
each time step, candidate clusters with A � 4 are formed with
a given coalescence radius Rc. In the default routine, Rc =
1.5 fm is used. For the deuteron case, for example, when a
coalescence process takes place, this stochastic process moves
the centroids Za and Zb to the same point 1

2 (Za + Zb). The
rate of the coalescence c is automatically determined by the
requirement that the probability of finding the two nucleons
in the deuteron state |d〉 should be independent of time on
average. Similar treatment is performed for tritons, 3He, and
α particles. First all possible candidate cluster combinations
are formed for A � 4. If the multiplicity of the candidate
clusters is more than or equal to 2, a heavier cluster formation
with A > 4 is attempted between two candidate clusters. No
three-candidate cluster formation is applied in this work.

The formed cluster is further examined to satisfy the fol-
lowing conditions.

(i) The nucleons in the attempted cluster should not be a
part of heavier clusters.

(ii) The cluster should not exist in the previous time step.
(iii) The cluster should be formed in a low density region.
(iv) The total energy should be restored.
(v) The final state should be allowed under the Pauli

principle.

When the attempted cluster satisfies the above conditions,
the coalescence process is performed. Otherwise, no change
is made in the system.

The coalescence process also affects kinematically and
thermally in the system. When a cluster is formed, the exci-
tation energy of the cluster is minimized because the relative
kinetic energies are minimized in their rest frame, which re-
duces the excitation energy of the cluster. This is evident when
the excitation energy is evaluated for the afterburner at the
switching time. The kinetic energies of the cluster and nearby
nucleons also change. It should be also noted that the formed
cluster can breakup at later stages, since each nucleon in the
cluster is treated as same as the other nucleons. NN collisions
between one of nucleons in the cluster and the surrounding
nucleons can occur and/or the independent time evolution of
the participated nucleons in the cluster can break them up. In
this study AMD/D with the coalesce process with A � 8 is
referred as AMD/D-COALS.

In Fig. 1 the probability of a successful coalescence process
as a function of fragment mass is plotted for 12C + 1H at 95
MeV/nucleon. In almost every event clusters with A = 2, 6, 7
are successfully made on average. α formation probability is
ten times smaller than those of d and A = 6, 7 clusters. One
reason is that when an α is formed, the nucleons inside the α

are strongly bounded and tend to stay together, whereas for
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FIG. 1. Average occurrence of the coalescence process per event
as a function of mass.

the other heavier clusters the formed cluster can be broken up
and reformed again more than once in a given event.

C. In-medium NN cross section

In AMD calculations, the NN collision rate is, by default,
determined by using the input in-medium cross section as [21]

σ (E , ρ) = min

(
σLM(E , ρ),

100 mb

1 + E/200

)
, (1)

where σLM(E , ρ) is the in-medium cross section given by
Li and Machleidt [22,23]. E is the relative kinetic energy
between two nucleons and given in MeV and ρ is the den-
sity. The angular distribution of proton-neutron scattering is
parametrized as

dσpn

d�
∝ 10−α(π/2−|θ−π/2|),

α = 2

π
max{0.333 ln E − 1, 0}, (2)

while the angular distributions of proton-proton and neutron-
neutron scatterings are assumed isotropic. The above in-
medium cross section is applied in all calculations below,
unless otherwise specified. For the in-medium NN cross sec-
tion study in Sec. IV, free NN cross sections are also applied
for comparisons.

D. Simulations

In the following AMD simulations, the standard Gogny
interaction is used, which has the imcompressibility K = 228
MeV [24]. The impact parameter range is set to b = 0–6 fm,
since very rare interaction occurs between the projectile and
the target at b > 6 fm. The time evolution is performed up to
300 fm/c, which has been verified as a reasonable time such
that the dynamics of the collision process is already estab-
lished for the final partitions [8]. To get the final products,
the results are examined at t = 300 fm/c using a coalescence

technique, and their excitation energies and spins are evalu-
ated. For the excited fragments GEMINI [25,26] is employed
as the afterburner to get the final products to compare with the
experimental data.

III. RESULTS

A. Overview of experimental results

The experimental results used in this study were measured
at GANIL in Ref. [18], using four sets of Si-Si-CsI telescopes
at the laboratory angles of 4◦, 7◦, ... up to 43◦ in 2◦ steps. All
experimental cross sections for the 12C + 1H are obtained by
combining the cross sections of 12C + CH2 and 12C + C as

dσ

d�
(H) = 1

2

(
dσ

d�
(CH2) − dσ

d�
(C)

)
. (3)

To visualize a global picture of the experimental data,
the energy spectra of LCPs are fitted by a moving source
(MS) fit with two sources, a projectilelike (PLF) source and
an intermediate-velocity (IV) source, following the work in
Ref. [11]. The PLF source further consists of two sources
with different slopes, but with similar source velocities except
for α particles. For α particles, a single PLF is sufficient to
reproduce the spectra at all angles. The experimental energy
spectra and typical MS fit results are shown in Fig. 2. The
experimental energy spectra are well reproduced without a
TLF source except for deuterons. For deuterons, most of the
spectra shown in the second column in Fig. 2 suggest the
existence of a possible TLF source around the energy below
20 MeV/nucleon. On the other hand, none of the proton and
triton spectra show similar enhancements at similar energies.
The spectra below 30-50 MeV/nucleon are well described by
the IV source, especially for protons, the spectra at θ > 20◦
are dominated by the IV source. For α particles, the detection
energy threshold is too high to observe the IV source compo-
nent experimentally.

B. Overview of AMD results

In Fig. 3, two-dimensional (2D) plots of the velocity dis-
tributions, d2σ/dVt dVz, where dVt , dVz are the transverse and
parallel velocities, respectively, are shown for protons from
different AMD simulations. Vt is set positive (negative) when
Vy is positive (negative).

On the top row, the results from AMD without the diffusion
process, denoted as AMD/noD, are presented for the primary
(AMD alone) on the left and the secondary (AMD+GEMINI)
on the right column. For the primary distribution, a clear ring
is observed. The center velocity of the ring corresponds to
that of the NN center of mass, a half beam velocity, and
therefore it is formed by a quasielastic scattering between a
nucleon in the projectile 12C nucleus and the target proton.
No PLF source component is observed at this stage. When the
primary fragments are cooled down by GEMINI on the right
column, a clear PLF component appears around the beam
velocity. This indicates that excited PLF fragments exist at
the projectile velocity on the primary stage on the left, but
no particle emissions are made from the excited PLFs before
t = 300 fm/c. On the second row, AMD/D results are shown.
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FIG. 2. Moving source fit results for p, d , t , 3He (denoted as h), and α particles from the left column to the right at selected angles. The
experimental data from Ref. [18] are shown by open circles. The PLF1, PLF2, and IV components are shown by blue long-dashed, green
dashed, and pink dotted curves, respectively. The total sum of the components of the fit result is shown by the red solid curve. Polar laboratory
angles, θ , are shown in each figure.

The diffusion process made two noticeable changes: one is to
broaden the width of the ring at the lower velocity side and the
other to stimulate the particle emission from the excited PLFs.
As addressed in Sec. II A, these are expected effects of the
incorporated diffusion process. For the secondary distribution
on the right, the PLF protons are further enhanced, indicating
that the PLF excitation energy is only partially consumed for
the emissions caused by the diffusion process and a significant
amount remains at t = 300 fm/c. On the third row, the results
of AMD/D-COALS are presented. Noticeable differences of
the primary distribution are observed, compared to that of
AMD/D. The width of the ring is reduced when the proton
velocity becomes closer to that of PLF. This can be explained
as follows. When one of the quasielastically scattered protons
is emitted near the rest of the projectile, this proton has more
chance to form a cluster with nucleons in the projectile by
a coalescence process, and the proton yields are reduced.
The closer to the projectile, the higher probability is for the
coalescence and the thinner the ring is. The yields of the PLF
source are reduced at the primary stage, since the coalescence
process reduces the excitation energy of the fragments in
the PLF source, as mentioned in Sec. II B. The radius of
the outer sphere at the forward direction is slightly enlarged,
reflecting the enhancement of the high energy tails due to
the contribution by the coalescence process as discussed in
Sec. IV B.

C. Quantitative comparisons

In Figs. 4 and 5, the experimental energy spectra of LCPs
and IMFs are compared with the AMD+GEMINI results
at selected angles. For protons in the leftmost column of
Fig. 4, both AMD/D and AMD/D-COALS simulated results
are very similar to each other and can reproduce more or
less reasonably the experimental data with some deviations.
AMD/D-COALS reproduces well the high energy tail above
E > 150 MeV/nucleon at all angles, whereas the spectra
from AMD/D fall off much quickly in this energy region.
In both simulations the yields near the projectile velocity
are overpredicted. AMD/D also shows a sharp peak around
E = 60–70 MeV/nucleon, which corresponds to the energy
of the quasielastic ring observed in Fig. 3. In Sec. IV B, these
differences in the simulated proton spectra will be discussed
in more detail.

For all other LCPs both AMD/D and AMD/D-COALS
overpredict the yields around the projectile velocity at the
forward angles, except for 3He. Since the 3He evaporation
rate from the excited IMFs is small, compared to other
clusters, these overpredictions are attributed to the sequen-
tial feeding process from the excited IMFs. The cause of
these overpredictions is further discussed in Sec. IV in detail.
AMD/D-COALS broadens noticeably the width of the energy
spectra for deuterons, tritons, and 3He particles, and im-
proves the reproduction of these energy spectra at all angles,
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FIG. 3. 2D velocity distributions for protons are compared for
AMD/noD, AMD/D, and AMD/D-COALS from the top to the bot-
tom, respectively. The velocity spectra for the primary protons are
plotted on the left column and those for the secondary on the right.

especially at the lower energy side of the spectra. The experi-
mental yields of all LCPs show higher energy tails at θ < 10◦
which are not predicted by the AMD models. However, one
should note that these experimental high energy tails are in-
consistent with each other from angle to angle. For example,
the high energy tail of α particles is enhanced at 7◦ (second
row) much more than those at 4◦ and 9◦. Such inconsistencies
are also seen in other LCPs. Therefore we suspect that these
high energy tails above E > 200 MeV/nucleon for protons
and deuterons and E > 150 MeV/nucleon for α particles
originate mainly from some errors in the experimental data
analysis, such as the energy calibration at high energy and/or
the spectrum subtraction method used in Eq. (3).

In Fig. 5, a similar comparison is made for IMFs. All simu-
lated results except for the Li isotopes are reproduced more or
less reasonably well compared to the experimental yields near
the energy corresponding to the projectile velocity, but fail to
describe them at E < 50 MeV/nucleon. These discrepancies
on the lower energy side between the experimental data and
the simulations are difficult to explain, based on physics.
For heavier target system, these IMFs are mainly from the
target fragmentation, whereas in the present case of 12C +
1H no such target source exists. One should note that the cross
sections of these spectra in the lower energy region are more
than two orders of magnitude smaller than the peak yields. As
mentioned for LCPs above, these experimental energy spectra

are obtained from the subtraction between those of 12C +
CH2 and 12C + C, using Eq. (3). Therefore, these low energy
IMFs may be mainly produced during the experimental data
analysis.

IV. DISCUSSION

A. LCP production

In our previous works [12,13], the role of the cluster corre-
lations in the IMF emissions was addressed in detail, using the
experimental results for 12C + 12C at 50 and 95 MeV/nucleon
from Refs. [27] and [18], respectively. The comparisons per-
formed in the present study using the 12C + 1H reaction in
the inverse kinematics are qualitatively consistent with our
previous works. Some of the LCP yields at the PLF velocity,
however, are noticeably overpredicted as shown in Fig. 4 in
the present and previous works. In the following we further
study the production mechanisms of LCPs, focusing on the
role of the coalescence process in more detail.

To study the overpredictions, the experimental energy
spectra of tritons at 4◦ to 9◦ are compared with the simula-
tions, where the different feeding contributions from heavier
clusters are presented separately in Fig. 6. The energy spectra
from both results are similar to each other. Even though the
reproduction of the experimental data is not as good as we
expected, the reproduction of the energy spectra in the low
energy side is significantly improved by AMD/D-COALS
at larger angles. The comparison between the two models
reveals distinct differences in the production of tritons. In
AMD/D, the feeding from Boron isotopes is dominated in
the triton yields. In AMD/D-COALS, on the other hand, the
primary contribution dominates the spectra and the feeding
contributions are reduced significantly. This is because the co-
alescence process employed forms the clusters and emits them
at the primary stage. The coalescence process also reduces
the excitation energy of the IMFs as mentioned earlier. The
noticeable improvement for AMD/D-COALS at larger angles
is also evident in Fig. 4 for other LCPs except α particles.
For α particles, AMD/D reproduces results slightly better than
AMD/D-COALS at two forward angles. The overpredictions
of the Li isotopes in AMD/D-COALS observed in Fig. 5 does
not contribute to the LCP production as observed in the triton
case. This is because most of the Li isotopes generated by the
coalescence process have little excitation energy and do not
decay noticeably into LCPs.

B. Proton emission and effective in-medium NN cross section

In Fig. 7, proton energy spectra are shown with AMD
predictions. In AMD/D and AMD/D-COALS the default in-
medium NN cross section in Eq. (1) is used, whereas in
AMD/D-COALS(FX) the parametrized free NN cross sec-
tions are used for comparisons. At peak energy the former two
predict very similar yields, but show noticeable difference at
high energy tails. In our previous study of the high energy
proton emission in Ref. [28], the incorporated Fermi boost
plays a dominant role in reproducing the high energy protons
in 40Ar + 51V at 44 MeV/nucleon. For 12C + 1H at 95
MeV/nucleon, however, no effect is observed for the Fermi
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FIG. 4. Comparisons of energy spectra of LCPs between the experimental data and the secondary simulated results with AMD/D and
AMD/D-COALS. Four most forward angles are selected for clusters, just because of the poor statistics at larger angles for these LCPs. The
experimental data, taken from Ref. [18], are shown by black open circles. Error bars given in the reference are omitted for clarity. The calculated
results of AMD/D and AMD/D-COALS are shown by red solid and blue dashed histograms, respectively.

boost (not shown). This is because the Fermi boost is based
on the number of collisions, and they become significantly
smaller in 12C + 1H. In the coalescence process, when a clus-
ter is formed, the reduced excitation energy is distributed to
the surrounding nucleons in the procedure of the total energy
restoration. This accelerates protons when the energy is given
to the forward emitted protons near the cluster, as shown in
the bottom row of Fig. 3. When the free NN cross sections are
used as the input value of the in-medium NN cross section,
the calculated proton energy spectra significantly overpredict
on the higher energy side, especially at angles around 20◦.

The emission rate of protons also provides information
for the effective in-medium NN cross sections in the binary
collision process. The effective in-medium cross sections de-
pend on the input values and Pauli-blocking rate. The latter is
determined by the available phase space and depends on how
the Pauli principle is treated. In AMD, the Pauli principle is
fully respected during the time evolution of the wave packet
and collision process, based on the antisymmetrization of the
wave packet.

At the top of Fig. 8, the numbers of attempted (NTRY)
and Pauli-allowed (NDID) collisions are plotted as a function
of the relative nucleon energy for proton-neutron (np), and
neutron-neutron (NN) or proton-proton (pp), separately, for
the AMD/D-COALS simulations with the default NN cross

section in Eq. (1). The enhancement around the beam energy
is caused by the quasielastic collisions between one of the
projectile nucleons and the target proton. Since one of the
nucleons is often scattered in free space for the quasielastic
collisions, the collisions are more favorably Pauli allowed.
The quasielastic contributions are distributed in a broad en-
ergy range between ≈95 and ≈130 MeV on top of the
logalithmically decreasing yields, which is extended above
95 MeV to higher energy under the quasielastic contribution.
These higher energy protons correspond to those observed as
the high energy component of the energy spectra in Fig. 7.
The broad quasielastic peak is caused by the fact that the
projectile proton momentum is fluctuated by the quantum dif-
fusion process along the Gaussian distribution and causes the
energy spread at this energy range. Therefore the whole of the
enhanced yields in this energy range are from the quasielas-
tic scattering. The collisions below ≈95 MeV and above
≈130 MeV occur inside the projectile at later stages with a
quasiscattered nucleon, and therefore these collisions reflect
the effective NN collision process in the nuclear medium at a
given relative kinetic energy.

The effective in-medium NN cross section can be calcu-
lated as

σ in-med
x (E ) = σx(LM:E , ρ)NDID(x, E )/NTRY(x, E ), (4)
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and histograms are same as those in Fig. 4.

where the subscript x indicates either np or nn/pp. The LM
cross section used in Eq. (1) is energy and density depen-
dent. In the above equation, σx(LM:E , ρ) is the actual cross
section calculated when a binary collision occurs with the
relative kinetic energy E and at the density ρ. The ratio of
NDID/NTRY as a function of energy is plotted in Fig. 8(b).
About 10–20% of the attempted collisions are Pauli allowed
outside the quasielastic region. The calculated effective in-
medium cross sections using Eq. (4) are plotted in Fig. 8(c) for
np and nn/pp collisions separately. The cross sections in the
quasielastic region show more or less flat distribution in (b)
and (c) as expected. In the energy range 60 < E < 95 MeV,
the evaluated np cross sections appear about twice larger than
those of nn/pp and become comparable below 60 MeV.

The evaluated effective in-medium NN cross sections are
compared with the experimental values. At GANIL, a se-
ries of the INDRA experiments with symmetric or nearly
symmetric reaction systems in the incident energy range of
20 � E � 100 MeV/nucleon have been analyzed [15–17].
The experimental in-medium NN cross sections are extracted
from the measured nuclear stopping values from the high
charged multiplicity events. The nuclear stopping is defined
as the ratio of the perpendicular and parallel energies in
event-by-event basis. Two methods are applied to evaluate the
experimental in-medium NN cross section from the measured
proton nuclear stopping values. In the first attempt, the sys-
tem size independent mean free path is extracted, considering
the probable nuclear transparency between the projectile and

target and the Pauli blocking [16]. This system-size inde-
pendent mean free path is also called the mean free path in
nuclear matter, which is directly related to the in-medium NN
cross section. The extracted values are plotted in Fig. 8(c)
by the solid symbols. The experimentally extracted values
are weight-averaged in-medium cross section between np and
nn/pp collisions and not directly compared to the values eval-
uated from the AMD simulations plotted for np and nn/pp
collisions separately in the figure, but the experimental values
are between the values for these collisions, indicating they
are very reasonable. The other method is based on the values
from the “rows on rows” model of [29] based on the Glauber
assumption [30], compared to the measured proton nuclear
stopping [17]. In this latter method, the system size dependent
in-medium cross sections are evaluated.

To make more direct comparisons between the calculated
values and the experimental values, the AMD effective in-
medium cross sections are calculated in a similar way as
Eq. (4), but using the weight average between np and nn/pp
collisions as

σ in-med
AMD = σnp(LM)NDID(np)/N tot

TRY

+ σnn/pp(LM)NDID(nn/pp)/N tot
TRY, (5)

where N tot
TRY = NTRY(np) + NTRY(nn/pp).

The effective AMD in-medium NN cross sections are eval-
uated using Eq. (5). In Fig. 9(a), the values from Eq. (1)
are plotted for the density indicated, together with the
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FIG. 6. Energy spectra of tritons at three selected angles,
4◦, 7◦, 9◦, are compared with the simulations from AMD/D on the
left and AMD/D-COALS on the right. The experimental data are
same on both sides and shown by black open circles. The results
obtained from the simulations are shown by the red solid histograms.
The feeding contributions from Li, Be, B, and C parent isotopes are
also shown by colored shaded spectra. No error bars are shown for
the experimental data.

parametrized experimental free NN cross sections. The cross
sections in Eq. (1) are determined by the empirical values
below 90 MeV for np collisions. nn/pp collisions are de-
termined by the LM formulation above 20–30 MeV, but are
a factor of more than 2 smaller than those of the np cross
sections. In Fig. 9(b) the calculated AMD effective in-medium
cross sections are compared to the experimental values from
Ref. [16], which are independent of the system size. The
AMD values agree surprisingly well with the experimental
values in the whole energy range except at the beam energy,
especially the minimum observed around 40 MeV, and the rise
at lower energy is also well reproduced. To show the effective
in-medium values for the AMD simulation around the beam
energy, the incident energy is artificially increased to 130
MeV/nucleon for the same reaction and is shown in Fig. 9(c).
Now one can see that the AMD effective in-medium NN cross
section is extended up to 120 MeV with almost constant val-
ues above 90 MeV, and the experimental value at 100 MeV is
only slightly underpredicted. The target size dependent cross
sections from Ref. [17] are also shown by colored symbols
above 40 MeV/nucleon, but they are slightly larger than the
AMD values. To see the dependence of the resultant AMD in-
medium NN cross section on the input in-medium cross sec-
tion, the free NN cross sections are used at 95 MeV/nucleon.
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FIG. 7. Typical proton energy spectra at selected angles with
AMD/D and AMD/D-COALS. In AMD/D-COALS(FX), the free
NN cross sections are used.

The results are shown in Fig. 9(d). The calculated AMD in-
medium cross section is overpredicted below 50 MeV by a
factor of more than 2–3. In the energy range of 70 � E � 90
MeV, on the other hand, the input cross sections are larger by
about a factor of 2, compared to the values of Eq. (1), but the
resultant AMD cross sections are comparable to those in (b) at
this energy range. This indicates that the increase of the input
cross section by up to a factor of 2 can be adjusted by the
increase of the Pauli blocking, but it breaks down when the
increase becomes more than by a factor of 2–3.

V. SUMMARY

Three AMD models, AMD/noD, AMD/D and AMD/D-
COALS are compared in detail with the experimental data
of 12C + 1H at 95 MeV/nucleon, focusing on the stochas-
tic processes of the diffusion and coalescence processes and
binary collisions with different in-medium cross sections. The
simulated 2D velocity plots reveal well the role of each incor-
porated process. The experimental energy spectra of LCPs and
IMFs are compared with those of the AMD simulations. The
role of the coalescence model is clarified. These additional
processes improve the reproduction of these spectra, but still
some discrepancies remain between the calculations and ex-
perimental data. The following observations are obtained in
these comparisons.

(i) For protons overall shapes of the energy spectra
are well reproduced. At angles larger than 15◦ with
AMD/D-COALS, noticeable underpredictions are
observed for these high energy components without
the coalescence process.
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(c) Calculated in-medium cross sections for np and nn/pp, using the
formula indicated in the figure. See details in the text. The triangle
symbols are the results from Ref. [16].

(ii) The high energy tails above 200 MeV observed in
the proton spectra at angles below 13◦ are attributed
to problems in the experimental analysis procedure,
such as poor energy calibration.

(iii) For light clusters, the low energy yields are signif-
icantly improved with the coalescence process, but
high energy yields above 150 MeV/nucleon remain
unexplained by both AMD/D and AMD/D-COALS.
These could be caused by the same problem as
that of protons, but need to be verified with further
experiments.

(iv) The energy spectra of deuterons and tritons show sig-
nificant overprediction for the PLF component with
both AMDs, which is caused by the sequential decay
of excited IMFs. The extension of the coalescence
process for 4 < A < 8, however, does not improve
significantly these yields, compared to the previous
study in Refs. [11–13].

(v) The PLF component of IMF yields are well repro-
duced with both AMDs.

(vi) The low energy yields observed below 50
MeV/nucleon are not explained with both AMDs.
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FIG. 9. (a) In-medium NN cross sections used as the input values
in the AMD simulations as a function of the relative nucleon energy.
Colored curves correspond to those from Eq. (1) at a given density
ρ indicated in the figure. Black solid and dashed curves are the fitted
experimental free np and nn/pp cross sections. The green dotted
line indicates the empirical in-medium cross sections. (b) Calcu-
lated AMD in-medium cross section from Eq. (5) for 12C +1H at
95 MeV/nucleon. The solid triangle symbols are the experimental
values from Ref. [16]. (c) Similar plot to (b), but for 12C +1H at 130
MeV/nucleon. Colored symbols are the experimentally extracted
values from Ref. [17]. They are system-size dependent as indicated
by the reaction system. (d) Similar plot to (c), but using the free NN
cross sections for the collision process, shown by black curves in (a).
The solid symbols are the same as those in (b).

These could be caused by the subtraction procedure
between 12C + C and 12C + CH2 reactions.

(vii) The effective in-medium NN cross sections are eval-
uated from the AMD simulations and they agree well
with the experimentally extracted values in the avail-
able energy range.
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