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We analyze the axial γW -box diagram for I (JP ) = 1(0+) nuclei and provide a dispersion representation of the
nuclear-structure correction δNS including its energy-dependent part. We also summarize useful isospin rotation
formula and representations in nuclear theory that could facilitate the calculation of the parity-odd nuclear
structure function F3(ν, Q2). They provide a rigorous theory framework for the future, high-precision calculation
of the nuclear structure correction δNS necessary for the extraction of the Cabibbo-Kobayashi-Maskawa matrix
element |Vud | from superallowed nuclear β decays.
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I. INTRODUCTION

The inability of the standard model (SM) of particle
physics to explain phenomena such as dark energy, dark
matter, and matter-antimatter asymmetry indicates that it is
an incomplete theory and must be extended. Small-scale ex-
periments at the precision frontier play an important role in
the search of physics beyond the standard model (BSM),
and several interesting anomalies have been identified in,
e.g., the measurement of the muon anomalous magnetic
moment [1–5], decays of B mesons [6–9] and, more re-
cently, the “Cabibbo angle anomaly.” The last consists of
the mutual disagreement between different experiments in
the determination of the Cabibbo angle θC from the first-
row Cabibbo-Kobayashi-Maskawa (CKM) matrix elements
Vud = cos θC and Vus = sin θC , and provides hints to possible
solutions in terms of BSM physics [10,11].

The past few years have seen a tremendous amount of
progress, both in theory and experiment, relevant to the extrac-
tion of Vud and Vus from charged weak decay processes. In the
pion sector, a new lattice calculation [12] reduces the theory
uncertainty in the π+ → π0e+ν decay and motivates the de-
sign of a future rare pion decay experiment PIONEER [13,14].
In the neutron sector, progress has been achieved in the theory
calculation of the single-nucleon inner radiative correction
(RC) [15–22] and experimental measurements of the neutron
lifetime [23–26] and axial coupling constant gA [27–30]. Im-
proved lattice calculations of the bare-QCD axial coupling
constant open a new window for BSM searches through the
comparison between theory and experiment [31–33]. In the
kaon sector, theory improvements include new evaluation of
the K → π�ν RC [34–40] and new lattice calculations of the
K → π transition form factor [41–43] and the K → μν RC
[44,45]. Experimental progress entails the first measurement
of the KS → πμν branching ratio [46]. Many of the recent

developments serve to reduce the existing uncertainties in Vud

and Vus, but some happen to increase them; an example of this
kind occurs in the nuclear sector, which is the focus of this
work.

Superallowed β decays of JP = 0+ nuclei currently pro-
vide the most precise measurement of Vud through the
following master formula:

|Vud |20+ = 2984.43 s

Ft
(
1 + 	V

R

) , (1)

where 	V
R is the same nucleus-independent inner RC as in

free neutrons. Meanwhile, the quantity Ft combines the ex-
perimentally measured f t values with all nucleus-dependent
corrections to give another universal quantity,

Ft = f t (1 + δ′
R)(1 − δC + δNS). (2)

Among the various corrections, δ′
R is the electron energy-

dependent “outer” correction which was calculated to Z2α3

and is well under control [47–49]. In turn, δC is the isospin-
symmetry breaking (ISB) correction to the Fermi matrix
element, which has long been subject to intense debate
[50–62]. In this paper we focus on the last correction δNS, the
nuclear-structure-dependent part of the RC to superallowed β

decays.
Following the seminal work by Sirlin [63], the O(α) elec-

troweak radiative correction (EWRC) in a generic semilep-
tonic β decay gives rise to the following multiplicative factor
to the decay rate:(

1 + α

2π
ḡ

)[
1 + α

2π

(
4 ln

MZ

mp
+ ln

mp

MA
+ 2C + Ag

)]
, (3)

where MA denotes an infrared scale below which nonper-
turbative quantum chromodynamics (QCD) takes place, and
Ag represents a perturbative QCD correction. The quantity

2469-9985/2023/107(3)/035503(22) 035503-1 ©2023 American Physical Society

https://orcid.org/0000-0002-3062-0118
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevC.107.035503&domain=pdf&date_stamp=2023-03-27
https://doi.org/10.1103/PhysRevC.107.035503


CHIEN-YEAH SENG AND MIKHAIL GORCHTEIN PHYSICAL REVIEW C 107, 035503 (2023)

FIG. 1. Representative diagrams for the long-range RC in nuclear β decays.

C characterizes the long-distance part of the RC originates
from the so-called nuclear γW -box diagram and is governed
by nonperturbative QCD. Historically, one splits it into two
terms:

C = CBorn + CNS, (4)

where CBorn comes from the first two diagrams in Fig. 1
and involves only a single active nucleon; CNS, on the other
hand, comes from the third diagram and involves two active
nucleons and is an intrinsically nuclear structure effect. CNS

was first introduced in Ref. [64] and calculated with shell
models in Refs. [65,66]. On the other hand, Ref. [67] took into
account the experimental fact that the single-nucleon coupling
constants for spin-flip processes are quenched in the nuclear
medium [68–71], and computed CBorn using the quenched
coupling constants:

CBorn = Cfree
Born + (qAq(0)

S − 1
)
Cfree

Born, (5)

where Cfree
Born is the free nucleon version of CBorn, and qA,

q(0)
S are the quenching factor for the axial coupling and the

isoscalar spin-magnetic moment coupling, respectively. This
idea was subsequently applied to CNS, which was then recal-
culated in Ref. [50,51] using the quenched operators: CNS →
Cquenched

NS . The treatments above give

δNS = α

π

(
qAq(0)

S − 1
)
Cfree

Born + α

π
Cquenched

NS , (6)

which is the commonly adopted representation of δNS in the
global analysis of superallowed β decays [52,72].

Recently, a novel dispersion relation (DR) treatment was
introduced to study the single-nucleon and nuclear axial γW -
box diagram [15,16]. In this method, the box diagram is
expressed in terms of an integral over the parity-odd, spin-
independent nuclear structure function F3(ν, Q2). At large Q2,
it continues smoothly to the single-nucleon structure function
so the nuclear and single-nucleon inner RCs share the same
asymptotic piece.

The focus, then, is on small and moderate {ν, Q2} where
the two structure functions start to deviate. One may infer
the dominant intermediate state contribution to F3 from the
general knowledge of the nuclear absorption spectrum, as
depicted in Fig. 2. For spinless nuclei, the elastic intermediate
state does not contribute to F3 due to parity. Meanwhile, the
quenched coupling constants adopted in Ref. [67] are obtained
from nuclear Gamow-Teller transitions and nuclear magnetic
moments, which characterize the contributions from the low-
lying discrete energy levels at the lower end of Fig. 2. This
treatment disregards potentially important contributions from

the quasielastic absorption peak, as pointed out in Ref. [16].
Another new effect is associated with the electron energy Ee.
The Ee dependence of the RC has long been believed neg-
ligible, based on the naive dimensional analysis: it can only
enter in powers of Ee/� with � a relevant strong-interaction
scale. For the free nucleon, the lightest choice of such a
scale is Mπ , so the energy-dependent corrections scale as
(α/π )(Ee/Mπ ) ∼ 10−5, well below the current precision goal.
For nuclear systems, as Ref. [74] pointed out, the nuclear
excitation spectrum features a much lower characteristic scale
�nucl ∼ 10 MeV, comparable to the electron energy available
in the decay process.

Both novel effects were estimated in the free Fermi gas
model, demonstrating that they are non-negligible at the pre-
cision level of 0.01%. They tend to partially cancel each other,
hardly affecting the central value of Ft . However, this cancel-
lation is delicate and model dependent, and each individual
shift is at the level of three standard deviations in terms of
the previous analysis of δNS [52,72]. A conservative analysis
resulted in inflated theory uncertainty in δNS [74], currently
the largest in the |Vud |0+ error budget [73]. A summary of
the δNS values used in global analysis [73] that includes the
aforementioned new nuclear structure uncertainties can be
found in Table I.

In this work we provide the fully relativistic theory frame-
work to study δNS, based on the dispersive representation
of the nuclear γW -box diagram. In this method both the
energy-independent and energy-dependent parts of δNS are si-
multaneously taken into account. To proceed further, one must
compute the parity-odd nuclear structure function F3(ν, Q2),
which can be obtained from the discontinuity of nuclear

FIG. 2. A rough sketch of the nuclear absorption spectrum, with
ω the photon energy.
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TABLE I. Current estimates of δNS

in the most recent global analysis of
|Vud |0+ [73].

Parent nucleus δNS (%)

10C −0.400(50)
14O −0.283(64)
18Ne −0.326(55)
22Mg −0.250(50)
26Si −0.234(54)
30S −0.195(56)
34Ar −0.181(60)
38Ca −0.167(64)
42Ti −0.233(68)
46Cr −0.164(72)
50Fe −0.140(75)
54Ni −0.143(79)
26mAl −0.019(51)
34Cl −0.093(57)
34mK −0.098(60)
42Sc 0.033(64)
46V −0.031(65)
50Mn −0.029(69)
54Co −0.017(74)
62Ga −0.016(82)
66As −0.030(85)
70Br −0.049(89)
74Rb −0.032(94)

matrix elements involving the nuclear Green’s function
G(ω) = 1/(H0 − ω), with H0 the (isospin-symmetric) QCD
Hamiltonian. A recent proposal to study δC with ab initio
methods also involves computing the nuclear Green’s function
[75]. A program on calculating δNS and δC with modern ab
initio methods will enable one to assess the nuclear structure
uncertainties in Vud in a controllable way.

II. BASIC NOTATION

The discussion of the EWRC relies heavily on isospin
symmetry, so it is useful to introduce vector and axial currents
that transform as irreducible tensors in the isospin space, and
use them as the basis to construct the physical EW currents.
Concentrating on the light quark doublet ψ = (u, d )T, we
define the vector and axial isospin currents as

V μ
ImI

= ψ̄γ μ�ImI ψ, Aμ
ImI

= ψ̄γ μγ5�ImI ψ, (7)

where �ImI are matrices in the isospin space:1

�00 = I2, �10 = τ3, �1±1 = ∓τ1 ± iτ2√
2

. (8)

1Throughout this paper we adopt the particle physics convention of
isospin, namely mI = +1/2 for proton and −1/2 for neutron. Notice
that some nuclear physics papers adopt the opposite convention.

Thus the SM EW currents in the quark sector can be expressed
as

Jμ
em = J (0)μ

em + J (1)μ
em = 1

6
V μ

00 + 1

2
V μ

10,

Jμ
W = (

Jμ
W

)
V

+ (Jμ
W

)
A

= − 1√
2

V μ
1+1 + 1√

2
Aμ

1+1,

Jμ
Z = (

Jμ
Z

)
V + (Jμ

Z

)
A

= (1 − 2 sin2 θW )V μ
10 − 2

3
sin2 θW V μ

00 − Aμ
10, (9)

where θW is the weak mixing angle. Following standard nota-
tions, we split the electromagnetic (EM) current into isoscalar
and isovector components, and the weak currents into vector
and axial components. Also, in order to describe β± decays
simultaneously, we adopt the following notation:

Jμ ≡ (Jμ)V + (Jμ)A

=
⎧⎨
⎩

J†μ
W = + 1√

2
V μ

1−1 − 1√
2
Aμ

1−1, β+ decay,

Jμ
W = − 1√

2
V μ

1+1 + 1√
2
Aμ

1+1, β− decay.
(10)

The tree-level amplitude of the φi(p) → φ f (p′) +
e+(pe) + νe(pν ) decay process reads

M0 = − GF√
2

V ∗
ud LλFλ(p′, p), (11)

where Lλ = ūeγ
λ(1 − γ5)vν is the leptonic current. Mean-

while, upon neglecting the spin of the external strongly
interacting particles, the hadronic matrix element of the
charged weak current is expressed in terms of two form fac-
tors:

Fλ(p′, p) = 〈φ f (p′)|Jλ(0)|φi(p)〉
= f+(t )(p + p′)λ + f−(t )(p − p′)λ, (12)

with t = (p − p′)2. Here, |φ(p)〉 represents a plane-wave state
that is normalized relativistically:

〈φ(p2)|φ(p1)〉 = (2π )32Eφ ( �p1)δ(3)( �p1 − �p2). (13)

In the exact isospin limit, the normalization of the form factors
at t = 0 is given by f+(0) = 1(

√
2) for I = 1/2(1) systems,

respectively, while f−(0) = 0. Also, throughout this paper we
work in the rest frame of the parent particle, i.e., pμ = (Mi, �0),
unless stated otherwise.

A key ingredient for the EWRC is the generalized Comp-
ton tensor which involves the time-ordered product between
the EM current and the charged weak current:

T μν (q; p′, p) ≡ 1

2

∫
d4xeiq·x〈φ f (p′)|T {Jμ

em(x)Jν (0)}|φi(p)〉.
(14)

We may also define �μ(q; p′, p) by replacing Jν in T μν by
∂ · J . The tensor satisfies the EM and charged weak Ward

035503-3



CHIEN-YEAH SENG AND MIKHAIL GORCHTEIN PHYSICAL REVIEW C 107, 035503 (2023)

identities (WIs):

qμT μν (q; p′, p) = − 1
2 iηF ν (p′, p), EM

(p′ − p + q)νT μν (q; p′, p) + i�μ(q; p′, p)

= − 1
2 iηFμ(p′, p), charged weak, (15)

where η = ±1 for β± decays.
We are particularly interested in the forward limit

T μν (p, q) ≡ T μν (q; p, p), assuming exact isospin symmetry,
Mi = M f = M. Its discontinuity with respect to the variable
ν ≡ p · q/M = q0 is, at ν > 0, given by

DiscT μν ≡ T μν (ν + iε) − T μν (ν − iε) = 4πW μν, (16)

where the on-shell tensor W μν in the forward limit reads

W μν (p, q) ≡ 1

8π

∫
d4x eiq·x〈φ f (p)|[Jμ

em(x), Jν (0)
]|φi(p)〉

= 1

8π

∑
X

(2π )4δ(4)(p + q − pX )〈φ f (p)|

× Jμ
em(0)|X 〉〈X |Jν (0)|φi(p)〉, (17)

where X runs over all possible intermediate states. As a con-
sequence of the splitting Jν = (Jν )V + (Jν )A, we may split
T μν = T μμ

V + T μν
A (and the same for W μν) accordingly.

For the vector component, it is useful to split it into the
“Born” (B) and “non-Born” (nB) pieces: T μν

V = T μν
V,B + T μν

V,nB.
The Born piece by itself satisfies the full WIs in Eq. (15) [76],
so the non-Born piece satisfies the following homogeneous
WIs:

qμT μν
V,nB = (p′ − p + q)μT μν

V,nB = 0. (18)

Here we have set �V
μ = 0 by assuming exact isospin sym-

metry. Therefore, in the forward limit there are only two
spin-independent structures:

T μν
V,nB(p, q) =

(
−gμν + qμqν

q2

)
T1(ν, Q2) + p̂μ p̂ν

Mν
T2(ν, Q2),

W μν
V,nB(p, q) =

(
−gμν + qμqν

q2

)
F1(ν, Q2) + p̂μ p̂ν

Mν
F2(ν, Q2),

(19)

where p̂μ = pμ − p · qqμ/q2, and Ti, Fi are Lorentz scalar
functions (we call them “invariant amplitudes” and “structure
functions,” respectively) of ν and Q2 ≡ −q2.

Finally, the axial component is particularly important for
the so-called inner RC to the Fermi matrix element of
semileptonic β decays. Due to parity, there is only one spin-
independent structure for the forward tensors:

T μν
A (p, q) = iεμναβ pαqβ

2Mν
T3(ν, Q2),

W μν
A (p, q) = iεμναβ pαqβ

2Mν
F3(ν, Q2),

(20)

where ε0123 = −1.

III. GENERAL STRUCTURE OF RC IN SUPERALLOWED
NUCLEAR DECAYS

To extract |Vud | from superallowed β decays, we make use
of the master formulas (1) and (2), with a brief derivation
provided in Appendix A. At the precision level of 10−4,
there are four higher-order SM corrections that enter the
formula: the nuclear-structure-independent inner RC 	V

R , the
nuclear-structure-dependent outer and inner RCs δ′

R and δNS,
respectively, and the ISB correction to the value of f+(0) δC.
Our discussion in this work regards a simultaneous account of
the two inner RCs: structure-independent 	V

R and structure-
dependent δNS for the specific case of superallowed β decays.

An appropriate theory framework to study the EWRC to
a generic semileptonic β decay is the Sirlin’s representation
[63,77]. Within this framework, the O(α) virtual correction to
the decay amplitude can be cast in the following form:

δMv =
{

α

4π

[
3 ln

MZ

mp
+ ln

MZ

MW
+ ãg

]
+ 1

2
δ

QED
HO

}
M0

+ α

4π

{
3 ln

mp

me
+ 2 ln

me

Mγ

− 3

4

}
M0

+ (δM2 + δMa
γW

)
int

+ δM3 + δMb
γW , (21)

where Mγ is a fictitious photon mass to regularize the in-
frared divergence. Quantities in the expression that depend
on nonperturbative QCD are δMa,b

γW , which come from the
γW -box diagram, and δM2,3, which come from the electro-
magnetic radiative corrections (EMRC) to the nuclear weak
current. Throughout this work we restrict ourselves to the
spin-independent part of δMv . The first line in Eq. (21) is
universal to all semileptonic β decays, while the various terms
in the second line are

(
δM2 + δMa

γW

)
int =

√
2ηGF e2V ∗

ud Lλ

∫
d4q

(2π )4

M2
W

M2
W − q2

1

(pe − q)2 − m2
e

1

q2 − M2
γ

×
{

2pe · qqλ

q2 − M2
γ

T μ
μ + 2peμT μλ − (p − p′)μT λμ + i�λ

}
,

δMb
γW = −i

√
2GF e2V ∗

ud Lλ

∫
d4q

(2π )4

M2
W

M2
W − q2

εμναλqα[
(pe − q)2 − m2

e

]
q2

Tμν. (22)
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FIG. 3. The γW -box diagram in β± decays.

The three-point function δM3 gives a negligible contribution
to the Fermi matrix element in the forward limit and assuming
isospin symmetry. The first two bracketed terms of the second
line, together with the bremsstrahlung corrections that we do
not spell out explicitly, give rise to the well-calculated outer
correction δ′

R and the O(Z f α) piece in the Fermi function, as
well as a very small nuclear structure correction which we will
see later.

The piece that contains the largest QCD uncertainty is
δMb

γW , namely the part of the γW -box diagram (see Fig. 3)
that contains an ε tensor coming from the lepton spinor
structure. We may further split this amplitude as δMb

γW =
δMb,V

γW + δMb,A
γW which results from the same splitting in T μν .

Since the spin-independent piece in T μν
V is symmetric in the

Lorentz indices, the contribution of δMb,V
γW must take the

form of εμναλ pμ p′
ν peαLλ, which vanishes in the forward limit.

Hence, the only nontrivial piece for the free nucleon and nu-
clei is δMb,A

γW . To proceed, we make two more approximations

in δMb,A
γW :

(1) We make a nonrecoil approximation T A
μν (q; p′, p) ≈

T A
μν (q; p, p) ≡ T A

μν (p, q). This is well justified in the
inner RC for β decays of nearly degenerate systems.

(2) We are allowed to take me → 0 in the electron
propagator since δMb,A

γW is free from electron mass
singularities [76].

With these approximations, δMb,A
γW is proportional to the

tree-level amplitude:

δMb,A
γW ≈ �b

γWM0, (23)

and the multiplicative factor is expressed in terms of the
parity-odd amplitude T3:

�b
γW = −e2

∫
d4q

(2π )4

M2
W

M2
W + Q2

1

(pe − q)2Q2

×
Q2 + Mν

pe·q
p·pe

Mν

T3(ν, Q2)

f+(0)
. (24)

For the (δM2 + δMa
γW )int term, the outer correction and

the Fermi function contain all IR-sensitive contributions that
stem from the Born term T μν

V,B. The remaining part stems
from T μν

V,nB and, with the same approximations as before,
reads (

δM2 + δMa
γW

)nB

int ≈ �a
γWM0, (25)

where the superscript denotes that only infrared-finite, non-
Born parts are retained. Furthermore,

�a
γW = − 2e2

f+(0)
η

∫
d4q

(2π )4

1

(pe − q)2

{−2(pe · q)2

p · pe(Q2)2
T1(ν, Q2)

+
[

M(pe · q)2

p · peν(Q2)2
− 2pe · q

(Q2)2
− p · pe

MνQ2

]
T2(ν, Q2)

}
.

(26)

Notice that this piece vanishes when Ee → 0. The two contri-
butions can be put together,

�γW = �a
γW + �b

γW . (27)

As we explained in the Introduction, the Ee dependence in
Eq. (24) may be discarded for a free neutron but not for
nuclear systems.

The general formalism above applies to both superallowed
decays and the free neutron decay. Using Eqs. (21)–(27), we
express the full inner RC to superallowed nuclear β decays as

δMnucl
inner =

{
α

4π

[
3 ln

MZ

mp
+ ln

MZ

MW
+ ãg

]
+ 1

2
δ

QED
HO + �n

γW

}

× M0 + {�nucl
γW (Ee) − �n

γW

}
M0, (28)

where �n
γW and �nucl

γW (Ee) refer to Eq. (27) for the case of
neutron and nuclear β decays, respectively; the latter has
a potentially non-negligible energy dependence. The terms
in the first curly brackets coincide with the inner correction
to the free neutron β decay and are independent of nuclear
structure:

	V
R = α

2π

[
3 ln

MZ

mp
+ ln

MZ

MW
+ ãg

]
+ δ

QED
HO + 2�n

γW , (29)

where ãg ≈ −0.083 is the represents the perturbative QCD
correction not coming from the γW -box diagram, and δ

QED
HO ≈

0.0013 combines the resummation of the O(α) quantum
electrodynamics (QED) logarithms and the leading O(α2)
corrections [78]. The second curly brackets in Eq. (28) contain
the only structure-dependent part in the inner RC, namely
the difference between �γW on a nucleus and on a free nu-
cleon. Averaging it over the electron energy spectrum [see
Eq. (A14)], but dropping the smaller structure-dependent cor-
rections, yields

δNS = 2
∫ Em

me
dEe| �pe|Ee(Ee − Em)2F (Z f , Ee)

[
Re�nucl

γW (Ee) − �n
γW

]
∫ Em

me
dEe| �pe|Ee(Ee − Em)2F (Z f , Ee)

. (30)

Equations (29) and (30) rigorously define the structure-independent and structure-dependent parts of the inner RC to superal-
lowed β decays in terms of the single-nucleon and nuclear γW -box diagram or, conversely, the invariant amplitudes Ti for the
free nucleon and nuclei.
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IV. CROSSING SYMMETRY OF THE INVARIANT
AMPLITUDES

The first step towards a complete understanding of the
inner RC is to study the symmetry of Ti(ν, Q2) under crossing
ν → −ν. This is most easily appreciated by observing the
expression of �γW in the limit of zero electron momentum:

�γW (0) = e2

f+(0)

∫
d4q

(2π )4

M2
W

M2
W + Q2

Q2 + ν2

Q4

T3(ν, Q2)

Mν
.

(31)

One clearly sees that only the component of T3 that is odd
under ν → −ν contributes to the integral in this limit. Once
Ee 
= 0 the contribution from T1,2 and the even component of
T3 start to turn on. Therefore, the knowledge of the crossing
symmetry of Ti is essential for the separate discussion of the
energy-independent and energy-dependent parts of the inner
RC. Here we will summarize the main conclusions, leaving
the detailed derivation to Appendix C.

First, if a certain combination of a product of two currents
(which we label generically as A) leads to a definite crossing
symmetry of the invariant amplitudes, then the crossing can
always be described by a factor ξA = ±1, where

T A
1 (−ν, Q2) = −ξAT A

1 (ν, Q2),

T A
2,3(−ν, Q2) = ξAT A

2,3(ν, Q2). (32)

The usual starting point for the crossing symmetry discussion
is to write

Ti(ν, Q2) = T (0)
i (ν, Q2) + T (1)

i (ν, Q2), (33)

following the decomposition Jμ
em = J (0)μ

em + J (1)μ
em . Assuming

isospin symmetry, we find that

(1) T (0)
i has a definite crossing symmetry ξ (0) = −1 that

holds regardless of the external states;
(2) T (1)

i (ν, Q2), while vanishing identically for the pion
due to G parity, and having a definite crossing symme-
try ξ (1) = +1 for I = 1/2 systems, in the general case,
and in particular for for I = 1, has mixed crossing
symmetry.

It is convenient to split T (1)
i into two pieces, T (1)

i = T (1)
i,s +

T (1)
i,a , defined by symmetrizing (s) and antisymmetrizing (a)

the isotriplet indices,

T μν
(1),s(p, q) ≡ 1

8
√

2

∫
d4x eiq·x〈φ f (p)|T {V μ

10(x)
[
V ν

1−1(0)

− Aν
1−1(0)

]+ V μ
1−1(x)

[
V ν

10(0) − Aν
10(0)

]}|φi(p)〉,

T μν
(1),a(p, q) ≡ 1

8
√

2

∫
d4xe iq·x〈φ f (p)|T {V μ

10(x)
[
V ν

1−1(0)

− Aν
1−1(0)

]− V μ
1−1(x)

[
V ν

10(0) − Aν
10(0)

]}|φi(p)〉.
(34)

They have now definite crossing symmetry, ξ (1),s = −1,
ξ (1),a = +1, and we can finally combine all the pieces that

possess the same crossing behavior Ti = Ti,+ + Ti,−:

T1,+ = T (0)
1 + T (1)

1,s , T1,− = T (1)
1,a , (35)

Ti,+ = T (1)
i,a , Ti,− = T (0)

i + T (1)
i,s (i = 2, 3). (36)

The subscript ± indicates that the function is even or odd
under ν → −ν.

Equations (36) indicates that, along with the isoscalar
EM current, also its isovector part contributes to the energy-
independent nuclear box diagram in Eq. (31) through T (1)

3,s .
The latter is intrinsically a many-body effect: Consider, for
example, the two currents J (1)μ

em and (Jν )A acting on the same
nucleon; then the symmetrized current product in Eq. (34)
gives zero because {τ−, τ3} = 0. For the same reason it is also
obvious that T (1)

3,− cannot exist in the asymptotic regime, where
the two currents probe a single quark. The same happens for
I = 1/2 nuclei as the latter can be (roughly) viewed as a single
active nucleon on top of an I = 0 inert core. On the other
hand, an I = 1 nucleus can be viewed as two active nucleons
on top of an inert core, so τ− and τ3 can act on different
nucleons (i.e., the third diagram in Fig. 1); in this case they
commute, instead of anticommute, and give a nonzero contri-
bution to T (1)

3,−. Also, since the latter originates from the I = 2
combination of the current product, it cannot be described by a
single Regge exchange in the t channel (unlike T (0)

3 and T (1)
3,+)

as there is no observed I = 2 meson. Instead, it manifests
itself as local counterterms in a low-energy effective field
theory. The role of J (1)μ

em in δNS was discussed in Ref. [66], but
was somehow forgotten or at least not explicitly articulated in
later works.

V. DISPERSIVE REPRESENTATION OF
THE NUCLEAR BOX DIAGRAM

Although Eqs. (24) and (26) [and its simplified version
at Ee = 0, Eq. (31)] may already serve as a starting point, a
dispersive representation of �γW (Ee) will prove to be very
useful. The structure functions Fi defined in Eqs. (19) and (20)
that appear in the dispersive integral may either be inferred
from experimental data or related to nuclear response func-
tions that are standard objects of study with ab initio methods.

Reference [74] provided the first DR expression of the
energy-dependent nuclear γW -box diagram. There are a few
aspects which are further improved in this work:

(1) Reference [74] considered a forward ν̄(pe) + φi(p) →
e+(pe) + φ f (p′) scattering process. The relation to the
actual β decay φi(p) → φ f (p′) + e+(pe) + ν(pν ) is
not immediately straightforward. In this paper we pro-
vide a derivation directly in the β decay kinematics,
with no additional approximation except from the two
discussed in Sec. III.

(2) Reference [74] only addressed the energy dependence
due to the T2,3,+ and T1,− components, which are the
only ones surviving in the picture of one active nu-
cleon, relevant for the plane-wave Born approximation
used in that reference. Here we provide a complete
formalism.
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FIG. 4. Blue curve: The Wick rotation contour of the ν integral.
Red lines and dots: Cuts and poles at ν = ν ′. Green dot: The pole
ν = Ee + | �pe − �q| − iε. Purple dots: Possible positions of the pole
ν = Ee − | �pe − �q| + iε.

(3) We fix some typos in Ref. [74], e.g., the sign of the
(small) T1,2 contributions, and the incorrect use of the

active nucleon number, instead of f+(0), as the nor-
malization.

We outline the derivation of the DR of �b
γW first. Since

T μν
A (p, q) has no poles, it must remain regular for ν → 0,

hence their dispersion representation reads

iT3,−(ν, Q2) = 4ν

∫ ∞

νthr

dν ′ F3,−(ν ′, Q2)

ν ′2 − ν2
,

iT3,+(ν, Q2) = 4ν2
∫ ∞

νthr

dν ′ F3,+(ν ′, Q2)

ν ′(ν ′2 − ν2)
, (37)

where the full structure function F3 is split as F3 = F3,− +
F3,+, in complete analogy to T3. The lower integration limit
is the minimum value of ν ′ such that F3(ν ′, Q2) is nonzero.
For instance, for the one-nucleon knockout one has νthr =
Q2/(2M ) + ε, with ε the removal energy. Using this, we may
rewrite Eq. (24) as

�b
γW (Ee) = − 4ie2

M f+(0)

∫
d4q

(2π )4

M2
W

M2
W + Q2

Q2 + Mν
(

ν
M − �pe· �q

MEe

)
Q2[Q2 + 2Eeν − 2 �pe · �q − iε]

∫ ∞

νthr

dν ′
[

F3,−(ν ′, Q2)

ν ′2 − ν2
+ νF3,+(ν ′, Q2)

ν ′(ν ′2 − ν2)

]
. (38)

To proceed, we perform the Wick rotation with respect to
the variable ν following the contour depicted in Fig. 4. The
electron propagator with nonzero Ee introduces a pole inside
the contour, and by Cauchy’s theorem∫ ∞

−∞
dν = i

∫ ∞

−∞
dνE + 2π i × Residue. (39)

Therefore, �b
γW (Ee) splits into the “Wick” contribution and

the “residue” contribution:

�b
γW (Ee) = �b,Wick

γW (Ee) + �b,res
γW (Ee), (40)

and we only need their real parts.

The detailed derivation of Re�b,Wick
γW (Ee) and Re�b,res

γW (Ee) can be found in Appendix D. Denoting the parts that are even and
odd functions Ee with the respective superscript and combining the Wick and residue contributions, we obtain

Re�b,even
γW (Ee) = α

2πEe

1

M f+(0)

∫ ∞

0
dQ2 M2

W

M2
W + Q2

∫ ∞

νthr

dν ′

ν ′ F3,−(ν ′, Q2)

{
ln

∣∣∣∣Ee + Emin

Ee − Emin

∣∣∣∣+ ν ′

2Ee
ln

∣∣∣∣1 − E2
e

E2
min

∣∣∣∣
}
,

Re�b,odd
γW (Ee) = − α

2πEe

1

M f+(0)

∫ ∞

0
dQ2 M2

W

M2
W + Q2

∫ ∞

νthr

dν ′

ν ′ F3,+(ν ′, Q2)

{
ln

∣∣∣∣1 − E2
e

E2
min

∣∣∣∣+ ν ′

2Ee
ln

∣∣∣∣Ee + Emin

Ee − Emin

∣∣∣∣− ν ′

Emin

}
,

(41)

where Emin ≡ (ν ′ +
√

ν ′2 + Q2)/2. One finds that the even piece is associated with F3,− and the odd piece with F3,+. Finally, a
small-Ee expansion gives

Re�b,even
γW (Ee) = α

π

∫ ∞

0
dQ2 M2

W

M2
W + Q2

∫ ∞

νthr

dν ′

ν ′
ν ′ + 2

√
ν ′2 + Q2

(ν ′ +
√

ν ′2 + Q2)2

F3,−(ν ′, Q2)

M f+(0)
+ O(E2

e

)
,

Re�b,odd
γW (Ee) = 2αEe

3π

∫ ∞

0
dQ2

∫ ∞

νthr

dν ′

ν ′
ν ′ + 3

√
ν ′2 + Q2(

ν ′ +
√

ν ′2 + Q2
)3 F3,+(ν ′, Q2)

M f+(0)
+ O(E3

e

)
, (42)

which recovers Eq. (10) in Ref. [74] upon correcting the typos in the latter. Notice that we removed the factor M2
W /(M2

W + Q2)
in �b,odd

γW because the integral does not probe the Q2 ∼ M2
W region.

Next we study �a
γW , with Eq. (26) as the starting point. Rather than giving the dispersive representation of T1,± and T2,± with

the full Ee dependence, we retain only the O(Ee) terms in Eq. (26), with the result

�a
γW (Ee) = − 4e2

3 f+(0)

Ee

M
η

∫
d4q

(2π )4

{
4ν2 + Q2

(Q2)3
T1,+(ν, Q2) + M(ν2 + Q2)

ν(Q2)3
T2,−(ν, Q2)

}
+ O(E2

e

)
, (43)
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where we dropped those components that have the wrong crossing behavior. They satisfy the following DR:

T1,+(ν, Q2) = 4

i

∫ ∞

νthr

dν ′ν ′

ν ′2 − ν2
F1,+(ν ′, Q2), T2,−(ν, Q2) = 4

i

∫ ∞

νthr

dν ′ν
ν ′2 − ν2

F2,−(ν ′, Q2). (44)

Plugging them into Eq. (43), we find

Re�a
γW (Ee) = − 4α

3π
Eeη

∫ ∞

0
dQ2
∫ ∞

νthr

dν ′

ν ′

[
2ν ′

(ν ′ +
√

ν ′2 + Q2)3

F1,+(ν ′, Q2)

M f+(0)
+ M

Q2

ν ′ + 2
√

ν ′2 + Q2

(ν ′ +
√

ν ′2 + Q2)2

F2,−(ν ′, Q2)

M f+(0)

]
+ O(E2

e

)
.

(45)

This agrees with the expression in Ref. [74] after correcting typos in the latter.

VI. STRATEGY TO STUDY δNS

The dispersive representation provides a useful platform to contrast the free-nucleon and nuclear γW -box. To proceed further,
we introduce the standard Bjorken variable xB = Q2/(2Mν ′), so that we may express the structure functions interchangeably as
Fi(xB, Q2) or Fi(ν ′, Q2). Next we introduce the Nachtmann moments (N � 1) [79,80]

Mi,±(N, Q2) ≡ N + 1

N + 2

∫ xthr
B

0

dxB

x2
B

ξN

[
2xB − Nξ

N + 1

]
Fi,±(xB, Q2)

f+(0)

= 2

N + 2

(
Q2

M

)N ∫ ∞

νthr

dν ′

ν ′
ν ′ + (N + 1)

√
ν ′2 + Q2

(ν ′ +
√

ν ′2 + Q2)N+1

Fi,±(ν ′, Q2)

f+(0)
, (46)

where ξ = 2xB/(1 +
√

1 + 4M2x2
B/Q2) and xthr

B = Q2/(2Mνthr ) < 1. For asymptotic Q2, the Nachtmann moments reduce to the
Mellin moments,

M̃i,±(N, Q2) ≡
∫ 1

0
dxBxN−1

B

Fi,±(xB, Q2)

f+(0)
, (47)

but at finite Q2 they incorporate the target mass corrections. The ν ′ integrals of F2 and F3 in Eqs. (42) and (45) can be recast in
the form of Nachtmann moments. For F1 we define a new moment,

M ′
1,+(2, Q2) ≡

(
Q2

M

)2 ∫ ∞

νthr

dν ′

ν ′
2ν ′

(ν ′ +
√

ν ′2 + Q2)3

F1,+(xB, Q2)

f+(0)
, (48)

which reduces to the respective Mellin moment at large Q2, M ′
1,+(2, Q2) → M̃1,+(2, Q2). In terms of these Nachtmann moments,

Eqs. (42) and (45) become

Re�b
γW (Ee) = 3α

2π

∫ ∞

0

dQ2

Q2

M2
W

M2
W + Q2

[
M3,−(1, Q2) + 8EeM

9Q2
M3,+(2, Q2)

]
+ O(E2

e

)
,

Re�a
γW (Ee) = − 4α

3π
η

∫ ∞

0

dQ2

Q2

(
EeM

Q2

)[
M ′

1,+(2, Q2) + 3

2
M2,−(1, Q2)

]
+ O(E2

e

)
. (49)

Assuming these two pieces together give a precise enough description of the nuclear γW -box diagram (which needs to be
checked by studying its convergence speed), we write

Re�nucl
γW − �n

γW ≈ 3α

2π

∫ ∞

0

dQ2

Q2

{[
Mnucl

3,− (1, Q2) − Mn
3,−(1, Q2)

]

+ 8EeM

9Q2

[
Mnucl

3,+ (2, Q2) − ηM ′nucl
1,+ (2, Q2) − 3

2
ηMnucl

2,− (1, Q2)

]}
. (50)

Above, the factor M2
W /(M2

W + Q2) was removed because the
physics at Q2 ∼ M2

W is not probed. As is well known, the
asymptotic contribution to �γW is process independent and
cancels between Mnucl

3,− and Mn
3,−. Plugging this into Eq. (30)

gives us a closed expression for δNS. Below we discuss some
aspects important for evaluating it.

A. Relevant region of the Q2-integral

While the integral in Eq. (50) is insensitive to asymp-
totically high Q2, we need to find out, starting from which
value of Q2 = Q2

nucl the cancellation between the nuclear and
nucleon boxes is at such a level that a precise enough de-
termination of δNS can already be obtained with Q2

nucl as an
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upper limit. The first Nachtmann moment for a free nucleon,
Mn

3,−(1, Q2), has been studied recently as a function of Q2

using phenomenological [15,16,19,20] and indirect lattice in-
puts [18]. It was found that by Q2 ≈ 2 GeV2 the perturbative
description sets in, and we can expect that Q2

nucl < 2 GeV2.
A trial calculation of Mnucl

3,+ (1, Q2) at Q ≈ 100–300 MeV
may already provide a useful hint. As evidenced by the en-
tries in Table I, even a ≈10% determination of Mnucl

3,+ (1, Q2)
will significantly improve the precision of δNS for most
nuclei.

B. The energy-dependent corrections

The second line in Eq. (50) describes the leading Ee de-
pendence in δNS associated with the structure functions F nucl

3,+ ,
F nucl

1,+ , and F nucl
2,− . The parity-even structure functions are anal-

ogous to F em
1,2 in ordinary Compton scattering that involve

only the EM current and satisfy the Baldin sum rule [81],
which relate their moments to the nuclear electric dipole po-
larizability αE . With a typical estimation of the latter [82],
Ref. [74] deduced that the contribution of F1,2 to δNS is
of the order 10−5 and could be neglected given our preci-
sion goal. One arrives at the same conclusion in the free
Fermi gas model: the contribution from F3 is found to be
an order of magnitude larger than that from F1,2, in part
due to the large nucleon isovector magnetic moment. There-
fore, from now on we will focus on the parity-odd structure
functions F3,±.

C. Possible theoretical approaches

The primary objects of interest are now the nuclear
Nachtmann moments Mnucl

3 (N, Q2), which can be studied in
different ways. The more straightforward approach is to com-
pute F3,±(xB, Q2) directly with ab initio methods, from which
the moments can be evaluated. One of the main challenges is
to deal with the sum over all intermediate states in Eq. (17).
This can either be done directly, e.g., using the short-time
approximation for light nuclei [83], or indirectly such as by
using the Lorentz integral transform method [84].

Alternatively, one could compute the amplitudes T3,±,
rather than their discontinuities F3,± for ν > νthr. At low
energy |ν| < νthr the invariant amplitudes permit a generic

low-energy expansion of the form

iT3,−(ν, Q2) = 4
∞∑

N=0

(
2Mν

Q2

)2N+1

M̃3,−(2N + 1, Q2),

|ν| < νthr,

iT3,+(ν, Q2) = 4
∞∑

N=0

(
2Mν

Q2

)2N+2

M̃3,+(2N + 2, Q2),

|ν| < νthr, (51)

with the “polarizabilities” expressed as Q2-weighted Mellin
moments of F3. Note that negative powers of Q2 are canceled
by higher powers of Q2 implicitly contained in the Mellin
moments. Reference [21] demonstrates, for the case of a
single nucleon, how one could accurately reconstruct the
desired Nachtmann moment using a few lowest Mellin
moments. It is worthwhile exploring the convergence pattern
for the case of nuclei.

VII. ISOSPIN ROTATION

All the discussions above are formulated in terms of
off-diagonal nuclear matrix elements of products of isospin
currents. This may cause inconveniences in practical calcula-
tions:

(1) Although we have assumed exact isospin symmetry of
the system, in practice ab initio methods usually have
built-in ISB effects. This may lead to mismatch be-
tween the parameters of the initial and final states, e.g.,
nuclear masses and excitation energies. This could be
avoided if the external states were diagonal.

(2) Many existing programs of ab initio methods were
developed to study observables in electromagnetic or
weak neutral current processes that involve physical,
instead of isospin, nuclear current operators.

To trade off-diagonal nuclear matrix elements of isospin
currents for diagonal nuclear matrix elements of physical
EW currents we invoke isospin rotation by making use of
the Wigner-Eckart theorem (WET) in the isospin space (see
Appendix B); in this section we provide the relevant formulas.

First, the isospin rotation formula involving the isoscalar
vector current is

〈1, 0|V μ
00 ⊗ Aν

1−1|1, 1〉 = 〈1,−1|V μ
00 ⊗ Aν

1−1|1, 0〉
= −3

[〈1, 1|Jμ
em ⊗ (Jν

Z

)
A|1, 1〉 − 〈1,−1|Jμ

em ⊗ (Jν
Z

)
A|1,−1〉]. (52)

Meanwhile, the formulas involving the isovector vector current are

〈1,−1|V μ
10 ⊗ Aν

1−1|1, 0〉 = 2
[〈1, 0|(Jμ

W

)
V

⊗ (J†ν
W

)
A
|1, 0〉 − 〈1,−1|(Jμ

W

)
V

⊗ (J†ν
W

)
A
|1,−1〉],

〈1, 0|V μ
10 ⊗ Aν

1−1|1, 1〉 = 2
[〈1, 1|(Jμ

W

)
V

⊗ (J†ν
W

)
A
|1, 1〉 − 〈1, 0|(Jμ

W

)
V

⊗ (J†ν
W )A|1, 0〉] (53)

and

〈1,−1|V μ
1−1 ⊗ Aν

10|1, 0〉 = 2
[〈1, 0|(J†μ

W

)
V ⊗ (Jν

W

)
A|1, 0〉 − 〈1,−1|(J†μ

W

)
V ⊗ (Jν

W

)
A|1,−1〉],

〈1, 0|V μ
1−1 ⊗ Aν

10|1, 1〉 = 2
[〈1, 1|(J†μ

W

)
V

⊗ (Jν
W

)
A
|1, 1〉 − 〈1, 0|(J†μ

W

)
V

⊗ (Jν
W

)
A
|1, 0〉] (54)
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from which the combinations T (1)
3,± and F (1)

3,± can be con-
structed.

Isospin rotation brings not only practical but also con-
ceptual benefits. To illustrate, here we will derive the
well-known asymptotic (i.e., large-Q2) contribution to the
energy-independent axial box diagram. With its original defi-
nition, it is easy to show using the operator-product expansion
of T {Jμ

em(x)(J†ν
W (0))A} that the asymptotic contribution gives

a process-independent large EW logarithm [85]:

�γW (0) = α

8π
ln

M2
W

�2
+ · · · , (55)

where � is a ultraviolet scale, above which QCD becomes
asymptotically free. Here we offer an alternative derivation
using the dispersive representation. We start from:

Re�γW (0) = α

π

∫ ∞

0
dQ2 M2

W

M2
W + Q2

×
∫ ∞

νthr

dν ′

ν ′
ν ′ + 2

√
ν ′2 + Q2

(ν ′ +
√

ν ′2 + Q2)2

F3,−(ν ′, Q2)

M f+(0)

= 3α

2π

∫ ∞

�2

dQ2

Q2

M2
W

M2
W + Q2

1

f+(0)

×
∫ 1

0
dxBF (0)

3 (xB) + · · · . (56)

In the Q2 > �2 region the first Nachtmann moment reduces
to the first Mellin moment, and only the “(0)” component in
F3,− survives, as we discussed in Sec. IV.

We wish to evaluate the xB integral using the parton picture,
but the fact that F (0)

3 is off diagonal makes this step less
straightforward, so now isospin rotation becomes very useful.
For superallowed decays of I = 1 systems, we use the isospin
relation in Eq. (52) to get

F (0)
3 = 1

2
√

2

[
F γ Z

3,+1 − F γ Z
3,−1

]
. (57)

Here F γ Z
3,±1 are defined exactly like F3 in Eq. (20), except

that we replace (Jν )A in W μν
A by (Jν

Z )A, and the off-diagonal
external states by diagonal states with {I, mI} = {1,±1} re-
spectively. At large Q2, they could be expressed in terms of
the quark distribution functions (see Ref. [86], but beware of
the difference in overall normalization):

F γ Z
3 (xB) = 1

3 [u(xB) − ū(xB)] + 1
6 [d (xB) − d̄ (xB)]. (58)

A nucleus with Z protons and N neutrons thus satisfies:∫ 1

0
dxBF γ Z

3 (xB) = 1

3
(2Z + N ) + 1

6
(Z + 2N ) = 5

6
Z + 2

3
N.

(59)

Recall that for the mI = ±1 state we have Z = A/2 ± 1 and
N = A/2 ∓ 1. Therefore∫ 1

0
dxBF (0)

3 (xB) = 1

2
√

2

∫ 1

0
dxB
[
F γ Z

3,+1(xB) − F γ Z
3,−1(xB)

]

=
√

2

12
. (60)

Finally, we recall that f+(0) = √
2 for I = 1 isomultiplets, so

plugging Eq. (60) into Eq. (56) and performing the Q2 integral
reproduces the large EW logarithm in Eq. (55).

The derivation above also highlights a potential caveat in
applying the isospin relations: for A � 1, Eq. (60) involves a
subtraction between two large numbers ∼A to get a number
of order 1. In practical nuclear calculations, each of these
two large numbers contains some ISB effects which, upon
subtraction, may have an unnaturally large effect. We expect
this effect to be less problematic for light nuclei.

VIII. EMPLOYING NUCLEAR PHYSICS NOTATIONS

The entire theory framework of box diagram amplitudes
and the DR formalism outlined above are inherited from pre-
vious studies of single-nucleon EWRC, and thus are based on
particle physics notations. Here we reexpress them in terms
of notations that are more familiar to the nuclear physics
community.

In this section we introduce a somewhat more general
notation (we did not do it at the beginning to avoid losing
focus on the actual physical problem, i.e., β+ decay, that we
are interested in, when we discussed the basic framework). We
take Jμ

a as an arbitrary vector current and Jμ

b as an arbitrary
axial current, and define

T μν

ab (p, q) = 1

2

∫
d4x eiq·x〈φ f (p)|T {Jμ

a (x)Jν
b (0)

}|φi(p)〉

= iεμναβ pαqβ

2Mν
T ab

3 (ν, Q2),

W μν

ab (p, q) ≡ 1

8π

∫
d4x eiq·x〈φ f (p)

∣∣[Jμ
a (x), Jν

b (0)
]∣∣φi(p)

= iεμναβ pαqβ

2Mν
F ab

3 (ν, Q2), (61)

where φi, f , are spinless nuclear states (diagonal or off diag-
onal) with degenerate mass M. Taking Jμ

a → Jμ
em and Jμ

b →
(J†μ

W )A recovers the T μν
A and W μν

A relevant to β+ decay, but
we may also replace them by isospin currents or other phys-
ical EW currents to implement our previous discussions of
crossing symmetry and isospin rotation formula.

A. Connection to nuclear Green’s function
and nuclear response function

We will work in the target’s rest frame, i.e., p0 = M
and ν = q0, and align �q = qêz. Using the definition of
the time-ordered product, T [A(t )B(0)] = �(t )A(t )B(0) +
�(−t )B(0)A(t ), and translational symmetry, A(x) =
eiP·xA(0)e−iP·x, we can insert a complete set of states between
the two currents in the definition of T μν

ab , and perform the t
integration explicitly, with the result

T μν

ab (p, q) = − i

2

∫
d3xe−i �q·�x〈φ f (p)|Jμ

a (0, �x)G(M + q0 + iε)

× Jν
b (0, �0)|φi(p)〉

− i

2

∫
d3xe−i �q·�x〈φ f (p)|Jν

b (0, �0)G(M − q0 + iε)

× Jμ
a (0, �x)|φi(p)〉. (62)
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Above, we introduced the nuclear Green’s function,

G(ω) ≡ (H0 − ω)−1 =
∑

X

|X 〉〈X |
EX − ω

, (63)

with H0 the nuclear Hamiltonian.
The external states in Eq. (62) are relativistically normal-

ized plane waves, and now we shall rewrite them in terms of
properly normalized states in quantum mechanics. Applying
the translational symmetry once again leads to

T μν

ab (p, q) = − i

2V
〈φ f (p)|Jμ

a (�q)G(M + q0 + iε)

× Jν
b (−�q)|φi(p)〉 − i

2V
〈φ f (p)|Jν

b (−�q)

× G(M − q0 + iε)Jμ
a (�q)|φi(p)〉, (64)

where we have defined the (spatial) Fourier transform of cur-
rents as

Jμ(�q) ≡
∫

d3xe−i �q·�xJμ(0, �x), (65)

and the volume factor

V ≡
∫

d3x · 1 = (2π )3δ(3)(�0), (66)

with �0 a zero vector in the momentum space. Recalling that
the plane wave states at �p = 0 are normalized as

〈φ(�0)|φ(�0)〉 = 2M(2π )3δ(3)(�0) = 2MV, (67)

we define a quantum mechanical state

|φ〉 ≡ 1√
2MV

|φ(�0)〉 (68)

that normalizes as 〈φ|φ〉 = 1. This allows us to write

T μν

ab (p, q) = −iM〈φ f |Jμ
a (�q)G(M + q0 + iε)Jν

b (−�q)|φi〉
−iM〈φ f |Jν

b (−�q)G(M − q0 + iε)Jμ
a (�q)|φi〉.

(69)

One sees that the volume factor V drops out, and everything
on the right-hand side is rigorously defined in quantum me-
chanics and is calculable in nuclear theory. Similarly, one may
express the hadronic tensor W μν

ab in the way more familiar in

nuclear calculations,

W μν

ab (p, q) = M

2

∑
X

δ(q0 + M − EX )〈φ f |Jμ
a (�q)|X 〉

× 〈X |Jν
b (−�q)|φi〉, (70)

and the parity-odd structure function reads

F ab
3 (ν, Q2) = − iq0

q

[
W 12

ab (p, q) − W 21
ab (p, q)

]
, (71)

in complete analogy to the response function RT ′ in neutrino-
nucleus scattering [87–90].

A comment is in order. In studying the invariant am-
plitudes we encounter nuclear matrix elements of the form
〈φ f |Ô1G(ω)Ô2|φi〉, where Ô1,2 are arbitrary operators. This
is a classic problem in nuclear many-body calculations, and
is challenging due to the difficulty to invert a large matrix
H0 − ω; fortunately, there are ways to circumvent the prob-
lem, e.g., using the Lanczos algorithm [91–93]. Interestingly
enough, the same form of nuclear matrix elements also appear
in a newly proposed strategy to compute the ISB correction
δC [75]. The fact that δNS and δC share a similar form of
nuclear matrix elements indicates that they could be studied
simultaneously given a specific type of an ab initio method.

B. Multipole expansion of invariant amplitudes
and structure functions

The multipole expansion of nuclear EW currents is a
powerful technique frequently adopted in ab initio studies
[94–96]. Combining with WET, it converts the problem of cal-
culating the full current matrix elements into the calculation
of reduced matrix elements, which is more tractable. Here we
shall implement the formalism to both the invariant amplitude
and structure function for the convenience of interested read-
ers; full details are available in Appendix E.

We start with the invariant amplitude T ab
3 . Analogously to

Eq. (71), we cast it in an explicitly antisymmetric form:

T ab
3 (ν, Q2) = − iq0

q

[
T 12

ab (p, q) − T 21
ab (p, q)

]
. (72)

Since all currents are transverse (along êx and êy directions),
we may express them in terms of the λ = ±1 components
defined in Eq. (E4):

T ab
3 (ν, Q2) = iq0

q
M〈φ f |

{
Ja(�q,+1)G(M + q0 + iε)Jb(−�q,−1)

+ Jb(−�q,−1)G(M − q0 + iε)Ja(�q,+1) − (λ = +1 ↔ λ = −1)
}|φi〉. (73)

The multipole expansion of both currents reads

Ja/b(�q,±1) = −
√

2π

∞∑
J=1

(−i)J
√

2J + 1
(±T a/b,mag

J±1 (q) − T a/b,el
J±1 (q)

)
,

Ja/b(−�q,±1) = −
√

2π

∞∑
J ′=1

iJ ′√
2J ′ + 1

(±T a/b,mag
J ′±1 (q) + T a/b,el

J ′±1 (q)
)
, (74)

with the transverse electric and magnetic multipole operators defined in Eq. (E11).
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When substituting Eq. (74) into Eq. (73), J ′ = J is required to conserve total angular momentum since φi, f are spinless,
and parity conservation further requires that only the combinations (a, el) ⊗ (b, mag) and (a, mag) ⊗ (b, el) survive [see the
discussion below Eq. (E16)]. Since the multipole operators are irreducible tensors of the rotational group, we may apply WET,

〈0, 0|TJ+1 ⊗ T ′
J−1|0, 0〉 = 〈0, 0|TJ−1 ⊗ T ′

J+1|0, 0〉 = −〈0, 0|TJ0 ⊗ T ′
J0|0, 0〉, (75)

to convert the mJ in all the multipole operators to 0. This leads to the following expression:

iT ab
3 (ν, Q2) = 4π

q0

q
M

∞∑
J=1

(2J + 1)〈φ f |
{
T a,mag

J0 (q)G(M + q0 + iε)T b,el
J0 (q)

+ T a,el
J0 (q)G(M + q0 + iε)T b,mag

J0 (q) + T b,mag
J0 (q)G(M − q0 + iε)T a,el

J0 (q)

+ T b,el
J0 (q)G(M − q0 + iε)T a,mag

J0 (q)
}|φi〉, (76)

which is a useful starting point for ab initio calculations of T ab
3 (ν, Q2). One may similarly derive the multipole expansion formula

for F ab
3 (ν, Q2):

F ab
3 (ν, Q2) = 2π

q0

q
M

∞∑
J=1

(2J + 1)
∑

X

δ(q0 + M − EX )
{〈φ f |T a,mag

J0 (q)|X 〉〈X |T b,el
J0 (q)|φi〉 + 〈φ f |T a,el

J0 (q)|X 〉〈X |T b,mag
J0 (q)|φi〉

}
.

(77)

IX. SUMMARY

Unlike the ISB correction δC which was studied since the
late 1950s [97], the nuclear structure-dependent part of the
RC in superallowed β decays only received serious attention
about 30 years later [64]. The quantity δNS originates from
the difference between the “inner” correction on a nucleus
and on a free nucleon; however, historically the two were
computed in completely unrelated paradigms. The nucleon
γW -box diagram was treated in a fully relativistic framework,
while δNS was computed with nonrelativistic nuclear models.
This artificial dissection may introduce additional model de-
pendence; indeed, when the dispersive representation of the
nuclear γW -box diagram was first introduced in Refs. [16,74],
it became clear that the previous treatments did not prop-
erly include some the important nuclear structure corrections,
which now results in an inflated theory uncertainty in |Vud |0+ .
As the precision of the Vud determination from other systems
(especially from the free neutron decay) is gradually catching
up, it is timely to perform a thorough reanalysis of δNS with
modern techniques.

In this article we present the theoretical framework to
compute δNS in full consistency with the existing treatment
of the nucleus-independent RC 	V

R . We start with the classi-
cal Sirlin representation that allows us to rigorously separate
the structure-dependent inner correction from the full O(α)
electroweak RC to the Fermi matrix element; the former is de-
termined by the Ee-dependent nuclear γW -box diagram. With
this, one could unambiguously define δNS as the difference
between the nuclear and single-nucleon γW -box diagram,
averaged over the electron energy spectrum of the nuclear β

decay.
The γW -box diagram is given by the q integral over the

spin-independent invariant amplitudes Ti(ν, Q2) (i = 1, 2, 3)
[Eqs. (24) and (26)]; the contribution from the parity-odd
amplitude T3(ν, Q2) [i.e., the “axial” box diagram �b

γW (Ee)]
is dominant and is the main focus of this paper. The

Ee-independent and leading Ee-dependent pieces are asso-
ciated with the odd and even crossing components T3,±,
respectively. T3,+ solely contains the isovector EM current,
while T3,− is more complicated. For the pion and free neutron,
T3,− only receives contribution from the isoscalar EM current,
but for I = 1 nuclei the isovector EM current contributes
through multinucleon interactions as well (see Sec. IV).

Through a DR, we expressed T3 (and hence �b
γW ) in

terms of the structure function F3. The dispersive repre-
sentation of the nuclear box diagram is then represented
in terms of the first and second Nachtmann moments of
F3 [Eq. (49)]. For the case of a free nucleon where only
the energy-independent part is relevant, the first Nachtmann
moment Mn

3,−(1, Q2) is known to good precision using neu-
trino scattering data or indirect lattice inputs. Given that
Mnucl

3,− (1, Q2) continues smoothly to Mn
3,−(1, Q2) at the asymp-

totic regime, the energy-independent contribution to δNS

thus comes from the difference Mnucl
3,− (1, Q2) − Mn

3,−(1, Q2)
at low Q2, while the leading energy-dependent contribution
comes from Mnucl

3,+ (2, Q2) [Eq. (50)]; both quantities may be
computed with ab initio methods. To facilitate such calcula-
tions, we provide a number of isospin rotation formulas (see
Sec. VII) that relate various charge-changing nuclear matrix
elements of isospin currents to diagonal nuclear matrix ele-
ments with physical electroweak currents, and we also alert
the readers to possible caveats in using these relations. Finally,
we introduce standard nuclear physics notations that relate the
relativistic invariant amplitudes and structure functions to the
nonrelativistic nuclear matrix elements of the nuclear Green’s
function G(ω) = (H0 − ω)−1 [Eqs. (69) and (70)].

Depending on the mass number A, different ab initio meth-
ods may be applied for the calculation of δNS. For instance, for
light nuclei (A ≈ 10) Green’s function Monte Carlo [98,99]
and no-core shell models [100] are viable. For medium-size
nuclei (A � 40), coupled-cluster theory [101] and nuclear lat-
tice effective field theory [102–105] should be applicable. The
same methods may also be used to study δC through the newly
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proposed strategy [75]. We envision new calculations in the
near future to pin down all the nuclear-structure dependent
corrections to Vud with controlled theory uncertainty and to
shed new light on the Cabibbo angle anomaly and other low-
energy precision tests of the standard model.
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APPENDIX A: SUPERALLOWED β DECAY
AT TREE LEVEL

In this Appendix we derive the tree-level partial width of
superallowed nuclear β decays in a fully relativistic notation.
Since the kinematics are the same as that in the semileptonic
kaon decay (K�3), all the exact formulas in that process are
directly applicable here [34,37,38,40]. The relativistic formal-
ism makes some of the higher-order corrections, e.g., recoil
corrections [106], more transparent.

After summing up the lepton spins, the absolute square of
the tree-level decay amplitude [see Eq. (11)] is given by

|M0|2(y, z) = G2
F |Vud |2{ f 2

+H (+1,+1) + 2 f+ f−H (+1,−1) + f 2
−H (−1,−1)} (A1)

where

H (+1,+1) = 2M4
i

[
4(1 − y)(y + z − 1) − 4r f + re(r f + 4y + 3z − 3) − r2

e

]
,

H (+1,−1) = 2M4
i re[3 + re − r f − 2y − z],

H (−1,−1) = 2M4
i re[1 − z + r f − re]. (A2)

Here we have defined

y = 2p · pe

M2
i

= 2Ee

Mi
, z = 2p · p′

M2
i

= 2
E f

Mi
, r f = M2

f

M2
i

, re = m2
e

M2
i

. (A3)

The tree-level decay rate is given by

�0 = Mi

256π3

∫
D3

dydz|M0|2(y, z), (A4)

where the exact three-body phase space D3 is given by

a(y) − b(y) < z < a(y) + b(y), 2
√

re < y < 1 + re − r f , (A5)

with

a(y) = (2 − y)(1 + r f + re − y)

2(1 + re − y)
, b(y) =

√
y2 − 4re(1 + re − r f − y)

2(1 + re − y)
. (A6)

To examine the relative importance of the form factors, let us first approximate f±(t ) → f±(0); in this case the z integration
can be exactly performed. Below we display both the exact result, and the leading power-expansion according to the following
counting:

me ∼ | �pe| ∼ Ee = O(	). (A7)

The results are ∫ a+b

a−b
dz H (+1,+1) = 16Mi| �pe|

(
E exact

m − Ee
)2[

5Eem2
eMi − 4EeM2

i (2Ee − Mi ) − m4
e

]
[
Mi(Mi − 2Ee) + m2

e

]2
≈ 64Ee| �pe|(Em − Ee)2 = O(	4),
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∫ a+b

a−b
dz H (+1,−1) = 16m2

eMi| �pe|
(
E exact

m − Ee
)2[

Mi(2Mi − 3Ee) + m2
e

]
[
Mi
(
Mi − 2Ee

)+ m2
e

]2
≈ 32m2

e | �pe|(Em − Ee)2

Mi
= O(	5),

∫ a+b

a−b
dz H (−1,−1) = 16m2

eMi| �pe|
(
E exact

m − Ee
)2(

EeMi − m2
e

)
[
Mi(Mi − 2Ee) + m2

e

]2
≈ 16Eem2

e | �pe|(Em − Ee)2

M2
i

= O(	6), (A8)

where

E exact
m ≡ M2

i − M2
f + m2

e

2Mi
, Em ≡ Mi − M f (A9)

are the exact and approximate versions of the positron end-
point energy, respectively. We see that the leading order
contribution comes from H (+1,+1) and furthermore, f− is
ISB suppressed. Therefore, for practical purposes it is safe to
retain only the f 2

+ term. In the meantime,

∫ 1+re−r f

2
√

re

dy = 2

Mi

∫ E exact
m

me

dEe ≈ 2

Mi

∫ Em

me

dEe. (A10)

So,

Mi

256π3

∫
D3

dy dz|M0|2

≈ 1

2π3
G2

F |Vud |2 f 2
+(0)

∫ Em

me

dEe| �pe|Ee(Em − Ee)2. (A11)

The above is very a naïve treatment which misses some
essential ingredient that could play significant roles especially
for heavy nuclei. The most important one is the Coulomb
interaction between the outgoing positron and the daughter
nucleus, which is incorporated by including the Fermi func-
tion F (Z f , Ee) [107]. There are also nuclear shape corrections
(or, in other words, the t dependence in f+(t )) and the in-
fluence of the atomic electrons; they give rise to an effective
shape correction function S(Z f , Ee) and a screening correction
factor Q(Z f , Ee) in the integral [108]. Finally, a recoil correc-
tion factor [109]

R(Em) = 1 − 3Em

Mi + M f
(A12)

takes into account (to the desired level of precision) both the
small differences between the exact and approximate result of
the z integral [see Eq. (A8)] and those between the exact and
approximate upper limits of the Ee integral. To conclude, we
may write

|Vud |2 ≈ 2π3m−5
e G−2

F f −2
+ (0) ln 2

f t
, (A13)

where t is the half-life, and

f = m−5
e R(Em)

∫ Em

me

dEe| �pe|Ee(Em − Ee)2F (Z f , Ee)

× S(Z f , Ee)Q(Z f , Ee) (A14)

is the statistical rate function.
Equation (A13) is not the end of the story, as there are still

several SM corrections at the level 10−2–10−4 that must be in-
cluded for a precise extraction of Vud . They are (1) the EWRCs
that are not already included in the Fermi function, and (2) the
ISB correction δC that mainly originates from the Coulomb
interaction between the protons. In particular, the EWRC is
usually divided into the nuclear-structure-independent piece
	V

R and the structure-dependent pieces δ′
R and δNS. Adding all

these gives the master formula in Eq. (1).

APPENDIX B: USEFUL THEOREMS IN SU(2)

Many derivations in this paper make use of relations
between matrix elements of angular momentum or isospin
eigenstates. Since both of them are described by an SU(2)
group, it is useful to state here some of the relevant group
theory relations for the benefits of unfamiliar readers. In fact
we just need two of them:

(1) Product of irreducible tensors. Suppose HI1
mI1

and KI2
mI2

are irreducible tensors of rank I1 and I2 respectively of
an SU(2) group; then their product may be written as a
sum of irreducible tensors:

HI1
mI1

⊗ KI2
mI2

=
∑
ImI

CI1I2;ImI
I1mI1 ;I2mI2

T I
mI

, (B1)

where CI1I2;ImI
I1mI1 ;I2mI2

are Clebsch-Gordan (CG) coeffi-
cients.

(2) Wigner-Eckart theorem. The matrix element of an ir-
reducible tensor with respect to SU(2) eigenstates can
be written as〈

I2, mI2

∣∣T I
mI

∣∣I1, mI1

〉 = C
I1I;I2mI2
I1mI1 ;ImI

〈I2||T I ||I1〉, (B2)

where 〈I2||T I ||I1〉 is a reduced matrix element that is
independent of the “magnetic quantum numbers” mI1 ,
mI , and mI2 .
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APPENDIX C: CROSSING SYMMETRY

In this Appendix we provide a detailed derivation of the
crossing symmetry of Ti(ν, Q2) that we presented in Sec. IV.
The basic idea follows directly the arguments in Appendix A
of Ref. [16]. We restrict ourselves to β+ decays.

Our derivation starts from the following identity [110]:

〈β(p)|Ô|α(p)〉 = 〈α̃( p̃)|T Ô†T−1|β̃( p̃)〉, (C1)

where Ô is a linear operator, T is the time-reversal operator,
and |α̃〉, |β̃〉 are the time-reversed states of |α〉, |β〉, with
the time-reversed four-momentum p̃μ = pμ. Knowing that the
time-reversal operation on a four-current reads

TJμ(�x, t )T−1 = Jμ(�x,−t ), (C2)

suppose a generic tensor of time-ordered current product is
defined as

T μν (p, q) = 1

2

∫
d4xeiq·x〈φ f (p)|T {Jμ

a (x)Jν
b (0)}|φi(p)〉

=
(

−gμν + qμqν

q2

)
T1(ν, Q2) + p̂μ p̂ν

Mν
T2(ν, Q2)

+ iεμναβ pαqβ

2Mν
T3(ν, Q2); (C3)

then, using the time-reversal operation and the definition of
the time-ordered product, we obtain

T μν (p, q) = 1

2

∫
d4x e−iq̃·x〈φi( p̃)|T {Ja†

μ (x)Jb†
ν (0)

}|φ f ( p̃)〉.
(C4)

Comparing to the definition of T μν
A (p, q) [see Eq. (14)], we

find that at the right-hand side the upper Lorentz indices
are lowered, the initial and final states are interchanged, the
currents are conjugated, and the momenta are time reversed,
with an extra sign change q̃.

Next, suppose the matrix element in Eq. (C4) satisfies the
following relation:

〈φi|Ja†
μ Jb†

ν |φ f 〉 = −ξ 〈φ f |Ja
μJb

ν |φi〉, (C5)

where ξ = ±1; then we may plug this relation into Eq. (C4),
express the right-hand side in terms of invariant amplitudes,
and compare it with Eq. (C3). This gives the following cross-
ing relations:

T1(−ν, Q2) = −ξT1(ν, Q2), T2,3(−ν, Q2) = ξT2,3(ν, Q2).
(C6)

If both currents are neutral we have trivially ξ = −1; in
flavor-changing processes the value of ξ must be deduced
case-by-case in each isospin channel.

We start with the isoscalar EM current. Using a general
property of the CG coefficient,

CI,1;I,mI
I,mI −1;1,1 = −CI,1;I,mI −1

I,mI ;1,−1 , (C7)

we can easily use WET in the isospin space to show that

〈I, mI |Jem(0)
μ (x)

(
JW
ν (0)

)
A|I, mI − 1〉

= 〈I, mI − 1|Jem(0)
μ (x)

(
JW †
ν (0)

)
A|I, mI〉, (C8)

which implies ξ (0) = −1, regardless of the isospin of the
external hadronic states.

The isovector component is more complicated and pro-
duces different results for the pion, nucleon (I = 1/2 sys-
tems), and 0+ nuclei (I = 1 systems), which is often taken
for granted in literature. Here we will study them carefully.

For the pion decay the isovector matrix element T (1)
3 (ν, Q2)

vanishes due to G parity,

〈π0|J (1)μ
em

(
J†ν

W

)
A|π+〉 = 0, (C9)

given that

GJ (1)μ
em G−1 = J (1)μ

em , G
(
JW †
ν

)
AG−1 = −(JW †

ν

)
A,

G(π±,0) = −π±,0. (C10)

This argument does not apply for the nucleon and I = 1
nuclei, since they are not eigenstates of G parity. To study
crossing symmetry in these systems, we decompose the cur-
rent product into I = 1 and I = 2 irreducible tensors by
(anti)symmetrizing in the isospin indices,

J (1)μ
em

(
J†ν

W

)
A

= − 1

2
√

2
V μ

10Aν
1−1 = T 1

−1 + T 2
−1, (C11)

where

T 1
−1 = − 1

4
√

2

(
V μ

10Aν
1−1 − V μ

1−1Aν
10

)
,

T 2
−1 = − 1

4
√

2

(
V μ

10Aν
1−1 + V μ

1−1Aν
10

)
. (C12)

Similarly, we write

J (1)μ
em

(
Jν

W

)
A

= 1

2
√

2
V μ

10Aν
1+1 = T 1

+1 − T 2
+1. (C13)

The difference in the tensor coefficients between Eq. (C11)
and (C13) can be understood from Eq. (B1). To analyze cross-
ing symmetry, we compare Eqs. (C11) and (C13). For I = 1/2
states the T 2

±1 matrix element is zero, whereas

〈1/2,−1/2|T 1
−1|1/2,+1/2〉 = −〈1/2, 1/2|T 1

+1|1/2,−1/2〉.
(C14)

Together with Eq. (C5), we find ξ (1) = +1 for I = 1/2 sys-
tems, in accord with Ref. [16].

For I = 1 systems the matrix elements of both T 1
±1 and T 2

±1
are nonvanishing. In fact, using WET we find that they lead to
opposite crossing symmetry between the matrix elements of
J (1)μ

em (J†ν
W )A and J (1)μ

em (Jν
W )A:

〈1, mI − 1|T 1
−1|1, mI〉 = −〈1, mI |T 1

+1|1, mI − 1〉,
〈1, mI − 1|T 2

−1|1, mI〉 = 〈1, mI |(−T 2
+1)|1, mI − 1〉. (C15)

This implies that T (1)
i (ν, Q2) for I = 1 nuclear systems having

mixed symmetry.

APPENDIX D: DERIVATION OF THE WICK
AND RESIDUE CONTRIBUTION

In this Appendix we provide some detail in the derivation
of Re�b,Wick

γW (Ee) and Re�b,res
γW (Ee) defined in Eq. (40).
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1. The Wick contribution

The Wick contribution comes from replacing ν → iνE in Eq. (38):

�b,Wick
γW (Ee) = 4e2

M f+(0)

∫
d4qE

(2π )4

M2
W

M2
W + Q2

1

Q2

Q2 − ν2
E − iνE

�pe· �q
Ee

Q2 + 2iEeνE − 2 �pe · �q
∫ ∞

νthr

dν ′
[

F3,−(ν ′, Q2)

ν ′2 + ν2
E

+ iνE F3,+(ν ′, Q2)

ν ′(ν ′2 + ν2
E

)
]
, (D1)

where qE = (�q, νE ). Taking the real part gives

Re�b,Wick
γW (Ee) = 4e2

M f+(0)

∫
d4qE

(2π )4

M2
W

M2
W + Q2

1

Q2

1

(Q2 − 2 �pe · �q)2 + 4E2
e ν2

E

×
∫ ∞

νthr

dν ′
{(

Q2 − ν2
E

)
(Q2 − 2 �pe · �q) − 2ν2

E �pe · �q
ν ′2 + ν2

E

F3,−(ν ′, Q2)

+ 2E2
e ν2

E

(
Q2 − ν2

E

)+ ν2
E �pe · �q(Q2 − 2 �pe · �q)

Eeν ′(ν ′2 + ν2
E

) F3,+(ν ′, Q2)

}
. (D2)

We parametrize the Euclidean loop momentum as

qE = Q(sin φ1 sin φ2 sin φ3, sin φ1 sin φ2 cos φ3, sin φ1 cos φ2, cos φ1), (D3)

so ∫
d4qE =

∫ 2π

0
dφ3

∫ π

0
dφ2

∫ π

0
dφ1

∫ ∞

0
dQQ3 sin2 φ1 sin φ2. (D4)

We may choose �pe to point along the third axis, i.e., �pe · �q = EeQ sin φ1 cos φ2, so the angle φ3 can be trivially integrated. This
gives

Re�b,Wick
γW (Ee) = α

π2M f+(0)

∫ ∞

0
dQ2 M2

W

M2
W + Q2

∫ 1

−1
dx1

∫ 1

−1
dx2

Q2
√

1 − x2
1(

Q2 − 2QEe

√
1 − x2

1x2
)2 + 4E2

e Q2x2
1

×
∫ ∞

νthr

dν ′

⎧⎪⎨
⎪⎩

(1 − x2
1 )
(
Q2 − 2EeQ

√
1 − x2

1x2
)− 2x2

1EeQ
√

1 − x2
1x2

ν ′2 + Q2x2
1

F3,−(ν ′, Q2)

+
2Q2Eex2

1

(
1 − x2

1

)+ Qx2
1

√
1 − x2

1x2
(
Q2 − 2EeQ

√
1 − x2

1x2
)

ν ′(ν ′2 + Q2x2
1

) F3,+(ν ′, Q2)

⎫⎪⎬
⎪⎭, (D5)

where x1 ≡ cos φ1, x2 ≡ cos φ2. Up to this point it is easy to check that the term attached to F3,− (F3,+) is an even (odd) function
of Ee, therefore we may split Re�b,Wick

γW (Ee) = Re�b,e,Wick
γW (Ee) + Re�b,o,Wick

γW (Ee) and study the two terms individually.
We start from the even piece and perform x2 integration, which is elementary. This gives

Re�b,e,Wick
γW (Ee) = α

π2M f+(0)

∫ ∞

0
dQ2 M2

W

M2
W + Q2

∫ ∞

νthr

dν ′
∫ 1

−1
dx1

Q2

ν ′2 + Q2x2
1

F3,−(ν ′, Q2)

×

⎧⎪⎨
⎪⎩− x1

4E2
e

⎡
⎢⎣tan−1

⎛
⎜⎝Q + 2Ee

√
1 − x2

1

2Eex1

⎞
⎟⎠− tan−1

⎛
⎜⎝Q − 2Ee

√
1 − x2

1

2Eex1

⎞
⎟⎠
⎤
⎥⎦

+ 1

4QEe
ln

⎛
⎜⎝Q2 + 4EeQ

√
1 − x2

1 + 4E2
e

Q2 − 4EeQ
√

1 − x2
1 + 4E2

e

⎞
⎟⎠
⎫⎪⎬
⎪⎭

= α

4π2

1

M f+(0)

∫ ∞

0

dQ2

QEe

M2
W

M2
W + Q2

∫ ∞

νthr

dν ′
{

J

(
Q

2Ee
,
ν ′

Q

)
− Q

Ee
I

(
Q

2Ee
,
ν ′

Q

)}
F3,−(ν ′, Q2), (D6)
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where we have defined two integrals that are more complicated but still doable:

I (a, b) ≡
∫ 1

−1
dx

x

b2 + x2

[
tan−1

(
a + √

1 − x2

x

)
− tan−1

(
a − √

1 − x2

x

)]
,

J (a, b) ≡
∫ 1

−1
dx

1

b2 + x2
ln

(
a2 + 2a

√
1 − x2 + 1

a2 − 2a
√

1 − x2 + 1

)
. (D7)

Both integrals take distinct functional forms for a2 < 1 and a2 > 1. Their analytic results read

I (a, b) = �(1 − a2)I<(a, b) + �(a2 − 1)I>(a, b), J (a, b) = �(1 − a2)J<(a, b) + �(a2 − 1)J>(a, b), (D8)

where

I<(a, b) = −π ln

(
4b2

2b(b + √
b2 + 1) + 1 − a2

)
, I>(a, b) = −π ln

(
1 − 1

a2(b + √
b2 + 1)2

)
, (D9)

and

J<(a, b) = 4π

b
tanh−1

(
a

b + √
b2 + 1

)
, J>(a, b) = 4π

b
tanh−1

(
1

a(b + √
b2 + 1)

)
. (D10)

Next we proceed with the odd piece. Integrating out x2 yields

Re�b,o,Wick
γW (Ee) = α

π2M f+(0)

∫ ∞

0
dQ2 M2

W

M2
W + Q2

∫ ∞

νthr

dν ′
∫ 1

−1
dx1

Q2

ν ′2 + Q2x2
1

F3,+(ν ′, Q2)

×

⎧⎪⎨
⎪⎩

x1

2Eeν ′

⎡
⎢⎣tan−1

⎛
⎜⎝Q + 2Ee

√
1 − x2

1

2Eex1

⎞
⎟⎠− tan−1

⎛
⎜⎝Q − 2Ee

√
1 − x2

1

2Eex1

⎞
⎟⎠
⎤
⎥⎦

+ Qx2
1

8E2
e ν ′ ln

⎛
⎜⎝Q2 + 4EeQ

√
1 − x2

1 + 4E2
e

Q2 − 4EeQ
√

1 − x2
1 + 4E2

e

⎞
⎟⎠−

x2
1

√
1 − x2

1

Eeν ′

⎫⎪⎬
⎪⎭. (D11)

It may be cast in terms of the two integrals above, and two additional ones:

Ĩ (a) ≡
∫ 1

−1
dxx

[
tan−1

(
a + √

1 − x2

x

)
− tan−1

(
a − √

1 − x2

x

)]
= lim

b→∞
b2I (a, b),

J̃ (a) ≡
∫ 1

−1
dx ln

(
a2 + 2a

√
1 − x2 + 1

a2 − 2a
√

1 − x2 + 1

)
= lim

b→∞
b2J (a, b). (D12)

Their analytic expressions read

Ĩ (a) = �(1 − a2)Ĩ<(a) + �(a2 − 1)Ĩ>(a), J̃ (a) = �(1 − a2)J̃<(a) + �(a2 − 1)J̃>(a), (D13)

where

Ĩ<(a) = −π

4
(a2 − 2), Ĩ>(a) = π

4a2
(D14)

and

J̃<(a) = 2πa, J̃>(a) = 2π

a
. (D15)

So the final result of the odd piece reads

Re�b,o,Wick
γW (Ee) = α

π2

1

M f+(0)

∫ ∞

0

dQ2

E2
e

M2
W

M2
W + Q2

∫ ∞

νthr

dν ′

ν ′ F3,+(ν ′, Q2)

{
Ee

2
I

(
Q

2Ee
,
ν ′

Q

)

+ Q

8

[
−ν ′2

Q2
J

(
Q

2Ee
,
ν ′

Q

)
+ J̃

(
Q

2Ee

)]
− πEe

2Q2
[2ν ′(ν ′ −

√
ν ′2 + Q2) + Q2]

}
. (D16)
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2. The residue contribution

Next we discuss the residue contribution. We first write the full box diagram as

�b
γW (Ee) = 4ie2

M f+(0)

∫
d4q

(2π )4

M2
W

M2
W + Q2

Q2 + ν2 − �pe· �q
Ee

ν

Q2[(ν − Ee)2 − | �pe − �q|2 + iε]

∫ ∞

νthr

dν ′
[

F3,−(ν ′, Q2)

ν ′2 − ν2
+ νF3,+(ν ′, Q2)

ν ′(ν ′2 − ν2)

]
, (D17)

and all the complexities come from the electron propagator with nonzero Ee. It gives two poles: ν = Ee + | �pe − �q| − iε and
ν = Ee − | �pe − �q| + iε. The first pole always stays in the fourth quadrant in the complex-ν plane, which does not affect the
Wick rotation. But the second pole could stay in either the first or second quadrant, depending on the sign of Ee − | �pe − �q|.
When Ee > | �pe − �q|, it lies within the Wick rotation contour and thus gives a residue contribution to the integral.

To evaluate the residue, we first parametrize the measure of the Minkowskian loop momentum q as∫
d4q

(2π )4
=
∫

d3q

(2π )4

∫ ∞

−∞
dν = 1

8π3

∫ ∞

0
dq q2

∫ 1

−1
dx
∫ ∞

−∞
dν, (D18)

where q = |�q| and x is the cosine of the angle between �pe and �q. Requiring a pole to exist in the first quadrant implies

Ee > | �pe − �q| =
√

E2
e − 2Eeqx + q2 ⇒ x >

q
2Ee

, (D19)

which in turn restricts the q integral within 0 and 2Ee. With this, we may apply the residue theorem in the ν integration to obtain

�b,res
γW (Ee) = 2α

πM f+(0)

∫ 2Ee

0
dq q2

∫ 1

q
2Ee

dx
M2

W

M2
W + Q2

Q2 + ν2 − qνx

Q2

1

| �pe − �q|

×
∫ ∞

νthr

dν ′
[

F3,−(ν ′, Q2)

ν ′2 − ν2
+ νF3,+(ν ′, Q2)

ν ′(ν ′2 − ν2)

]∣∣∣∣
ν=Ee−| �pe−�q|+iε

. (D20)

The next step is to reexpress the {q, x} integral in terms of {Q, x}. Starting with

Q2 = −ν2 + q2 = −(Ee − | �pe − �q|)2 + q2 = 2Ee
(−Ee + qx +

√
E2

e − 2Eeqx + q2
)
, (D21)

we may solve for q:

q = −Q2x + Q
√

Q2 + 4E2
e (1 − x2)

2Ee(1 − x2)
, (D22)

which also implies

| �pe − �q| = 2E2
e (1 − x2) + Q2 − Qx

√
Q2 + 4E2

e (1 − x2)

2Ee(1 − x2)
,

ν = −Q2 + Qx
√

Q2 + 4E2
e (1 − x2)

2Ee(1 − x2)
+ iε. (D23)

Meanwhile, the integral measure and limits become∫ 2Ee

0
dq
∫ 1

q
2Ee

dx =
∫ 2Ee

0
dQ
∫ 1

Q
2Ee

dx
2| �pe − �q|√

Q2 + 4E2
e (1 − x2)

, (D24)

which can be checked numerically by integrating both sides with respect to an arbitrary integrand. With this, the real part of the
residue contribution reads

Re�b,res
γW (Ee) = 2α

πM f+(0)

∫ 2Ee

0
dQ
∫ 1

Q
2Ee

dx
M2

W

M2
W + Q2

Q2 + ν2 − qνx

Q2

2q2√
Q2 + 4E2

e (1 − x2)

×
∫ ∞

νthr

dν ′
[
F3,−(ν ′, Q2) + ν

ν ′ F3,+(ν ′, Q2)
]
Pr

1

ν ′2 − ν2
, (D25)

where “Pr” denotes the principal value. Using Eqs. (D22) and (D23), one may again check that the term attached to F3,− (F3,+)
is an even (odd) function of Ee. So we may similarly split Re�b,res

γW (Ee) = Re�b,e,res
γW (Ee) + Re�b,o,res

γW (Ee).
The final step is to perform the x integration in Eq. (D25), remembering that q and ν are also functions of x. This is highly

nontrivial, but fortunately the results can be expressed in terms of the functions we just defined in Eqs. (D9), (D10), (D14),
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and (D15):

Re�b,e,res
γW (Ee) = α

4π2

1

M f+(0)

∫ 4E2
e

0

dQ2

QEe

M2
W

M2
W + Q2

∫ ∞

νthr

dν ′F3,−(ν ′, Q2)

{
Q

Ee
I<

(
Q

2Ee
,
ν ′

Q

)

− J<

(
Q

2Ee
,
ν ′

Q

)
+ Re

[
− Q

Ee
I>

(
Q

2Ee
,
ν ′

Q

)
+ J>

(
Q

2Ee
,
ν ′

Q

)]}
,

Re�b,o,res
γW (Ee) = α

π2

1

M f+(0)

∫ 4E2
e

0

dQ2

E2
e

M2
W

M2
W + Q2

∫ ∞

νthr

dν ′

ν ′ F3,+(ν ′, Q2)

×
{
−Ee

2
I<

(
Q

2Ee
,
ν ′

Q

)
+ ν ′2

8Q
J<

(
Q

2Ee
,
ν ′

Q

)
− Q

8
J̃<

(
Q

2Ee

)

+ Re

[
Ee

2
I>

(
Q

2Ee
,
ν ′

Q

)
− ν ′2

8Q
J>

(
Q

2Ee
,
ν ′

Q

)
+ Q

8
J̃>

(
Q

2Ee

)]}
. (D26)

These expressions can be easily understood. First of all we
recall that Re�b

γW (Ee) = Re�b,Wick
γW (Ee) + Re�b,res

γW (Ee), and

that the integrand of Re�b,Wick
γW (Ee) takes two distinct forms

in Q < 2Ee and Q > 2Ee. Since the integrand of the residue
contribution survives only in Q < 2Ee, one naturally expects
it to “make up” the difference so that the full expression takes
a unified form in both regions. We may then immediately
postulate the solutions above, which can be easily verified
numerically.

Finally, note that the principal-value integration in
Eq. (D25) activates when ν = ν ′ is possible, which happens
at the point

lim
x→1

ν = Ee − Q2

4Ee
= ν ′ ⇒ E = Emin ≡ ν ′ +

√
ν ′2 + Q2

2
.

(D27)

This means that the integrand in Re�b,res
γW (Ee) hits a singular-

ity when Ee = Emin.

APPENDIX E: BASICS OF MULTIPOLE EXPANSION

In this Appendix we summarize some basic concepts of the
multipole expansion of current operators, which can be found
in many references, e.g., Refs. [111,112].

We start from a general current operator in the momentum
space:

Jμ(�q) ≡
∫

d3x e−i �q·�xJμ(�x) = (ρ(�q), �J (�q)), (E1)

where ρ(�q) and �J (�q) are the charge and (spatial-)current den-
sities respectively. For the latter, it is customary to be spanned
using the three “spherical unit vectors” �ελ(�q) (λ = 0,±1),
which satisfies �ελ(�q) · �ε∗

λ′ (�q) = δλλ′ . The λ = ±1 components
are transverse while the λ = 0 component is longitudinal, i.e.,

�q · �ε±1(�q) = 0, �q · �ε0(�q) 
= 0. (E2)

In practice, one usually takes �q to be along the z axis, i.e.,
�q = qêz (here q ≡ |�q|). In that case, the spherical unit vectors

are given by

�ε±1(qêz ) = ∓ êx ± iêy√
2

, �ε0(qêz ) = êz. (E3)

With them we can span the spatial current as

�J (�q) =
∑

λ

J (�q, λ)�ε∗
λ. (E4)

The starting point of multipole expansion is the following
plane-wave expansion formula:

e−i �q·�x = 4π

∞∑
J=0

J∑
mJ=−J

(−i)J jJ (qr)YJmJ (�q)Y ∗
JmJ

(�x ), (E5)

where r = |�x|. With this we can express the charge density
operator as:

ρ(�q) = 4π
∑
JmJ

(−i)JY ∗
JmJ

(�q)
∫

d3xMmJ
J (q, �x)ρ(�x), (E6)

where

MmJ
J (q, �x) ≡ jJ (qr)YJmJ (�x ). (E7)

For the spatial current density operators we need one more
step. We first define the “vector spherical harmonics” a:

�Y mJ
JL1(�x ) ≡

∑
mL,λ

CL1;JmJ
LmL ;1λYLmL (�x )�ελ, (E8)

which is a rank-J tensor constructed from the product of a
rank-L tensor (YLmL ) and a rank-1 tensor (�ελ). With this we
can write

J (�q, λ) = 4π
∑
L,mL

∑
JmJ

(−i)LY ∗
LmL

(�q)CL1;JmJ
LmL ;1λ

×
∫

d3x �MmJ
JL (q, �x) · �J (�x), (E9)

where

�MmJ
JL (q, �x) ≡ jL(qr) �Y mJ

JL1(�x ). (E10)
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Now we are ready to define the four types of multipole operators. They are

Coulomb: MJmJ (q) ≡
∫

d3xMmJ
J (q, �x)ρ(�x), J � 0,

longitudinal: LJmJ (q) ≡
∫

d3x
i

q
∇MmJ

J (q, �x) · �J (�x), J � 0,

transverse electric: T el
JmJ

(q) ≡
∫

d3x
1

q

[∇ × �MmJ
JJ (q, �x)

] · �J (�x), J � 1,

transverse magnetic: T mag
JmJ

(q) ≡
∫

d3x �MmJ
JJ (q, �x) · �J (�x), J � 1.

Using the mathematical identity

e−i �q·�x�ελ(�q) =
⎧⎨
⎩

√
4π
∑∞

J=0(−i)J
√

2J + 1 i
q ∇M0

J (q, �x), λ = 0,

−√
2π
∑∞

J=1(−i)J
√

2J + 1
(
λ �Mλ

JJ (q, �x) − 1
q ∇ × �Mλ

JJ (q, �x)
)
, λ = ±1,

(E11)

the charge and current density operators can then be expressed as

ρ(�q) =
√

4π

∞∑
J=0

(−i)J
√

2J + 1MJ0(q),

J (�q, λ) =
{√

4π
∑∞

J=0(−i)J
√

2J + 1LJ0(q), λ = 0,

−√
2π
∑∞

J=1(−i)J
√

2J + 1
(
λT mag

Jλ (q) − T el
Jλ(q)

)
, λ = ±1,

(E12)

which is our desired multipole expansion formula.
One could also define the spatial Fourier transform with reversed momentum:

Jμ(−�q) ≡
∫

d3x ei �q·�xJμ(�x) = (ρ(−�q), �J (−�q)). (E13)

Here we still take �q = qêz, with all the definitions of �ελ the same as before. In this case the charge and current densities can also
be expanded in multipole as

ρ(−�q) =
√

4π

∞∑
J=0

iJ
√

2J + 1MJ0(q),

J (−�q, λ) =
{

−√
4π
∑∞

J=0 iJ
√

2J + 1LJ0(q), λ = 0,

−√
2π
∑∞

J=1 iJ
√

2J + 1
[
λT mag

Jλ (q) + T el
Jλ(q)

]
, λ = ±1.

(E14)

Next, we know that the current could be vector or axial and could have isospin structure; see Eq. (7). Incorporating these
details, we may define the vector multipole operators

MV
JmJ ;ImI

(q), LV
JmJ ;ImI

(q), T V,el
JmJ ;ImI

(q), T V,mag
JmJ ;ImI

(q) (E15)

and the axial multipole operators

MA
JmJ ;ImI

(q), LA
JmJ ;ImI

(q), T A,el
JmJ ;ImI

(q), T A,mag
JmJ ;ImI

(q) (E16)

accordingly. Among the vector multipoles, the Coulomb, longitudinal, and transverse electric operators have parity (−1)J while
the transverse magnetic operator has parity (−1)J+1. The parities of the axial multipoles are exactly the opposite.

Finally, in most of the nuclear theory calculations it is natural to assume isospin symmetry, so the vector isospin current V μ
ImI

is conserved. As a consequence, the Coulomb and longitudinal multipole operators of the vector currents are not independent as
far as their matrix elements are concerned:

〈φ f |LV
JmJ ;ImI

(q)|φi〉 = −
(

E f − Ei

q

)
〈φ f |MV

JmJ ;ImI
(q)|φi〉. (E17)

One may use this relation to eliminate the vector longitudinal multipoles in favor of the vector Coulomb multipoles.
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