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Semianalytical calculation of the trajectory of relativistic nuclear collisions
in the QCD phase diagram
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We extend a semianalytical model that includes the finite nuclear thickness to calculate the energy density
ε(t ) and conserved-charge densities including the net-baryon density nB(t ) produced at mid-spacetime-rapidity
in central Au + Au collisions. Assuming the formation of a quark-gluon plasma with an ideal gas equation of
state of either quantum or Boltzmann statistics or with a lattice QCD-based equation of state, we extract
the temperature T and chemical potentials μB, μQ, and μS as functions of time. This then allows us to
semianalytically calculate the T -μB trajectory of relativistic nuclear collisions in the QCD phase diagram, which
should benefit the studies of high density physics including the search for the critical endpoint. This model is
also useful for exploring the trajectories in the more general T -μB-μQ-μS QCD phase space.
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I. INTRODUCTION

Experiments at the Relativistic Heavy Ion Collider (RHIC)
at BNL [1] and the Large Hadron Collider (LHC) at CERN
[2] have produced the quark-gluon plasma (QGP) with ultra-
relativistic nuclear collisions. The QGP is an exotic phase of
matter in which the temperature and density are high enough
to “melt” hadrons [3]. Such a system of unbound quarks and
gluons can only exist for a short time before the partons re-
combine into hadrons due to confinement. The fleeting nature
of the QGP makes studying its properties very difficult, but
the success in this endeavor would expand our understanding
of the earliest stage of the universe during which the QGP is
believed to have existed. Learning about the QGP properties
would also enable the testing of quantum chromodynamics
(QCD) as the fundamental theory governing the strong inter-
action [4]. Of particular interest to the field is understanding
the phase transition from hadronic to partonic matter in the
QCD phase diagram [5]. Lattice QCD results show that it is
a smooth crossover at zero baryon chemical potential μB [6],
but calculations at finite μB are difficult [7].

The conjectured critical endpoint (CEP) of the first-order
phase transition line is of special interest [8]. The Beam En-
ergy Scan (BES) program at RHIC uses Au + Au collisions at
a variety of energies to search for the CEP [9–11]. The matter
created in a given collision system, for example, at a given col-
lision energy and centrality (or impact parameter), follows a
unique average trajectory and freezes out at a unique point on
average in the QCD phase diagram. Here, “average” refers to
averaging over many events of the given collision system. The
time evolutions of the temperature T and baryon chemical po-
tential μB together determine the system’s history in the QCD
phase diagram. For those collisions where the trajectory is
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near the CEP, event-by-event fluctuations in conserved quanti-
ties could point to the existence of the CEP [12]. For example,
event-by-event net-proton cumulant ratios at low collision
energies could prove useful for locating the CEP [13].

Since the matter in ultrarelativistic nuclear collisions
progresses through several stages, it is not straightfor-
ward to correlate experimental measurements with the QGP
thermodynamic properties. Dynamical models including hy-
drodynamic models and transport models [14–17] have been
used to study the evolution of the thermodynamic proper-
ties of the QCD matter created during high energy nuclear
collisions. Additionally, semianalytical models of the initial
energy density production [18–20] have progressively ex-
panded our understanding of the early time evolution of the
energy densities produced in such collisions. In particular, it
has been shown that the effect of the finite nuclear thickness
drastically alters the peak energy density εmax at low collision
energies such as the BES energies [19,20].

The purpose of this study is to calculate trajectories in
the QCD phase diagram of the matter produced in central
Au + Au collisions for collision energies

√
sNN up to 200

GeV. Note that all of our results here are for the central space-
time rapidity region (ηs = 0), where our semianalytical model
[20] has been defined. The paper is organized into the fol-
lowing sections after the Introduction. First, we describe our
semianalytical model [20] for calculating the energy density
ε(t ) and conserved-charge densities in Sec. II A. Second, we
discuss the thermodynamic equations governing an ideal gas
of massless gluons and quarks under quantum (Bose-Einstein
and Fermi-Dirac) statistics in Sec. II B and Boltzmann statis-
tics in Sec. II C. For the remainder of this paper, we will refer
to the ideal gas equation of state (EoS) with quantum statistics
as the quantum EoS and the ideal gas EoS with Boltzmann
statistics as the Boltzmann EoS. For completeness, the general
relations between ε, n and T, μ that lead to the thermody-
namic equations of our semianalytical model are provided in
the Appendix for both the quantum EoS and the Boltzmann
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EoS. Third, we introduce in Sec. II D a lattice QCD-based
EoS, which we will refer to as the lattice EoS, that provides
a more realistic relationship between ε, n and T, μ (at least at
small μB). We then present our results for ε(t ) and nB(t ) in
Sec. III A, and give our results for the extracted T (t ), μB(t ),
μQ(t ), μS(t ) and the resultant T -μB trajectories for the quan-
tum EoS in Sec. III B and the Boltzmann EoS in Sec. III C. In
Sec. III D, we show the results for the extracted trajectories by
applying the lattice EoS to the densities calculated from our
semianalytical model. We then consider the effect of trans-
verse expansion on the trajectories in Sec. III E. Results for
the QGP lifetime for all three equations of state are presented
in Sec. III F. We then discuss the improved net-baryon rapidity
density parametrization, the effect of a finite s-quark mass, the
near-zero value of the calculated μQ, and the implications of
strangeness neutrality on the results using the lattice EoS in
Sec. IV. Finally, we conclude in Sec. V.

II. METHODS

A. Calculating energy and net conserved-charge densities

Naively, one can use the method of the Bjorken energy
density formula [18], in which partons at midrapidity are
produced at t = 0 and z = 0, to predict the time evolution of
the initial energy density ε(t ):

εB j (t ) = 1

AT t

dET

dy
. (1)

Here, AT = πR2
A is the full transverse overlap area of two

nuclei in central A + A collisions, and dET/dy is the trans-
verse energy per rapidity at midrapidity. Because Eq. (1)
predicts a diverging ε as t → 0, one must choose a finite
initial time τF, which can be considered as the time when
partons are formed. For high collision energies, such as the top
RHIC energy of

√
sNN = 200 GeV, the finite thickness of the

Lorentz-contracted nucleus is small compared to the typical
τF value, so Bjorken’s formula is valid. However, for lower
collision energies where the crossing time dt = 2RA/ sinh yCM

is comparable to or even greater than τF, Eq. (1) is expected
to break down [21]. Note that yCM is the rapidity of the
projectile nucleus in the center-of-mass frame, and we use
RA = 1.12A1/3 fm for the hard-sphere nuclear radius. Also
note that the transverse expansion of the overlap volume is
neglected until Sec. III E. Furthermore, the slowing down of
participant nucleons, and secondary parton or hadron scatter-
ings, are neglected in our semi-analytical study, as done in
previous similar studies [18–20].

We have shown earlier [19,20] that the finite nuclear thick-
ness must be considered when estimating ε(t ) at low collision
energies. Therefore, a more realistic model of the initial en-
ergy production is one in which partons are produced within
a finite range of time and longitudinal position [20]. This
improved model has been shown to predict a finite εmax for
τF = 0 fm/c, while earlier models [18,19] predict infinite εmax

there. In this model [20], the initial energy density at time t
averaged over the full transverse overlap area is given by

ε(t ) = 1

AT

∫∫
S

dx dz0

t − x

d3mT

dx dz0 dy
cosh3 y. (2)

In the above, S represents the production area in the initial
production time x and longitudinal position z0 at observation
time t . The production area S is the the portion of the overlap
region S0 below the formation time hyperbola of Eq. (11).
This ensures that a parton will contribute to the energy or
net-charge density at time t after its formation time has passed.
The overlap region S0 is a diamond along the vertical (t)
axis with one vertex at (0,0) and the other at (0, dt ) in the
t-z plane. The width of the overlap region corresponds to
the thickness in the z direction of the overlapping Lorentz-
contracted spherical nuclei. Therefore, the widths �z at t = 0
and t = dt are both zero, since these are the times when the
nuclei would just touch or completely pass through each other.
At t = dt/2, the width is maximal at �z = 2RA/γ . One key
difference between our picture and that of the Bjorken energy
density formula is that the overlapping and expanding stages
cannot be clearly separated but are instead mixed together. We
assume that partons free-stream from their production point
(z0, x) during time t ∈ (x, x + τF cosh y) and could then inter-
act with the medium after its formation time. In our model,
the velocity along the z direction of a produced parton is
vz = (z − z0)/(t − x), while in the Bjorken picture vz = z/t
because all partons are produced at (z0, x) = (0, 0). On the
other hand, our model is similar to the Bjorken energy density
formula in that all secondary interactions are ignored.

To be general, the initial energy is assumed to be produced
within x ∈ [t1, t2] (instead of the naive range [0, dt ]). The
resulting ε(t ) is a piecewise function of t , where the pieces are
determined by the integration limits in Eq. (2) and are listed
in Table I (see Ref. [20] for details). Note that ε(t ) = 0 for
t ∈ [0, t1 + τF).

In this study, we assume that d3mT/(dx dz0 dy) in Eq. (2)
is factorized:

d3mT

dx dz0 dy
= g(z0, x)

dmT

dy
. (3)

The weighting function g(z0, x) is normalized as∫∫
S0

g(z0, x)dx dz0 = 1, where S0 is the area of the entire
diamond-shaped production region in the t-z plane [20].
This normalization condition ensures that dmT/dy represents
the initial transverse mass rapidity density of all produced
partons. We further make the simplest assumption that
partons are produced uniformly throughout S0, which leads
to g(z0, x) = 2/(βt2

21), where β = tanh yCM and t21 = t2 − t1.
Next, we take the following specific form for dmT/dy [20]:

dmT

dy
= dET

dy
+ mN

dNnetB

dy
, (4)

where mN is the nucleon mass. We assume that the dET/dy
term is described by a single Gaussian function while
dNnetB/dy is described by a double Gaussian [20]:

dET

dy
= dET

dy
(0) exp

(
− y2

2σ 2
1

)
, (5)

dNnetB

dy
∝ exp

[
− (y + yB)2

2σ 2
2

]
+ exp

[
− (y − yB)2

2σ 2
2

]
. (6)

The transverse energy rapidity density at midrapidity
is parametrized as dET/dy(0) = 1.25 dET/dη(0), where
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TABLE I. Piecewise solution of ε(t ) and nB(t ) as functions of the observation time t , where the integration limits for each piece are written
in the format x ∈ [xmin, xmax] and z0 ∈ [zmin

0 , zmax
0 ] for each part of the production area in the initial production time x and longitudinal position

z0 [20].

Piece t range x range z0 range

εI (t ) or nB,I (t ) [t1 + τF, ta) [t1, x1) [−β(x − t1), β(x − t1)]
[x1, t − τF] [−zF(x), zF(x)]

εII (t ) or nB,II (t ) [ta, t2 + τF) [t1, tmid) [−β(x − t1), β(x − t1)]
[tmid, x2) [−β(t2 − x), β(t2 − x)]

[x2, t − τF] [−zF(x), zF(x)]

εIII (t ) or nB,III (t ) [t2 + τF, ∞) [t1, tmid) [−β(x − t1), β(x − t1)]
[tmid, x2] [−β(t2 − x), β(t2 − x)]

dET/dη(0) at
√

sNN > 20.7 GeV is taken as the parametriza-
tion given by the PHENIX Collaboration [22], while
dET/dη(0) at lower energies is given by an improved parame-
terization [20]. We use the following parametrizations for the
Gaussian parameters yB and σ2:

yB = 0.599

⎡
⎣1 − 1

2.18 + ln1.86
(√

sNN

E0

)
⎤
⎦yCM,

σ2 = 0.838

⎡
⎣1 − 1

5.01 + ln1.61
(√

sNN

E0

)
⎤
⎦

√
ln

(√
sNN

E0

)
(7)

with E0 = 2mN being the threshold energy. Note that these
parametrizations are different from those used in our ear-
lier study [20], and we explain our reasoning in Sec. IV.
These parametrizations have been obtained using the pro-
ton dN/dy data at

√
sNN = 2.65, 3.30, 3.85, and 4.31 GeV

[23] and the net-proton dN/dy data at
√

sNN = 4.87 [24,25],
8.77 [26], 17.3 [27], 62.4 [28] and 200 GeV [29] in central
Au + Au collisions (with the exception that central Pb + Pb
data are used at 8.8 and 17.3 GeV). The value of the
proportionality constant in Eq. (6) is determined from the con-
servation of total net-baryon number

∫
(dNnetB/dy) dy = 2A

at each collision energy. Finally, the Gaussian parameter σ1

in Eq. (5) is calculated using the conservation of total energy∫
(dmT/dy) cosh y dy = A

√
sNN at each collision energy.

In our semianalytical model [19,20], the primary collisions
between the two nuclei start at time t1 and end at time t2. In
this study, we take

t1 = 1
6 dt , t2 = 5

6 dt , (8)

because this choice gives εmax = 2ρ0mN and nmax
B = 2ρ0 for

the threshold collision energy
√

sNN = E0, which would be
expected if the two nuclei would just fully overlap. Note that
ρ0 ≈ 0.17 fm−3 in the hard sphere model for the nucleus. Also
note that in previous studies [19,20] t1 = 0.2dt and t2 = 0.8dt

were used so that the width of the production time distribution
was similar to the results from the string melting version of a
multiphase transport (AMPT) model [30]. In Table I, time ta
is given by

ta = tmid +
√

τ 2
F +

(
βt21

2

)2

(9)

with tmid = (t1 + t2)/2, times x1 and x2 are given by

xi =
t − β2ti −

√
β2

[
(t − ti )2 − τ 2

F

] + τ 2
F

1 − β2
(10)

for i = 1 or 2, and the function zF(x) is given by

zF(x) =
√

(t − x)2 − τ 2
F . (11)

We now calculate the net-baryon density nB(t ) using the
same method as that used for the ε(t ) calculation [20]. We
then obtain the following equation for the net-baryon density
that is similar to Eq. (2):

nB(t ) = 1

AT

∫∫
S

dx dz0

t − x

d3NnetB

dx dz0 dy
cosh2 y. (12)

Note that there is one less power of cosh y in this equation than
in Eq. (2) because that equation involves E = mT cosh y. We
also assume the same factorization d3NnetB/(dx dz0 dy) =
2/(βt2

21)dNnetB/dy. Therefore, the net-baryon density nB(t ) is
also given by a piecewise solution, as shown in Table I.

Since the net electric charge is carried by the incoming
protons while the net-baryon number is carried by the
incoming nucleons in the nuclei, we assume that the initial
production from the primary NN collisions is independent
of whether N is a proton or a neutron. Our semianalytical
method then leads to

nQ(t ) = nB(t )
Z

A
, (13)

where Z and A represent the atomic number and mass number
of the nucleus, respectively, in the symmetric A + A system.
Note that the relationship nQ/nB = Z/A has also been used
in other studies [31]. Furthermore, since the incoming nuclei
do not carry net strangeness, we assume that the initial
production is symmetric for s and s̄. For the net-strangeness
density, our semianalytical method then simply gives

nS(t ) = 0, (14)

i.e., strangeness neutrality.

B. Thermodynamics of a massless QGP with the quantum EoS

According to Eq. (A8) or Eq. (A12), the result nS = 0 from
our semianalytical model gives the relation

μB − μQ − 3μS = 0 (15)
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for the ideal gas equation of state with either quantum or
Boltzmann statistics, which corresponds to μs = 0 for the
strange quark chemical potential. Using this relation, the gen-
eral results in Eqs. (A5)–(A7) for quantum statistics simplify
to the following set of equations:

ε = 19π2

12
T 4 + 3

(μB − 2μS)2 + μ2
S

2
T 2

+ 3
(μB − 2μS)4 + μ4

S

4π2
, (16)

nB = μB − μS

3
T 2 + (μB − 2μS)3 + μ3

S

3π2
, (17)

nQ = 2μB − 5μS

3
T 2 + 2(μB − 2μS)3 − μ3

S

3π2
. (18)

We refer to the T , μB, μQ, and μS values extracted from the ε,
nB, and nQ values using Eqs. (15)–(18) as the “full solution”
for the quantum ideal gas EoS.

On the other hand, if one ignores the electric charge by
setting μQ = 0, Eq. (15) gives μS = μB/3, which leads to the
following simplified equations:

ε1 = 19π2

12
T 4 + μ2

B

3
T 2 + μ4

B

54π2
, (19)

nB,1 = 2μB

9
T 2 + 2μ3

B

81π2
. (20)

We refer to the T and μ values extracted from the ε and
nB values using Eqs. (19) and (20) as the “partial-1 solu-
tion” for the quantum EoS. However, note that in this case
Eq. (18) would give nQ = nB/2, which is inconsistent with
the result nQ = nBZ/A from our semianalytical model. This
discrepancy, which also exists for the Boltzmann statistics, is
a consequence of the choice for μQ. On the other hand, for the
Au + Au collisions that we consider in this study, Z/A ≈ 0.4
is not far from 1/2.

Additionally, if one ignores both the electric charge and
strangeness by setting μQ = μS = 0, Eqs. (A5) and (A6) lead
to the following different set of simplified equations:

ε2 = 19π2

12
T 4 + μ2

B

2
T 2 + μ4

B

36π2
, (21)

nB,2 = μB

3
T 2 + μ3

B

27π2
. (22)

We refer to the T and μ values extracted from the ε and
nB values using Eqs. (21) and (22) as the “partial-2 solu-
tion” for the quantum EoS. Note that this approximation is
inconsistent with Eq. (15) from our semianalytical model. In
addition, in this case Eqs. (A7) and (A8) would give nQ = 0
and nS = −nB (same for the Boltzmann statistics), which are
more inconsistent with the results from our semianalytical
model [20] and the numerical results from the AMPT model
study [17].

C. Thermodynamics of a massless QGP with the Boltzmann EoS

Using Eq. (15) that is also valid for Boltzmann statis-
tics, the general results in Eqs. (A9)–(A12) simplify to the

following set of equations:

ε = 12

π2
T 4

[
7 + 3 cosh

(
μB − 2μS

T

)
+ 3 cosh

(μS

T

)]
,

(23)

nB = 4

π2
T 3

[
sinh

(
μB − 2μS

T

)
+ sinh

(μS

T

)]
, (24)

nQ = 4

π2
T 3

[
2 sinh

(
μB − 2μS

T

)
− sinh

(μS

T

)]
. (25)

They provide the full solution of T and μ for the Boltzmann
ideal gas EoS.

Again, if we ignore electric charge by setting μQ = 0, we
then have the following that defines the partial-1 solution for
the Boltzmann EoS:

ε1 = 12

π2
T 4

[
7 + 6 cosh

(μB

3T

)]
, (26)

nB,1 = 8

π2
T 3 sinh

(μB

3T

)
. (27)

Alternatively, if one sets μQ = μS = 0, one would simplify
Eqs. (A9) and (A10) to the following equations that determine
the partial-2 solution for the Boltzmann EoS:

ε2 = 12

π2
T 4

[
4 + 9 cosh

(μB

3T

)]
, (28)

nB,2 = 12

π2
T 3 sinh

(μB

3T

)
. (29)

D. Thermodynamics of the lattice EoS

A lattice QCD-based EoS [32,33] provides another way to
relate the energy density and net conserved-charge densities
ε, n to the temperature and conserved-charge chemical poten-
tials T, μ. First, the pressure is written as a Taylor series in all
three μ/T up to a total power i + j + k � 4 [33]:

p

T 4
=

∑
i, j, k

1

i! j! k!
χ

BQS
i jk

(μB

T

)i(μQ

T

) j(μS

T

)k
. (30)

The coefficients χ
BQS
i jk have been calculated on a 483 × 12

lattice in the temperature range T ∈ [135, 220] MeV [32].
However, this temperature range is not enough to cover the
full hydrodynamical evolution of the matter produced in
heavy-ion collisions, so a more complete EoS is constructed
[33]. The coefficients are smoothly merged with the results
from the hadron resonance gas model [34] to constrain the low
temperature behavior of the EoS, while in the high tempera-
ture regime each coefficient is imposed to smoothly approach
its Boltzmann limit [33]. Except for χ

BQS
200 , each coefficient has

been written as a ratio of ninth-degree polynomials in inverse
powers of a scaled temperature T1 ≡ T/(154 MeV):

χ
BQS
i jk =

∑
n ai jk

n /T n
1∑

n bi jk
n /T n

1

+ ci jk
0 . (31)

The susceptibility χ
BQS
200 has a different form:

χ
BQS
200 = e−h1/T2−h2/T 2

2 f3[1 + tanh ( f4T2 + f5)], (32)
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FIG. 1. (a)–(c) Energy density ε(t ) and (d)–(f) net-baryon density nB(t ) at mid-spacetime-rapidity averaged over the full transverse area
for central Au + Au collisions at

√
sNN = 5.0, 27, and 200 GeV from our model with τF = 0.1 (solid) and 0.9 (dashed) fm/c in comparison

with results from the Bjorken formula with τF = 0.1 fm/c (dot-dashed).

where T2 ≡ T/(200 MeV) [33] is a different scaled tempera-
ture. In Eqs. (31) and (32), an, bn, c0, h1, h2, f3, f4, and f5 are
constant coefficients whose values are published [33].

With these parametrizations of χ
BQS
i jk , the pressure is fully

defined, and one can use the standard thermodynamic rela-
tions to find ε, nB, nQ, and nS, and the entropy density s in
terms of T and μ:

ε

T 4
= s

T 3
− p

T 4
+ μB

T

nB

T 3
+ μQ

T

nQ

T 3
+ μS

T

nS

T 3
,

nB

T 3
= 1

T 3

∂ p

∂μB

∣∣∣∣∣
T,μQ,μS

,
nQ

T 3
= 1

T 3

∂ p

∂μQ

∣∣∣∣∣
T,μB,μS

,

nS

T 3
= 1

T 3

∂ p

∂μS

∣∣∣∣∣
T,μB,μQ

,
s

T 3
= 1

T 3

∂ p

∂T

∣∣∣∣∣
μB,μQ,μS

.

(33)

When using this lattice EoS, we impose the conditions rel-
evant to heavy-ion collisions, which are already implemented
in our semianalytical model [19,20]:

nQ = nBZ/A, nS = 0. (34)

We can then use our ε(t ) and n(t ) values as inputs to the lattice
EoS to extract the corresponding T and μ values, which we
refer to as the full solution with the lattice EoS.

Our method of extracting the T and μ values for given
ε and n values involves calculating the intersection of the
corresponding constant ε and nB contours in the T -μB plane.

First we reject any solution that has T < 70 MeV because
in this region we find that the energy density reconstructed
with Eq. (33) can be negative, which is unphysical. Another
complication is that there are often multiple solutions for the
T and μ values (for a given set of ε and n values). There
is often a branch of solutions at μB � 2 GeV and T � 500
MeV; we reject these solutions since they occur well beyond
the expected region of validity of the lattice QCD calculations
(μB/T � 2.5) [33]. At lower collision energies, the numeri-
cal solutions of the trajectory often form two branches: the
first behaving as expected, while the second lies at lower T
and higher μB. We reject the second branch because it has
larger μB/T values; in addition, that branch occurs near or
below T ≈ 135 MeV where the lattice QCD calculations stop
[32]. As a result, at

√
sNN = 2.0 GeV we find no T and μ

solutions for the densities at any time during the evolution.
For

√
sNN � 4.0 GeV, the trajectory can be extracted with the

lattice EoS, although at low energies (i.e., energies not much
higher than 4 GeV) only a portion of the trajectory around the
time of εmax can be extracted.

III. RESULTS

A. Energy and net-baryon density

Figure 1 shows the results of ε(t ) and nB(t ) at mid-
spacetime-rapidity averaged over the full transverse overlap
area for central Au + Au collisions at three different energies.
The results from our semianalytical model at τF = 0.1 and
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0.9 fm/c are shown together with the results from the Bjorken
energy density formula at τF = 0.1 fm/c. We observe that the
peak energy density εmax from our model increases as

√
sNN

increases, while the peak net-baryon density nmax
B mostly de-

creases with
√

sNN (except for an increase at low to moderate√
sNN and small τF).
We also see the large effect that the finite nuclear thick-

ness has on the predicted densities at low collision energies
[19,20]. Compared to the results from the Bjorken formula
[18], our results from Eqs. (2) and (12) have significantly
smaller εmax and nmax

B at low collision energies, while the
difference from the Bjorken results decreases and eventually
vanishes at high collision energies as expected. Note that we
use dmT/dy of Eq. (4) for the dET/dy term in Eq. (1) to calcu-
late the Bjorken energy density as εB j (t ) = 1/(ATt ) dmT/dy,
and the net-baryon density in the Bjorken formula is
given by

nB j

B (t ) = 1

AT t

dNnetB

dy
. (35)

Figure 1 also shows the τF dependence of the densities, where
εmax and nmax

B are lower and occur later in time at a larger
τF. In addition, the late time evolution of the densities ap-
proaches the Bjorken results for all τF and does so earlier
in time for higher collision energies. Therefore, we expect
significant differences in the T -μB trajectories at low energies
between our results and the results from the Bjorken formula.
Note that at late times (t � t2 + τF) our energy density and
net-baryon densities do not depend on the formation time,
because the integration limits of x and z0 at late times are
independent of τF as shown in piece III of Table I. Also,
due to vz = (z − z0)/(t − x), at late times only partons with
y ≈ 0 will contribute to the densities at z = 0 (regardless of
their production point), which is the same as for the Bjorken
densities. Therefore, at late times our densities approach the
results from the Bjorken density formulas.

We also note that the densities of our semianalytical model
can decrease at a faster rate just after the time of maximum
density than the densities from the Bjorken formulas; this
is more noticeable at lower collision energies. The decrease
of our energy and net-baryon densities with time can be un-
derstood analytically because they are similar to the results
calculated using a uniform time profile [19]. There, the densi-
ties decrease with time as ln[(t − t1)/(t − t2)] for t � t2 + τF

after the maximum density is reached. Therefore, at the be-
ginning of the decreasing part of the curve (i.e., at t just
after t2 + τF), our densities decrease as ln[1/(t − t2)], which
is faster than the 1/t behavior of the Bjorken densities at the
same t . On the other hand, this can also be seen as a simple
shift of time (i.e., from t to t − t2) due to the finite nuclear
thickness.

In addition, we notice that the maximum density at a given
collision energy for a larger τF is almost on the tail part of
the density curve for a smaller τF. Again, we can understand
this merging of the late time evolutions of the energy and
net-baryon densities by considering the case of the densities
calculated using a uniform time profile [19]. At late times
after the time of maximum density, the uniform time profile
gives densities which are proportional to ln[(t − t1)/(t − t2)],

which does not involve τF. Therefore, the late time evolutions
from our model are independent of τF.

B. Trajectory of a massless QGP with the quantum EoS

In Fig. 2, we show the T and μ results extracted using the
full solution, the partial-1 solution, and the partial-2 solution
of the quantum EoS, in comparison with the results extracted
using the lattice EoS. We see that T max increases with

√
sNN ,

while μmax
B decreases with

√
sNN (from 5 GeV) for all four

equations of state. It is obvious that both T and μB reach the
peak value earlier in time at higher energies due to the shorter
duration time dt . Figure 2 also shows that the partial-1 solution
reproduces the T (t ) and μB(t ) results from the full solution
almost exactly over the entire time evolution. On the other
hand, the partial-2 solution gives a much smaller μB than the
full solution. In addition, we see that the magnitude of μQ in
the full solution is very small (�30 MeV), so the assumption
μQ = 0 in both the partial-1 and partial-2 solutions is reason-
able for the ideal gas EoS. Furthermore, μS 	 μB/3 in the
full solution results explains why the partial-1 solution that
assumes μS = μB/3 is much better than the partial-2 solution
that assumes μS = 0. We note that the recent numerical results
from the AMPT model for the ideal gas EoS [17] also show
μQ ≈ 0 and μS ≈ μB/3.

Figure 3 shows the T -μB trajectories in the QCD phase di-
agram for the quantum EoS with τF = 0.3 fm/c. At very early
times t ∈ [0, t1 + τF), the system is at (ε, nB) = (0, 0), which
corresponds to (μB, T ) = (0, 0) for the ideal gas EoS. For√

sNN � 4 GeV, the trajectories pass through the crossover
curve, which comes from calculations using the functional
renormalization group (FRG) with NF = 2 + 1 [35]. When a
given trajectory reaches its endpoint, which corresponds to the
time when both εmax and nmax

B are reached, it turns clockwise
and returns toward the origin. At high collision energies, the
returning part of the trajectory is so close to the outgoing
part that the two appear to overlap. At low energies such as√

sNN = 5.0 GeV, however, the two parts are distinguishable.
This behavior can be understood with the uniform time profile
for the density production [19]. In this case, both densities
have the same time evolution and differ only in their con-
stants of proportionality. Therefore, the time evolution of the
energy and net-baryon densities in our model are expected
to be quite similar at all times. Hence, the returning part
of a trajectory should thus overlap with the outgoing part
because, for two points (one on the increasing part and the
other on the decreasing part) in a trajectory with the same
energy density, the net-baryon densities will also be very
similar.

Notably, at
√

sNN � 4.4 GeV both the outgoing and re-
turning parts of the trajectory intersect the FRG crossover
curve, while at

√
sNN � 3.6 GeV neither part of the trajectory

intersects the FRG crossover curve. In Fig. 3, we also see that
the trajectories from the partial-1 solution match quite closely
those from the full solution. We have also used Eq. (19) from
the partial-1 solution for the quantum EoS to calculate the
lines of constant ε that go through the two endpoints of the
FRG crossover curve. They correspond to ε = 0.51 and 1.23
GeV/fm3, as shown in Fig. 3.
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FIG. 2. (a) T (t ), (b) μB(t ), (c) μS(t ), and (d) −μQ(t ) for a massless QGP with the quantum EoS using the full (solid), partial-1 (dashed),
and partial-2 (dotted) solutions in comparison with results using the lattice EoS (dot-dashed). Open circles on the lattice curves represent
times for which the corresponding trajectory has μB/T > 2.5 and thus may be unreliable. All results are for central Au + Au collisions at√

sNN = 5.0, 27, and 200 GeV with τF = 0.3 fm/c.

The results from our semianalytical model [20] depend on
the value of τF, and Fig. 4 shows how the T -μB trajectories
from the quantum EoS full solution depend on τF. As τF

decreases, the trajectory becomes longer with the endpoint
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FIG. 3. Trajectories for a massless QGP with the quantum EoS
for the full (solid) and partial-1 (dotted) solutions with τF = 0.3 fm/c
for central Au + Au collisions at

√
sNN = 2.0, 5.0, 11.5, 27.0, 62.4,

and 200 GeV. Two constant energy density lines from the partial-1
solution (dot-dashed) and the FRG crossover curve (dash-dot-dot)
with the CEP (filled circle) are also shown for reference.

moving further to higher μB (and also higher T except at very
low energies). Note that the trajectory endpoint corresponds to
both εmax and nmax

B , but at low energies it does not necessarily
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FIG. 4. Trajectories for the quantum EoS with τF = 0.1 (thin
dotted), 0.3 (thick dotted), and 0.9 (solid) fm/c for central Au + Au
collisions at

√
sNN = 2.0, 5.0, 11.5, 27.0, 62.4, and 200 GeV, to-

gether with the trajectory endpoint curves (open circles) as functions
of

√
sNN . The FRG crossover curve (dash-dot-dot) with the CEP

(filled circle) and the endpoint at the threshold energy (star) are also
shown for reference.
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FIG. 5. Same as Fig. 2, but for the Boltzmann EoS and without the lattice EoS results.

correspond to both T max and μmax
B ; this can be seen from the

2 GeV curve in Fig. 4. We also see that the outgoing parts
of the trajectories at a given collision energy but different τF

sometimes do not overlap well, consistent with the significant
dependence of ε(t ) and nB(t ) on τF at early times as shown in
Fig. 1. On the other hand, the returning parts of the trajectories
overlap well, because ε(t ) and net conserved-charge densities
at late times are insensitive to τF.

We have also calculated how the endpoint of a trajectory
depends on the collision energy at given formation times in
Fig. 4. At high collision energies, we observe a clear sep-
aration of the endpoint curves for different τF values. At
very low collision energies, however, this separation decreases
[19,20]. The sensitivity of the trajectory endpoint to τF can be
understood in terms of the simpler uniform time profile [19],
which have maximum values proportional to ln (1 + t21/τF).
Note that the endpoint of a trajectory corresponds to the max-
imum values of the energy and net-baryon densities. At high
collision energies where t21/τF 
 1, the maximum densities
are inversely proportional to τF since ln(1 + t21/τF) ∼ t21/τF,
so they are very sensitive to the τF value. On the other hand,
at low collision energies where t21/τF � 1, the maximum
densities scale roughly as ln(t21/τF), so they are much less
sensitive to the value of τF. Therefore, the endpoint is more
sensitive to the value of the formation time at high collision
energies than at low collision energies.

At the threshold energy E0, the endpoint curves at
different τF converge to the same endpoint, which is lo-
cated at (μB, T ) ≈ (900 MeV, 60 MeV). We also see that
the CEP from the FRG calculation [35] at (μB, T ) =
(635 MeV, 107 MeV) is well within the endpoint curves
(even for τF = 0.9 fm/c), which means that this CEP location
should be accessible with central Au + Au collisions. On the

other hand, the T -μB region below the
√

sNN = 2 GeV trajec-
tory in the QCD phase diagram is essentially inaccessible to
central Au + Au collisions according to our model.

Note that our semianalytical model should break down at
very low energies because the initial matter after the primary
collisions would not be in parton degrees of freedom. In fact,
our semianalytical model predicts that the trajectories for ideal
gas equations of state start at the origin of the QCD phase
diagram and return toward it precisely because we assume
the system is always in the parton phase. It would be nice
to further improve our model to incorporate the energy loss of
the participant nucleons or the interaction among secondary
particles, which are beyond the scope of this study. We have
neglected secondary particles and their interactions in order to
analytically solve the resulting equations and get a reasonable
analytical solution of the trajectory. On the other hand, these
effects have been included in the AMPT model calculations of
the collision trajectories [17]. Those AMPT model results and
our semianalytical results share many of the same qualitative
features of the trajectories for the ideal gas EoS.

Since our model gives εmax = 2ρ0mN and nmax
B = 2ρ0 at

the threshold energy as one naively expects, the ε and nB

values at very low energies from our model should not be
far off. However, below the crossover curve, one expects the
system to freeze out and behave like a hadron resonance gas.
Therefore, the trajectories from the EoS of an ideal gas of
massless partons well below the crossover curve (or the first-
order phase transition line beyond the CEP) are not reliable.

C. Trajectory of a massless QGP with the Boltzmann EoS

We show in Fig. 5 the time evolutions of T and μ extracted
using the full solution, the partial-1 solution, and the partial-2
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FIG. 6. Same as Fig. 4, but for the Boltzmann EoS.

solution of the Boltzmann ideal gas EoS for a massless QGP.
Similar to the results for the quantum EoS shown in Fig. 2,
the full and partial-1 solutions give essentially the same re-
sults, while the partial-2 solution gives significantly smaller
μB values. In addition, the magnitudes of μQ from the full
solution of the Boltzmann EoS are even smaller than those for
the quantum EoS. As a result, μS 	 μB/3 also holds for the
full solution here.

Figure 6 shows how the T -μB trajectories using the full
solution of the Boltzmann EoS depend on τF. We observe
the same behavior as for the quantum EoS. The trajectory
endpoint at the threshold energy is obtained by using the
partial-1 solution for the Boltzmann EoS with εmax = 2ρ0mN

and nmax
B = 2ρ0, and it now lies to the left of the CEP. We

also show the two lines of constant ε as calculated from
the partial-1 solution of Eq. (26) for the Boltzmann EoS,
which go through the endpoints of the FRG crossover curve.
Interestingly, they both show a half-loop structure, which is
totally different from the shape of constant-ε lines for the
quantum EoS. We can understand this by considering the
total differential for Eq. (26): dε1 = ∂T ε1dT + ∂μBε1dμB. At
constant energy density where dε1 = 0, we find

dμB

dT
= − ∂T ε1

∂μBε1
. (36)

The numerator in the above equation is zero when μB/(3T ) ≈
4.15, which corresponds to the turning point in the line of con-
stant energy density for the Boltzmann EoS. If one follows a
line of constant ε starting from the higher-temperature side at
μB = 0 (where ε � nBmN), one will arrive at a point (near the
turning point) beyond which ε < nBmN. Since it is unnatural
for a nuclear matter including the QGP to have ε < nBmN if
baryon number is effectively related to the baryon mass, the
T -μB points on the lower part (roughly the lower half) of each
constant-ε curve in Fig. 6 do not represent a physical QGP
system with the Boltzmann EoS.
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FIG. 7. Trajectories for a massless QGP from the quantum EoS
(solid) and the Boltzmann EoS (dotted) using our ε(t ) and nB(t ) in
comparison with those from the quantum EoS using εB j (t ) and nB j

B (t )
(dashed) at τF = 0.3 fm/c for central Au + Au collisions at various
energies. The FRG crossover curve (dash-dot-dot) with the CEP is
also shown for reference.

Figure 6 also shows how the endpoint of a trajectory de-
pends on the collision energy at a given formation time. As
in Fig. 4, at high collision energies we see a clear separation
of the endpoint curves for different formation times. Notably,
the CEP from the FRG calculation is now much closer to the
τF = 0.9 fm/c endpoint curve than the quantum EoS case.
Another key difference between Figs. 6 and 4 is the location
of the CEP with respect to individual trajectories. For the
Boltzmann EoS shown in Fig. 6, the CEP lies close to the
returning part of the 3.2 GeV trajectory or the outgoing part of
the 2.8 GeV trajectory. For the quantum EoS shown in Fig. 4,
the CEP is close to the returning part of the 4.4 GeV trajectory
or the outgoing part of the 3.6 GeV trajectory.

In Fig. 7, we compare our results with the T -μB trajectories
that are extracted from the ε(t ) and nB(t ) values calculated
with the Bjorken formula [18]. At high collision energies,
the trajectories from the Bjorken formula are rather close to
our results that include the finite nuclear thickness for the
same (quantum) EoS, as expected. At lower collision energies,
however, μmax

B from the Bjorken formula is much larger, and
there is no outgoing part of the trajectory since εmax and nmax

B
in the Bjorken formula occur at the earliest time (t = τF).
In contrast, in our semianalytical model the time of maxi-
mum density occurs much later, sometime within the range
[ta, t2 + τF) [20]. We also observe in Fig. 7 that the late-time
part of a trajectory from the Bjorken formula overlaps with the
returning part of our trajectory. This is because the Bjorken
formula and our semianalytical model predict the same densi-
ties at late times [19,20], which can be seen in Fig. 1.

At low collision energies we observe a problem in extract-
ing the trajectory when using the Bjorken densities and the
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quantum EoS, in that sometimes no solution for the T -μB

trajectory exists at early times. For example, at
√

sNN = 2
GeV and τF = 0.3 fm/c, no solution is found before t ≈ 8
fm/c, at which time μmax

B ≈ 1300 MeV and T ≈ 0 MeV;
afterwards the Bjorken trajectory rises in T and decreases
in μB approaching the returning part of the trajectory that is
extracted using the densities from our semianalytical model.
This problem occurs more often at low energies and small
formation times, while it does not occur for collision energies
higher than ≈5 GeV at τF = 0.3 fm/c. Note that this problem
also does not occur for the Boltzmann EoS [36]. To under-
stand this problem, we can use the partial-1 solution of the
quantum EoS in Eqs. (19) and (20), which give ε1/4/n1/3

B �
(2187π2/128)1/12 	 1.533, where the equal sign corresponds
to the solution at T = 0. On the other hand, since the peak
Bjorken energy and net-baryon densities both change as 1/τF,
ε1/4/n1/3

B ∝ τ
1/12
F will decrease to the above value of 1.533 at a

certain finite τF value. When we decrease τF further, there will
be no (T � 0, μB) solution anymore. Note that these scaling
relations of the Bjorken density formulas are not all the same
as the those in the Bjorken hydrodynamics picture that has
n ∝ 1/τF but ε ∝ 1/τ

4/3
F .

We also see in Fig. 7 that the magnitude of the net-baryon
chemical potential can be large, even higher than 2 GeV. Using
the Bjorken densities and the partial-1 solution of the quantum
EoS in Eqs. (19) and (20), one can show analytically that the
baryon chemical potential has no upper limit in the parton
phase. As an example, let us consider the peak Bjorken densi-
ties at τF = 0.3 fm/c at 27 GeV, which essentially corresponds
to the endpoint of the dashed magenta trajectory in Fig. 7. If
we decrease τF, it is straightforward to show with Eqs. (19)
and (20) that the trajectory endpoint will move to the right
to reach a higher μB while the T/μB ratio will decrease.
Therefore, the maximum baryon chemical potential μmax

B for
a Bjorken trajectory at a given energy (for all τF values) is
reached at T = 0, where the partial-1 solution of the quantum
EoS in Eqs. (19) and (20) gives

ε

nB
= 3

4
μmax

B . (37)

In our model, the Bjorken energy and net-baryon densities
satisfy the following inequality because of Eq. (4):

ε

nB
= mN + dET/dy

dNnetB/dy
� mN.

The above two relations then give

μmax
B � 4mN/3 	 1.25 GeV.

Indeed, we can see from Fig. 7 that the 2 GeV Bjorken tra-
jectory reaches the T = 0 axis at a μmax

B value close to 1.25
GeV. At higher energies, the μmax

B value (at T = 0) will be
even higher.

Comparing our results for the two ideal gas equations of
state in Fig. 7, we see that, while the T max values are often
similar at the same collision energy (except at very low en-
ergies), the μmax

B value is significantly larger in the quantum
EoS than in the Boltzmann EoS. This feature is also seen
in numerical results from the AMPT model [17] and can be
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FIG. 8. Trajectories from the quantum EoS (dotted) and the lat-
tice EoS (solid) at τF = 0.3 fm/c for central Au + Au collisions
at various energies. The FRG crossover curve (dash-dot-dot) with
the CEP (circle) and the μB/T = 2.5 line are shown for reference,
and the error-bar markers represent the RHIC chemical freeze-out
data. The inset shows the trajectories using the previous dNnetB/dy
parametrization [20].

understood in terms of the Pauli exclusion principle in quan-
tum statistics. In terms of the thermodynamics relations,
this can be understood by examining the first two terms in
the Taylor expansion of Eq. (27): nB,1 	 8μBT 2/(3π2) +
4μ3

B/(81π2). The coefficient of each term in the above equa-
tion is larger than the corresponding coefficient in Eq. (20) for
the quantum EoS. As a result, when the same nB is used and
the T values are similar for the two equations of state, μB for
the quantum EoS will be larger.

D. Trajectories of the lattice-QCD EoS

In Fig. 2, we see that the lattice EoS results have a larger
T than the results from the ideal gas EoS, which will lead to
significantly longer QGP lifetimes as we shall show in Fig. 10.
At low collision energies, no T -μ solution for the lattice EoS
can be found that corresponds to the ε and nB values at certain
times. This can be clearly seen in the 5 GeV results, which do
not have solutions at early times or late times. Moreover, the 5
GeV solutions that are found have a μB/T > 2.5 (as indicated
by circles on the curve), where we expect the lattice EoS to be
unreliable [33]. Note that μB can first decrease at very early
times because the lattice EoS trajectories typically start at a
finite (μB, T ) instead of the origin. We also see in Fig. 2 that,
while the μS value extracted with the lattice EoS is reasonably
close to the full solution of the quantum EoS, the value of μQ

from the lattice EoS is significantly larger.
We compare in Fig. 8 the trajectories extracted using the

full solutions of the quantum EoS and the lattice QCD-based
EoS for τF = 0.3 fm/c for central Au + Au collisions. Com-
pared to the quantum EoS, we see that T max from the lattice
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EoS is larger for all collision energies, while μmax
B is slightly

smaller at high collision energies but significantly larger at
low collision energies. In addition, the point at which the
T − μB trajectory intersects the FRG crossover curve shifts to
smaller μB, where the shift at high energies is less noticeable
than that at lower energies. Furthermore, the trajectory from
the lattice EoS bends below the crossover curve because of the
smooth transition of the lattice EoS to the hadron resonance
gas model at low temperatures.

Figure 8 also shows the chemical freeze-out data [37] ex-
tracted from grand canonical fits to the particle yields, and
we see that they are rather close to the intersection points
of our lattice EoS trajectories with the FRG crossover curve.
We note that the trajectories and intersection points depend
on the parametrization of dNnetB/dy. In the inset of Fig. 8,
we show the trajectories that used the previous dNnetB/dy
parametrization in Ref. [20], which appear to be closer to
the RHIC chemical freeze-out data. In the region of small
μB/T , which corresponds to moderate to high energies, the
lattice EoS trajectories should be more realistic than trajec-
tories from the quantum or Boltzmann ideal gas EoS. In the
region of large μB/T , however, the lattice EoS is expected to
be unreliable; for example, we see in Fig. 8 that the trajectory
from the lattice EoS at

√
sNN = 5.0 GeV has no part below

the FRG crossover curve. In such cases, which correspond to
low energies, the ideal gas EoS can still be used to calculate
T -μB trajectories.

E. Transverse expansion

To investigate the effect of transverse expansion, we first
assume that the radius of the transverse area RT in central A +
A collisions increases with time as

RT(t ) = RA + βT(t )(t − t1 − τF), (38)

where the transverse flow velocity is modeled as

βT(t ) =
{

0 for t < t1 + τF,

[1 − e−(t−t1−τF )/tT ]βT,f for t � t1 + τF.
(39)

We parametrize the final value of the transverse flow velocity
βT,f as

βT,f =
[

ln(
√

sNN/E0)

64.7 + ln(
√

sNN/E0)

]0.202

. (40)

The above parametrization uses the kinetic freeze-out param-
eters obtained by fitting the transverse momentum spectral
shapes in central Au + Au collisions from 7.7 to 200 GeV
and Pb + Pb collisions at 2.76 TeV to a blast-wave model
[37–39]. For the low energy behavior, we assume βT,f →
0 as

√
sNN → E0 and use the kinetic freeze-out param-

eters reported in Ref. [37], which contains various data
[23,24,40–49].

Next, we parametrize tT, the timescale for the development
of transverse flow, by assuming tT ∝ 1/nmax, with nmax being
the parton number density at εmax, since the mean free path of
a parton is inversely proportional to the parton number den-
sity. For simplicity, we calculate nmax with the Boltzmann EoS
relation, n = 4

√
52ε3/27/π2, and adopt the following εmax that
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)

√
sNN (GeV)

5
7.7
11.5

27
62.4
200

Lattice EoS (τF = 0.3 fm/c)

No transverse expansion
Transverse expansion: tnorm

T
= 1 or 6 fm/c

μB/T = 2.5

FRG with CEP

FIG. 9. Trajectories from the lattice EoS without (dashed) or
with transverse expansion (solid) at τF = 0.3 fm/c for Au + Au col-
lisions at various energies. The FRG crossover curve (dash-dot-dot)
with the CEP (circle) and the μB/T = 2.5 line are also shown for
reference.

assumes a uniform production profile in time [19]:

εmax
uni = 1

πR2
A(t2 − t1)

dmT

dy
(0) ln

(
1 + t2 − t1

τF

)
. (41)

Note that in the above equation we take t1 and t2 as 0.264dt

and 0.736dt , respectively, so that the uniform time profile
matches the mean and standard deviation of time as the uni-
form g(z0, x) and Eq. (8) used by our semianalytical model.
We then normalize tT to a given value tnorm

T at
√

sNN =
200 GeV and τF = 0.3 fm/c, and we shall vary tnorm

T from
1 to 6 fm/c.

Figure 9 shows the T -μB trajectories after including the
transverse expansion with tnorm

T of 1 or 6 fm/c (solid), where
the area between the two solid curves at each collision energy
is shaded to show the range of the effect of transverse expan-
sion. The trajectories without transverse expansion are also
shown (dashed), which corresponds to the case of transverse
expansion with tnorm

T → ∞. We see that the path of the trajec-
tory in the QCD phase diagram changes little when including
the effect of transverse expansion for all collision energies.
Instead, the endpoint of the trajectory shifts closer to the origin
(more noticeable at low energies), qualitatively similar to the
effect of a larger τF.

The small effect of transverse expansion on the trajectories
can be understood as follows. Our implementation of trans-
verse expansion is done via a time-dependent transverse area
AT(t ) that increases with a timescale tT. At early times (i.e.,
when t − t1 − τF < tT), the transverse flow has not developed
much, thus transverse expansion has little effect on the den-
sities and the trajectory (typically the outgoing part). At late
times (i.e., when t − t1 − τF > tT), transverse expansion de-
creases the energy density and net-baryon density by the same
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FIG. 10. The starting time (curves with triangles) and lifetime (curves without symbols) of the QGP phase in central Au + Au collisions
from (a) the quantum EoS, (b) the Boltzmann EoS, and (c) the lattice EoS. Results are for τF = 0.1 (blue) and 0.9 fm/c (orange) without
transverse expansion (dashed) and with transverse expansion at tnorm

T = 1 (solid) and 6 fm/c (dotted).

factor. When we neglect the transverse expansion, the late
time evolution of densities in our model approaches that from
the Bjorken formula and decrease as 1/t ; therefore they also
decrease with time at the same rate. This means that the late
time densities (and thus the trajectory point) with transverse
expansion at time t is the same as the trajectory without trans-
verse expansion at a later time t ′ (with t ′ > t). Therefore, the
returning part of a given trajectory with transverse expansion
overlaps with the trajectory without transverse expansion, and
the main effect of transverse expansion is on the turning point
of the trajectory.

F. QGP lifetime

We can calculate the time when the matter enters the parton
phase (tstart), the time when it exits the parton phase (tend), and
the QGP lifetime as tQGP = tend − tstart . Specifically, we calcu-
late the first and last times when a T -μB trajectory intersects
the FRG crossover curve [35]. For very low collision energies,
the trajectory does not intersect the FRG crossover curve, so
we calculate tstart and tend by finding when the trajectory inter-
sects the line of constant energy density ε = 0.51 GeV/fm3

shown in Fig. 3. From the results shown in Fig. 10, we see that
tstart at a given energy is larger for a larger τF as expected, and
tstart is significantly larger at lower energies mostly due to the
longer crossing time dt . From the results without transverse
expansion (dashed curves), we see that the QGP lifetime is
shorter for a larger τF, since tend (and the late-time trajectory)
is almost independent of τF without transverse expansion. In
addition, the QGP lifetimes from the lattice EoS are much

larger than those from the quantum or Boltzmann EoS, mainly
because the late-time temperatures from the lattice EoS are
significantly higher, as shown in Fig. 2.

When transverse expansion is considered, we see in Fig. 10
that the QGP lifetime becomes significantly shorter, especially
at high energies. Note that the area between the tnorm

T = 1 and
6 fm/c curves at each given τF is shaded to show the range of
transverse expansion effect, where a larger tnorm

T value makes
the transverse flow development slower and consequently
increases the QGP lifetime. The tstart values (curves with tri-
angles) are essentially unaffected by the transverse expansion,
because the transverse expansion takes some time to develop.
However, the transverse expansion leads to lower densities
at late times and thus decreases tend and the QGP lifetime.
For example, at

√
sNN = 200 GeV the QGP lifetime from the

lattice EoS is tQGP ≈ 7 fm/c with transverse expansion but
≈16 fm/c without. Therefore, the transverse expansion has
a large effect on the QGP lifetime at all energies, although
it has a little effect on the collision trajectory including its
distance to the CEP at energies above ≈7.7 GeV. We also see
that tQGP is not always larger for a smaller τF (more obvious
for the lattice EoS results), unlike the case without transverse
expansion. This behavior may seem counterintuitive at first,
but it occurs because a smaller τF leads to higher densities
and consequently a faster transverse expansion, which leads
to a smaller tend.

We see in Fig. 10 that the QGP lifetime does not in-
crease monotonically with the collision energy, as one naively
expects. Instead, tQGP may have a local maximum at low
collision energies, which is between 3 and 5 GeV from the
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FIG. 11. (a) Individual fit values of yB (triangles) and σ2 (squares) together with their previous parametrizations [20] (dashed) and new
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√
sNN = 2.65, 4.31, 17.3, 62.4, and 200 GeV using either the parametrizations from Ref. [20] (dashed) or

the new parametrizations from Eq. (7) (solid).

ideal gas EoS results shown in Figs. 10(a) and 10(b). Unfortu-
nately, the lattice EoS results cannot reach very low energies
due to the high μB/T value there, although they also hint
at an increase of tQGP as

√
sNN decreases below 11.5 GeV.

Note that a numerical study with the AMPT model [17] has
also observed the nonmonotonic dependence of tQGP on the
collision energy for the Boltzmann EoS. After reaching the
local maximum, the QGP lifetime decreases with the collision
energy before it increases again, where the increase at high
collision energies (after considering the transverse expansion)
is rather slow for the lattice EoS. We also note that the STAR
Collaboration recently showed that the matter produced in
Au + Au collisions at

√
sNN = 3 GeV is likely dominated by

baryonic interactions [50]. Our results in Figs. 10(a) and 10(b)
indicate that whether the QGP could be produced in such
collisions depends on the details such as the formation time,
the equation of state, and the rate of transverse expansion. At√

sNN = 4 GeV, on the other hand, the QGP will be formed
independently of these details according to our results.

IV. DISCUSSIONS

In this study we use new parametrizations for yB and
σ2 to describe dNnetB/dy. We have made this change for
two reasons. First, the previous parameterizations [20,36]
contain a positive power of

√
sNN , e.g., yB ∝ (

√
sNN −

E0)0.196 ln0.392 √
sNN . This functional form will break down

above a certain high energy because yB > yCM will eventually
cause the energy in the dNnetB/dy term of Eq. (4) to exceed

the total energy, which would be unphysical. We thus use the
new forms in Eq. (7) that do not contain positive powers of√

sNN . Second, we have corrected the collision energies for
the low energy proton dN/dy data [23], from

√
sNN = 2.4,

3.1, 3.6, and 4.1 GeV [20] to
√

sNN = 2.65, 3.31, 3.85, and
4.31 GeV, after using the actual beam kinetic energies after
correcting for the energy loss before reaching the target [23].
We also realized that the net-proton dN/dy data at

√
sNN 5

GeV contain data at
√

sNN = 4.70 [43], 4.86 [24], and 4.88
GeV [25]. Therefore, we now combine the data at 4.86 GeV
and 4.88 GeV into one data set at

√
sNN = 4.87 GeV. In

addition, we now include the net-proton data at
√

sNN = 8.77
[26] and 62.4 GeV [28].

In Fig. 11(a), we show the updated individual fit values
for yB and σ2 in comparison with the old [20] and new
parametrizations. At

√
sNN < 4 GeV, the new parametriza-

tions for yB and σ2 match the individual fit values quite well.
On the other hand, the individual fit values at

√
sNN > 4 GeV

for yB or σ2 are such that it seems impossible to fit them well
with a smooth function; Instead, our parametrization provides
a smooth fit that is overall relatively close to most individual
fit values. For example, the new parametrization overestimates
the individual yB values at

√
sNN = 8.8 and 17.3 GeV, which

leads to an underestimate of dNnetB/dy(0); this is the rea-
son why the trajectories around these energies intersect the
FRG crossover curve at lower μB than the RHIC chemical
freeze-out data, as shown in Fig. 8. In Fig. 11(b), we compare
the dNnetB/dy shape from both old and new parametrizations
with the net-proton data at several energies. We note that the
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dNnetB/dy shape is more sensitive to the yB parameter than σ2.
We see that both parametrizations fit well the shape of the data
at 2.65 and 4.31 GeV. At

√
sNN = 17.3 GeV, however, the new

parametrization peaks at a higher rapidity than the data, which
is consistent with its overestimate of the individual yB fit value
as shown in Fig. 11(a). At 62.4 GeV the new parameterization
has a relatively lower peak dN/dy value than the data, consis-
tent with its underestimate of the corresponding individual yB

fit value.
For the ideal gas equations of state, so far we have only

considered a QGP consisting of massless quarks and gluons.
A more realistic approach would be to consider a massive s-
quark, since ms = 95 MeV/c2 [51] is not negligible compared
to the system’s temperature scale. We have not found an an-
alytical solution for the total energy density of massive s and
s̄ with the quantum EoS; therefore, we create an interpolating
function of temperature:

εs + εs̄ = 6

π2

∫ ∞

0

p2
√

p2 + m2
s d p

e
√

p2+m2
s /T + 1

= εs+s̄(T ). (42)

Note that we have used the relation μs = 0, which results
from the strangeness neutrality in our semianalytical model.
Considering the finite s-quark mass, we obtain the following
energy density:

ε = 37π2

30
T 4 + 3

(μB − 2μS)2 + μ2
S

2
T 2

+ 3
(μB − 2μS)4 + μ4

S

4π2
+ εs+s̄(T ). (43)

The equations for nB and nQ are unchanged from Eqs. (17)
and (18), i.e., only the ε equation changes when considering
ms �= 0. We numerically solve these equations using enough
T sampling points for εs+s̄(T ) to ensure accuracy. We have
compared the resulting T -μB trajectories to those for ms = 0
MeV/c2 and have observed essentially no difference in the
T -μB results including the QGP lifetime when considering a
nonzero s-quark mass. Note that a similar lack of effect from
finite quark masses has also been seen in numerical studies
from the AMPT model [17].

We have observed μQ 	 0 in the full solutions for both
quantum and Boltzmann ideal gas equations of state, as shown
in Figs. 2 and 5. As a result, the partial-1 solution assumes
μQ = 0 and then gives almost the same T -μB trajectories as
the full solution. Therefore, a natural question is why μQ is
so small. To answer this question, we first observe that our
semianalytical model [20] gives nS(t ) = 0. In addition, our
model predicts nQ(t ) = nB(t )/2 if Z = A/2 for the colliding
nuclei. One can verify that nS = 0 and nQ = nB/2 lead to
μQ = 0 for both statistics in the ideal gas EoS. Therefore,
μQ 	 0 is a consequence of the fact that most nuclei have
Z ≈ A/2. Note that recent results from the AMPT model
[30] also show μQ ≈ 0 [17], although the AMPT model
does not assume the s-s̄ symmetry for the initial production
and thus does not give nS(t ) = 0 exactly. We also note that
the μQ values extracted with the lattice EoS are sometimes
significantly larger than those from the full solution of the
ideal gas EoS with either statistics.
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FIG. 12. Chemical potential (a) μS and (b) μQ versus μB at vari-
ous temperatures for the lattice EoS under the condition nQ = nBZ/A
(for Au) and nS = 0. The dashed line represents μS = μB/3.

We examine in Fig. 12 the strangeness neutrality in the
lattice EoS by plotting the μB dependence of μS and μQ

for various temperatures. Note that the lattice EoS results are
obtained under the condition of Eq. (34) using the Z and A
values for the gold nucleus. We see μS 	 μB/3 for tempera-
tures higher than T � 160 MeV. For lower T , however, this
approximation does not describe the lattice results, which are
expected to be trustworthy at least at low μB [33]. These
features are very similar to the FRG results [52]. The results
from the FRG method also show a strict ordering of μS (μB)
with T , where the μS result at higher T gets closer to the
μS = μB/3 line. The lattice EoS results in Fig. 12 show a
similar ordering of μS below T ≈ 180 MeV but no clear or-
dering at higher temperatures in either μS or μQ. In addition,
in the region μB/T < 2.5 we observe that μQ is small with
a magnitude not larger than ≈60 MeV. Overall, the partial-1
assumptions of μQ = 0 and μS = μB/3 work less well for the
lattice EoS than for the ideal gas EoS. We find that for the
lattice EoS the trajectories calculated with these assumptions
can have T and μB values different by up to ≈2% and ≈16%,
respectively; interestingly, the calculated QGP lifetime is not
much different.

Since our model is semianalytical, it is a convenient tool
for calculating the trajectories of nuclear collisions in the
QCD phase diagram, either in the conventional T -μB plane
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or the more general T -μB-μQ-μS four-dimensional space.
We have extended the web interface [53] that performs the
semianalytical calculation of ε(t ) for central A + A collisions
depending on the user input for the colliding system, energy,
and the proper formation time τF. It [53] now performs the
semi-analytical calculations of ε(t ), n(t ), T (t ), and μ(t ) for
either the quantum or Boltzmann ideal gas equations of state
and also plots the T -μB trajectory. We plan to further extend
the web interface to include the lattice EoS and transverse
expansion.

V. CONCLUSIONS

We have extended a semianalytical model, which considers
the finite nuclear thickness, to calculate the energy den-
sity ε(t ), net-baryon density nB(t ), net-charge density nQ(t ),
and net-strangeness density nS(t ) at mid-spacetime-rapidity
averaged over the full transverse area of central Au + Au col-
lisions. We then extract the temperature T (t ), baryon chemical
potential μB(t ), electric charge chemical potential μQ(t ), and
strangeness chemical potential μS(t ) of the parton system
assuming the formation of an equilibrated QGP. We use an
ideal gas equation of state of either quantum or Boltzmann
statistics or a lattice-QCD based equation of state. We find that
the trajectory in the T -μB plane significantly depends on the
EoS; for example, the critical endpoint from the FRG method
is located close to the

√
sNN ≈ 4 GeV trajectory when using

the quantum ideal gas EoS but close to the
√

sNN ≈ 3 GeV
trajectory when using the Boltzmann ideal gas EoS.

By calculating the trajectory endpoint as a function of
collision energy, we obtain the T -μB area that the mid-
pseudorapidity region of central Au + Au collisions can cover.
We find that the accessible area in the phase diagram depends
strongly on the parton formation time τF , once the collision
energy is higher than several GeV. On the other hand, the
critical endpoint from the FRG calculation is well within the
accessible area, even for a large formation time of τF = 0.9
fm/c. We also observe that the trajectory using the Bjorken
energy density method is significantly different at low colli-
sion energies, which further demonstrates the importance of
the finite nuclear thickness at low energies such as the BES
energies. In addition, we find that the transverse expansion has
a small effect on the collision trajectory but a large effect on
the QGP lifetime, while the QGP lifetime for the lattice EoS
is much larger than those for the ideal gas EoS. We further
observe an unexpected increase in the QGP lifetime as the col-
lision energy decreases below

√
sNN ≈ 11.5 GeV. Overall, our

semianalytical model provides a useful tool for exploring the
trajectories of nuclear collisions in the QCD phase diagram in
the T -μB plane or in the more general T -μB-μQ-μS space.
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APPENDIX: THERMODYNAMICS RELATIONS BETWEEN
ε, n AND T , μ FOR A QGP WITH IDEAL

GAS EQUATIONS OF STATE

We consider a quark-gluon plasma composed of gluons
g and three quark flavors, similar to a previous study [17].
The total energy, net-baryon, net-electric-charge, and net-
strangeness densities are then given by

ε = εg +
∑

q

(εq + εq̄), nB =
∑

q

Bq(nq − nq̄),

nQ =
∑

q

Qq(nq − nq̄), nS =
∑

q

Sq(nq − nq̄), (A1)

where Bq, Qq, and Sq are the quark baryon, electric charge, and
strangeness numbers, respectively, for quark flavor q with q =
u, d , or s. For parton flavor i, the energy and number densities
are given by

εi = 1

2π2

∫ ∞

0
d p p2

√
p2 + m2

i fi(p),

ni = 1

2π2

∫ ∞

0
d p p2 fi(p),

(A2)

respectively, where mi represents the parton mass, and fi(p) is
given by

fi(p) = di

[
exp

(√
p2 + m2

i − μi

T

)
+ K

]−1

. (A3)

In the above, the degeneracy factor di is 16 for gluons and 6 for
quarks, μi is the parton chemical potential, T is the temper-
ature, K = 1 for Fermi-Dirac statistics, −1 for Bose-Einstein
statistics, and 0 for Boltzmann statistics. The chemical poten-
tial of parton flavor i is μi = BiμB + QiμQ + SiμS, where μB,
μQ, and μS are the baryon, electric charge, and strangeness
chemical potentials, respectively.

1. Massless QGP with quantum statistics

For a massless quark-gluon plasma with quantum statistics,
we take μg = 0, μq + μq̄ = 0 and then obtain

εq + εq̄ = −18T 4

π2
[Li4(−e−μq/T ) + Li4(−eμq/T )]

= 7π2

20
T 4 + 3μ2

q

2
T 2 + 3μ4

q

4π2
,

nq − nq̄ = 6T 3

π2
[Li3(−e−μq/T ) − Li3(−eμq/T )]

= μqT 2 + μ3
q

π2
,

(A4)
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where Lin(z) is the polylogarithm function of order n. Therefore, we obtain the following:

ε = 19π2

12
T 4 + (μB + 2μQ)2 + (μB − μQ)2 + (μB − μQ − 3μS)2

6
T 2 + (μB + 2μQ)4 + (μB − μQ)4 + (μB − μQ − 3μS)4

108π2
,

(A5)

nB = μB − μS

3
T 2 + (μB + 2μQ)3 + (μB − μQ)3 + (μB − μQ − 3μS)3

81π2
, (A6)

nQ = 2μQ + μS

3
T 2 + 2(μB + 2μQ)3 − (μB − μQ)3 − (μB − μQ − 3μS)3

81π2
, (A7)

nS = −μB − μQ − 3μS

3
T 2 − (μB − μQ − 3μS)3

27π2
. (A8)

2. Massless QGP with Boltzmann statistics

Using the Maxwell-Boltzmann statistics to describe the thermodynamics of the quark-gluon plasma, for massless partons we
obtain the following equations that are simpler than those for finite quark masses [17]:

ε = 12

π2
T 4

[
4 + 3 cosh

(
μB + 2μQ

3T

)
+ 3 cosh

(
μB − μQ

3T

)
+ 3 cosh

(
μB − μQ − 3μS

3T

)]
, (A9)

nB = 4

π2
T 3

[
sinh

(
μB + 2μQ

3T

)
+ sinh

(
μB − μQ

3T

)
+ sinh

(
μB − μQ − 3μS

3T

)]
, (A10)

nQ = 4

π2
T 3

[
2 sinh

(
μB + 2μQ

3T

)
− sinh

(
μB − μQ

3T

)
− sinh

(
μB − μQ − 3μS

3T

)]
, (A11)

nS = − 12

π2
T 3 sinh

(
μB − μQ − 3μS

3T

)
. (A12)
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