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Comparing the MARTINI and CUJET models for jet quenching:
Medium modification of jets and jet substructure
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Jets produced by the initial hard scattering in heavy ion collision events lose energy due to interactions with
the color-deconfined medium formed around them: The quark-gluon plasma (QGP). Jet-medium interactions
constitute an important theoretical and experimental field for studies of QGP, and various models with different
assumptions have been proposed to describe them. A fair and direct comparison of these models requires that all
other aspects of the simulation be fixed, which is achieved in this work by relying on the JETSCAPE framework.
We employ JETSCAPE to directly and comprehensively compare two successful energy loss models: CUJET and
MARTINI. We compare the models with the results of measurements of jet spectra and substructure observables.
With the strong coupling tuned separately, we find that the two models broadly agree with each other in nuclear
modification factors for charged hadrons and jets with cone size R = 0.4. Systematic differences are reported in
fragmentation functions, jet shape, and cone-size dependent jet RAA.
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I. INTRODUCTION

Energetic partons moving through a strongly interacting
plasma can undergo scattering with elements in the medium
and lose energy. This phenomenon, known as “jet quench-
ing,” has been observed and measured at major experimental
facilities such as the BNL Relativistic Heavy Ion Collider
(RHIC) and the CERN Large Hadron Collider (LHC), and
is considered to be an important signal of the presence of
the quark-gluon plasma (QGP) in the aftermath of a heavy
ion collision. Beyond being a signal of the existence of the
medium, however, jets are also considered “hard probes” of
the QGP. This owes to the fact that jets are created at the
moment of initial hard scattering and the medium is formed
around them a short time (τ � 1 fm/c) later. Therefore jets
travel through the plasma as it evolves and are modified by it.
In other words, the QGP carries its own probes.

It is now accepted that gluon radiation resulting from jets
interacting with medium particles is the dominant mechanism
of jet energy loss. There has been an immense theoretical
effort in modeling radiative energy loss of jets in a QGP,
with different assumptions and approximations. For a recent
review see Ref. [1]. In this work we focus on such two models
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of energy loss for jets at low virtuality: MARTINI [2], which
implements the AMY-McGill [3,4] formalism and CUJET [5–8]
which employs the DGLV [9–11] radiative rates.

A previous comparison of various perturbative QCD
(pQCD) based radiative energy loss formalisms, including
AMY and DGLV, was performed in a static QGP “brick” [12].
The focus was placed on the radiative rates and their specific
assumptions both in the physics at the stage of derivation and
on the details of implementation. Later on, the JET Collabora-
tion [13] compiled the result of different models, and obtained
global-fitted value for the scaled jet transport parameter q̂/T 3.
Comparison of the energy loss models in realistic simulations,
however, provides its own challenges related to the different
modeling choices: the initial condition of the hydro evolution,
the temperature parametrization(s) of viscosities, the initial jet
distribution, and so on. Thus a careful comparison would need
to minimize, or at least control, the possible consequences of
these choices.

In this work, we use the JETSCAPE framework [14], devel-
oped specifically to address these difficulties. The modular
approach of JETSCAPE allows for fixing all aspects of the
simulation except for those of the specific model under study.
In this way, the energy loss formalisms of interest see the
same initial conditions, jet distribution, hydrodynamic his-
tory, and hadronization mechanisms. For jet energy loss and
analysis, JETSCAPE is shipped with MATTER [15,16] used for
vacuum and in-medium high virtuality final state showers,
and PYTHIA [17] for the hard scattering generation, initial
state shower, and final fragmentation to hadrons. The included
low virtuality energy loss modules are MARTINI, LBT [18,19],
and ADS-CFT [20]. The JETSCAPE Collaboration has previously
presented comparative studies of jet energy loss for those
models which serve to illustrate the flexibility and power of
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the framework [21–23]. For a full description of the default
packages and models implemented in JETSCAPE we refer the
interested reader to Ref. [14].

Importantly, CUJET is not a standard JETSCAPE package: in
this work we incorporated it into the JETSCAPE event flow as
an available low virtuality energy loss module. This required
recasting the deterministic, standalone implementation of CU-
JET into a Monte Carlo version. The incorporation of CUJET

into JETSCAPE then allows, for the first time, to have a direct
comparison of the CUJET and MARTINI energy loss formalisms
with great control over all other aspects of evolution.1

In this paper, part one of a two-paper series, we focus on
jet spectra and sub-structure in order to compare CUJET and
MARTINI. The study of electromagnetic probes (specifically
jet-medium photons) resulting from the two energy loss for-
malisms is left to the second installment of this work. The
outline of the paper is as follows: we discuss the physics of
energy loss in the respective implementation of CUJET and
MARTINI in Sec. II. Section III provides our comparisons of
the two modules in a static QGP brick while Sec. IV presents
the results of embedding the two models in a realistic viscous
hydrodynamic simulation. We present our conclusions as well
as an outlook of future work in Sec. V.

II. ENERGY LOSS

In this section, we describe details of two energy loss
models under study, focusing especially on the differences
and show results in a QGP brick of fixed temperature. We
then discuss, qualitatively, what difference in jet substructure
would be expected. The starting point is the collisional energy
loss channel, where the two models are the most similar. A
discussion on radiative energy loss then follows.

A. Collisional energy loss

In both the CUJET and MARTINI models, the elastic scat-
tering process is implemented as the leading order 2 → 2
scattering channels between gluons, quarks, and antiquarks.
Both models compute the elastic rates in the t-channel
dominance approximation where it is assumed that the
Mandelstam-t channel is the main contribution to the total
scattering cross section. CUJET then takes the differential cross
section to be

dσi, j

dt
= 2πα2

s(
t + m2

D

)
t
ci, j, (1)

where the color factors are ci, j = 4/9, 1, and 9/4 for {i, j} =
{q, q}, {q, g}, and {g, g} and similarly for antiquarks. Finally,
mD is the Debye screening mass given by

m2
D = g2

sT
2(2Nc + Nf )/6 (2)

with T being the local temperature and Nc and Nf denoting,
respectively, the numbers of colors (Nc=3) and flavors (Nf =3)
under study.

1From here on, “CUJET” will refer to the Monte Carlo imple-
mentation in JETSCAPE and “standalone CUJET” will refer to the
deterministic, standalone CUJET package.

In CUJET, the total rate of elastic scattering is given by

�CUJET
ela (p, T ) =

∑
j

d j

∫
d3k

(2π )3
f j (T, k)

∫
dt

dσi, j

dt
, (3)

with d j being the degeneracy and f j the distribution function
of particle j.

In MARTINI, the scattering rates take into account the
Pauli blocking and Bose stimulation effects for the recoil
parton [24,25],

d�MARTINI
ela

dω
(E , ω, T )

= dk

(2π )3

1

16E2

∫ p

0
dq

∫ ∞

q−ω

2

dk θ (q − |ω|)

×
∫ 2π

0

dφkq|pq

2π
|M|2 f (k, T )[1 ± f (k′, T )],

where dk is the degeneracy factor of the thermal parton, q
the exchanged momentum, p the momentum of the incom-
ing jet, and k the momentum of the medium particle. The
angle φkq|pq measures the angle between the k×q and p×q
planes [26] and M is the matrix element of the process, where
the hard-thermal-loop (HTL) gluon propagator is used to cure
the infrared divergences [2].

Other than the above, MARTINI also includes “conversion”
channels where, via soft fermion exchange, the incoming jet,
q (q̄) or g, is converted to a g or q (q̄) respectively. These
processes are also dominated by their respective Mandelstam-
t channel diagrams, and their rates are given by [2]

d�conv
q→g

d p
= CF

2πα2
s T 2

3p

(
1

2
ln

pT

m2
q

− 0.36149

)
,

d�conv
g→q

d p
= Nf

Nc

N2
c − 1

d�conv
q→g

d p
, (4)

where p is the momentum of the incoming jet. The momentum
of the outgoing parton is also p in a conversion process. In

addition, Nc = 3 is the number of colors, CF = N2
c −1
2Nc

= 4/3
the Casimir factor for quarks, and Nf = 3 is the number of
flavors. Finally, mq is the thermal mass of the quark and it is
given by

m2
q = g2

sT
2/6. (5)

In MARTINI the strong coupling of the conversion channels is
set equal to that of other elastic processes.

B. Radiative energy loss

Despite their similarity in treating collisional energy loss,
the MARTINI and CUJET models are fundamentally different
when describing inelastic collisions. MARTINI adopts the AMY

formalism which is evaluated to all orders of opacity and
assumes an infinite thermal medium, while CUJET computes
the rates up to first order in the opacity expansion in the DGLV

formalism but accounts for the finite medium size.
In this section, we will provide details for the implementa-

tion of radiative processes in both models and then compare
their properties.
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1. Parton splitting in AMY-MARTINI

The MARTINI simulation framework [2] takes the AMY

formalism [27–29], in which the inelastic splitting rates
d�i→ jk/dz are formulated as functions of incoming momen-
tum p and energy loss ratio z ≡ pout/p:

d�AMY
i→ jk

dz
(p, z) = αsPi→ jk (z)

[2p z(1−z)]2
f̄ j (z p) f̄k ((1 − z)p)

×
∫

d2h⊥
(2π )2

Re[2h⊥ · g(z,p)(h⊥)], (6)

where f̄ = 1 + f ( f̄ = 1 − f ), with f being the Bose-Einstein
(Fermi-Dirac) distribution for outgoing gluons (quarks),
which accounts for the Bose enhancement (Pauli blocking)
effect and reflect how AMY models the thermal medium:
as a weakly coupled collection of gluons and quarks. The
Pi→ jk (z) are the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi
(DGLAP) [30–33] splitting functions

Pg→gg(z) = 2CA
[1 − z(1−z)]2

z(1−z)
,

Pq→qg(z) = CF
1 + (1−z)2

z
,

Pg→qq̄(z) = 1

2
(z2 + (1−z)2), (7)

with the Casimir factor CA = Nc = 3.
The function g(z,p)(h⊥), which encodes the current-current

correlator, satisfies the following integral equation:

2h⊥ = iδE (z, p, h⊥)g(z,p)(h⊥) +
∫

d2q⊥
(2π )2

C̄(q⊥)

× {C1[g(z,p)(h⊥) − g(z,p)(h⊥ − q⊥)]

+ Cz[g(z,p)(h⊥) − g(z,p)(h⊥ − zq⊥)]

+ C1−z[g(z,p)(h⊥) − g(z,p)(h⊥ − (1−z)q⊥)]}, (8)

where h⊥ determines the of collinearity of the outgoing parti-
cles [h⊥ = (pout×p̂)×p̂‖] and the energy difference between
the initial and final states, δE (z, p, h⊥), is given by

δE (z, p, h⊥) = h2
⊥

2p z(1−z)
+ Meff (z, p), (9)

where Meff (z, p) is given in terms of the asymptotic
masses m2

∞,(1,z,1−z) of the particles with momentum fractions
1, z, 1 − z as

Meff (z, p) = m2
∞,(z)

2zp
+ m2

∞,(1−z)

2(1−z)p
− m2

∞,(1)

2p
. (10)

For the asymptotic masses we use the leading order results
given by

m2
∞,g = m2

D

2
= g2

sT
2

6

(
CA + Nf

2

)
,

m2
∞,q = 2m2

q = CF
g2

sT
2

4
, (11)

with the Debye screening mass and the thermal quark mass
given by Eqs. (2) and (5), respectively. The color factors are

given by

C1 = 1
2

(
CR

z + CR
1−z − CR

1

)
,

Cz = 1
2

(
CR

1−z + CR
1 − CR

z

)
,

C1−z = 1
2

(
CR

1 + CR
z − CR

1−z

)
, (12)

where CR
(1,z,1−z) denote the Casimir of the representation of the

particle carrying momentum fraction 1, z, 1 − z, i.e., CR = CF

for quarks and CR = CA for gluons. Since the color factors
have been factored out, the rate C̄(q) in Eq. (8) denotes the
elastic scattering rate stripped of its color factor.

Finally, MARTINI uses the leading order perturbative ex-
pression for the running of αs and takes the scale to be the
average momentum transfer squared 〈p2

⊥〉

αs = αs(〈p2
⊥〉) = 4π

9 ln
(〈p2

⊥〉/�2
QCD

) (13)

with �QCD set to 200 MeV. The strong couplings for the ra-
diative and elastic processes are allowed to run with different
scales, and here we take them to be proportional to the average
momentum transfer of the process:

〈p2
⊥〉 =

{
κ2

r

√
q̂ p radiative process,

κ2
e q̂ λmfp elastic process,

(14)

where κr and κe are the constants of proportionality to be
determined via fits to experimental data. For the radiative
energy loss channel, the scale is chosen to be the quartic root
of the product of the average momentum transfer per unit
length (q̂) and the incoming parton momentum p [34]. The
elastic energy loss channel’s renormalization scale is taken
to be proportional to the product of the mean free path of
the incoming parton (λmfp) and q̂ [35]. To use q̂ and λmfp we
compute them using the elastic scattering rate, which can be
derived analytically [13]:

q̂ =
∫ qmax

d2q⊥ q2
⊥

d�elas.

d2q⊥
,

λmfp = �−1
elas.,

�elas. =
∫ qmax

qmin

d2q⊥
d�elas.

d2q⊥
, (15)

where the elastic collision rate is given by

d�elas.

d2q⊥
= CR

(2π )2

g2m2
DT

q2
⊥
(
q2

⊥ + m2
D

) . (16)

Thus the final expressions for the mean free path and the
average momentum transfer per unit length are [35]

q̂ = CRαs,0m2
DT ln

(
1 + q2

max/m2
D

)
, (17)

λmfp =
(

CRαs,0T ln
1 + m2

D/q2
max

1 + m2
D/q2

min

)−1

. (18)

Here, q2
max = 2 p kth = 6 p T is the maximum momentum

transferred, where kth = 3T is the average momentum of
the in-medium soft particles. The infrared cutoff is set to
qmin = 0.05 T to be consistent with the minimum momentum
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transfer used for the calculations of the total elastic rates [26]
implemented in MARTINI. Furthermore, the maximum running
of αs for either radiative or elastic collisions in MARTINI has
an upper bound of 0.42 while the minimum allowed value for
elastic scattering is set to 0.15.

2. Parton splitting in DGLV-CUJET

The CUJET energy loss model [5–8,36,37] takes into
account the finite-size medium and employs the DGLV for-
malism [9–11] to compute the inelastic parton splitting. The
latter explicitly depends on not only the in-coming energy and
energy loss ratio, but also on the time since the last splitting
(τ ),

d�DGLV
i→gi

dz
(p, z, τ )

= 18CR
i

π2

4 + Nf

16 + 9Nf
ρ(T )

∫
d2k⊥

{
1

z+

∣∣∣∣dz+
dz

∣∣∣∣αs

(
k2

⊥
z+ − z2+

)

×
∫

d2q⊥
q2

⊥

[
α2

s (q2
⊥)

q2
⊥ + m2

D

−2

(k⊥ − q⊥)2 + χ2

×
(

k⊥ · (k⊥ − q⊥)

k2
⊥ + χ2

− (k⊥ − q⊥)2

(k⊥ − q⊥)2 + χ2

)

×
[

1 − cos

(
(k⊥ − q⊥)2 + χ2

2z+ p
τ

)]]}
, (19)

where i = q or g, the gluon plasmon mass mg(T ) =
mD(T )/

√
2, while χ2(T ) = M2z2

+ + m2
g(1 − z+) regulates the

soft collinear divergences in the color antennae and controls
the LPM phase. Note that M is the mass of the quark, which in
this work, given our focus on gluon and light quarks, is set to
zero. CUJET models the medium as a well-separated assembly
of Debye-screened scattering centers and estimates the soft
parton number density ρ(T ) from entropy density ρ = s/4,
where the relation between entropy density and temperature is
given by the s95p-PCE equation of state. The gluon fractional
energy z and fractional plus-momentum z+ are connected
by z+ = z[1 +

√
1 − (k⊥/zp)2]/2. The limit of integration

is |q⊥| � qmax = √
6 p T , |k⊥| � zp. μ is the gluon thermal

mass which satisfies the self-consistent equation

m2
D(T ) = 4π αs

(
m2

D

)
T 2 (1 + Nf /6). (20)

In CUJET, the running coupling utilizes the one-loop result
with a soft plateau:

αs(Q
2) =

⎧⎪⎨
⎪⎩

4π

9 ln
(
Q2/�2

QCD

) , Q > �QCD e
2π

9αmax ,

αmax, Q � �QCD e
2π

9αmax .

(21)

where αmax is a parameter of the model to extracted from a
fit to data (see Appendix. A for more detail). It should be
noted that the g → qq̄ splitting channel has been neglected in
CUJET, but is not expected to cause any phenomenologically
measurable effects in heavy-ion collisions.

III. COMPARISON IN A STATIC MEDIUM

We start with a direct comparison of the MARTINI and
CUJET splitting rates. This is shown in Fig. 1 where one can
immediately observe remarkable differences between the two
radiative rates of the two models. First, the MARTINI rates
contain both emission (z > 0) and absorption (z < 0) sectors
and they peak at z = 0. CUJET rates, on the other hand, are
restricted to z > 0 and peak at finite z. Second, the CUJET

and MARTINI rates exhibit different dependence on the ini-
tial jet energy: while at the large-z limit CUJET rates always
decay more rapidly than the MARTINI ones, they also exhibit
a strong momentum dependence (the large-z tail for a quark
with pini = 100 GeV decays faster than that of a pini = 10
GeV quark). This is in contrast to MARTINI rates which remain
mostly flat in the large-z limit. As a consequence, these two
models predict different energy sensitivities and different par-
ton distributions as a result of the in-medium quenching.

To further investigate the characteristics of CUJET and MAR-
TINI energy loss mechanisms, we perform a brick test of the
two models in Fig. 2 by injecting a high-momentum (pini)
quark into a static, homogeneous QGP brick at constant tem-
perature (T ) and finite length (L). The parton is then evolved
according to the CUJET and MARTINI models respectively, and
final momentum (pfin) after the evolution is measured. After
averaging over the Monte Carlo events, we obtain the ex-
pectation of radiation energy loss �prad ≡ pini − 〈pfin〉 as a
function of path length for various initial energies and brick
temperaturea. For this comparison, we only allow radiative
energy loss and turn off the collisional channels. As expected,
we observe a clear difference between these two models.
Especially, the net momentum loss (�prad) is insensitive to
pini in CUJET whereas the MARTINI calculation predicts a
momentum-loss ratio (�prad/pini) that is insensitive to the
initial momentum. Furthermore, the temperature and path
length dependencies are also different. After a quantitative
comparison, we find the empirical relations

�p[CUJET]
rad ∝ p0T 3L2,

�p[MARTINI]
rad ∝ p1T 1L1. (22)

A more intuitive comparison is shown in Fig. 3, where we
randomly select two events—evolved according to MARTINI

and CUJET mechanisms, respectively—with the same initial
energy (Eini = 20 GeV) and similar final energy (Efin ≈ 12
GeV) of the leading parton, and plot the history of elastic
and inelastic scatterings occurred inside a QGP brick with
temperature T = 0.3 GeV and thickness L = 10 fm. Distri-
butions of the radiated gluons are visibly different: the quark,
when evolved by MARTINI, emits and absorbs many more soft
gluons as opposed to when CUJET governs the evolution. We
also observe that MARTINI predicts more radiative energy loss
compared to CUJET, which agrees with the comparison in
Fig. 2. A note of caution in interpreting Fig. 3 is in order:
given MARTINI’s propensity to lose more energy via radiation,
our event selection requirement of similar final state energy
is translated into selection of events with more elastic energy
loss in CUJET in order to compensate for the total energy loss.
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FIG. 1. Quark splitting rates d�q→qg/dz as functions of energy loss ratio, z ≡ pg/pini. From left to right panels correspond to the
temperatures T = 0.2, 0.3, and 0.4 GeV, respectively, whereas top (bottom) panels are for quarks with initial momentum pini = 10 (100)
GeV. The red curves are splitting rates used in MARTINI [Eq. (6)], which are independent of path length, and the blue curves are for those of
CUJET [Eq. (19)] at path length L = 1 (solid), 2 (dash-dotted), and 4 (dotted) fm.

FIG. 2. Quark radiation momentum loss �prad (bottom) and momentum-loss-ratio �prad/Pini (top) as functions of path length L. From left
to right panels correspond to the temperatures T = 0.2, 0.3, and 0.4 GeV, respectively, whereas red, orange, blue, and purple curves are for
quarks with initial momenta pini = 10, 20, 50, 100 GeV. The solid(dotted) curves are for CUJET (MARTINI).
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FIG. 3. History of two hard partons with initial energy Eini = 20 GeV and final energy Eini ≈ 12 GeV, evolved according to the MARTINI

(upper) and CUJET (lower) energy loss models, respectively. The horizontal (vertical) coordinate indicates the hard parton position along
(perpendicular to) the initial direction. The color of the “tube” stands for the energy of the energetic quark. Black, green, and red arrows
respectively stand for the momentum vectors of the radiated gluons, recoil partons, and incoming medium partons.

In other words, the plot does not necessarily mean that CUJET

generally predicts more elastic energy loss than MARTINI.
To conclude, the CUJET and MARTINI energy loss models

predicts different characteristics of the in-medium jet-related
parton distributions, which may lead to observable effects in
the substructure of jets created in heavy-ion collisions. In the
next section we investigate the phenomenological differences
of the two models in the context of a realistic simulation of
heavy ion collisions.

IV. COMPARISON IN REALISTIC SIMULATIONS

We begin with a brief discussion of our workflow and
the models used in this work. In particular, we focus on the
jet-quenching phenomena in Pb + Pb at beam energy

√
sNN =

2.76 TeV and consider three centrality classes, 0–5%, 20–
30%, and 30–40%, with the hydro background provided by
the JETSCAPE Collaboration [44]. The simulations used an
event-averaged initial state generated via TRENTO followed
by a VISHNU (2 + 1)-dimensional boost invariant viscous rela-
tivistic hydrodynamic simulation with temperature dependent
shear and bulk viscosities. The parameters of the initial state
and hydro were used from a Bayesian analysis in Ref. [45].

The hard sector events are generated by first using PYTHIA

to generate the hard scattering event with initial state radia-
tion and multiparton interactions but no final state showers.
The highly virtual partons coming out of the hard scattering
encounter an expanding hydrodynamic medium, and as such
we employ MATTER to simulate their in-medium energy loss.
MATTER then handles the energy loss of any energetic parton
which either has left the medium (with remaining virtuality)
or has virtuality Q > Q0 with Q0 set to 2 GeV [44]. Jet partons
with Q < Q0 are taken to be on the mass shell and passed to
the low virtuality energy loss module, CUJET or MARTINI, to be
further evolved in the medium. We also use a momentum cut

(pcut = 2 GeV) in both MARTINI and CUJET modules. Partons
with momentum below this scale are not permitted to interact
with the medium. This is needed, as the assumption behind
both models is that the incoming parton jet is much more
energetic and therefore distinguishable from the medium par-
ticles around it. Once the evolution is completed, the event is
hadronized using the “colorless” hadronization module of
JETSCAPE. Finally, jet clustering is performed using the anti-kT

jet finding algorithm [47] of FASTJET 3 [48,49] and the results
are binned according to the appropriate experimental cuts. We
summarize the parameters used in Table I.

Given that no medium is present in a p + p collisions, there
would be no low-virtuality energy loss via CUJET or MARTINI.
Overall we adopt the tuned parameter set of Ref. [46]. More
details on our p + p calculation and the associated results are
provided in Appendix B.

As mentioned previously, the CUJET model has one free
parameter, αmax, which is the maximum cutoff of running

TABLE I. A summary table of MARTINI and CUJET parameters
used in this calculation. See also Table I of [46] for other parameters
in the JETSCAPE framework.

Model Parameter Value Note

Nc 3 number of colors
Both �QCD 0.2GeV Eqs. (13), (21)

pcut 2.0GeV cut for energy loss

Nf 3 number of flavors
MARTINI αs,0 0.3 Eq. (14)

κr 1.5 Eq. (14)
κe 4.5 Eq. (14)

Nf 2.5 number of flavors
CUJET αmax 0.3 Eq. (21)
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FIG. 4. Charged hadron nuclear modification factor (Rh±
AA) versus transverse momentum (ph±

T ) in Pb + Pb collisions at beam energy
√

sNN =
2.76 TeV. Panels from left to right correspond to 0–5%, 20–30%, and 30–40% centrality ranges. Red and blue curves represent simulation
results using MATTER +MARTINI and MATTER +CUJET, respectively. Both theoretical calculation and experimental measurements [38–40] are
for charged hadrons with pseudorapidity |η| < 1.

coupling αs(Q2). In this work, we tune the coupling pa-
rameters separately for each model in order to match the
experimental results for charged hadron nuclear modification
factor for 0–5% Pb + Pb collisions with beam energy

√
sNN =

2.76TeV [38–40]. The nuclear modification factor is defined
as

RAA(pT ) ≡ dσAA/d pT

Nbin dσpp/d pT
, (23)

where pT is the transverse momentum of the energetic hadron,
and Nbin the number of binary collision of the nucleus-nucleus
collisions.

We obtained αmax = 0.68 for CUJET. The free parameters
in MARTINI for the running of the strong coupling, i.e., αs,0 =
0.3, κe = 4.5, and κr = 1.5, are obtained by fitting charged
hadron and jet nuclear modification factors (RAA) [35].

Figure 4 shows the comparison of the two models using the
resulting charged hadron nuclear modification factor (Rh±

AA).
With their parameters tuned separately, we find that these
models result in the same charged hadron RAA for ph±

T �
10GeV across different centrality bins, and both of them agree
well with the experimental data.

We can now move on to the nuclear modification factor for
inclusive jets, which is defined in the same way as Eq. (23) but
with pT representing the transverse momentum of jet. In our
simulations, jets are reconstructed using the same criteria used
by the experiments [41,42], i.e., using the anti-kT algorithm
with cone size R = 0.4. Both charged and neutral particles
are included in the reconstruction of jets with no cut placed on
their transverse momenta. As observed in Fig. 5, we find Rjet

AA
predicted by the two models to also agree with each other as
well as with the experimental data. It is worth noting that we
observe good agreement in the CUJET-to-MARTINI and model-
to-data comparison for jet cone sizes R = 0.2, 0.3, and 0.4, at
various centrality ranges. Results can be found in Fig. 12 of
Appendix C.

With the overall opacity, i.e., RAA for charged hadron and
jets, well described, we move on to study the medium mod-
ification of jet substructure characterized by the Pb + Pb to
p + p ratio of the fragmentation function (FF) of charged
hadrons in jets as well as the jet shape. The FF is used to
describe the distribution of momentum fraction along jet axis
for charged hadrons within a jet and is defined as

D(z)z∈[zmin,zmax ) ≡
∑

jets

∑
z∈[zmin,zmax ) 1

Njet (zmax − zmin)
, (24)

where Njet ≡ ∑
jets 1 is the total number of jets within the

selected kinematic region, and z is the charged hadron mo-
mentum fraction along the direction of the jet momentum:

z ≡ pjet · ptrk

pjet · pjet
. (25)

Similarly, one can define the FF with respect to the hadron
transverse-momentum,

D(pT )
pT ∈

[
pmin

T ,pmax
T

) ≡
∑

jets

∑
pT,trk∈

[
pmin

T ,pmax
T

) 1

Njet (pT,max − pT,min)
. (26)

These two observables contain the same information when
evaluated for a fixed momentum jet. They are different, how-
ever, in how they weight and bin the charged hadrons when
averaging over jets with different energies. By measuring the
ratio of FF in A + A collisions to that in p + p collisions,

RD(z) ≡ DAA(z)/Dpp(z), (27)

RD(pT ) ≡ DAA(pT )/Dpp(pT ), (28)

one can quantify and study the effect of in-medium fragmenta-
tion from each jet energy loss model. In the above equations,
pjet and pT,jet stand for momentum of the full jet, including
both charged and neutral particles, although the triggering

034908-7



SHI, YAZDI, GALE, AND JEON PHYSICAL REVIEW C 107, 034908 (2023)

FIG. 5. Same as Fig. 4 but for inclusive jet RAA. Simulation include jets within pseudo-rapidity range |ηjet| < 2, whereas experimental
results are respectively for |ηjet| < 2.1 in ATLAS [41] and |ηjet| < 2 in CMS [42] measurements.

tracks are for charged particles only. This is in alignment with
experimental measurements.

We show the CUJET and MARTINI results of fragmentation
function ratio in Fig. 6, together with the ATLAS results [43].

Although the difference between simulation results are within
a factor of 2 of the statistical uncertainty, one can observe
the systematic trend that RCUJET

D (z > 0.7) > RMARTINI
D (z > 0.7)

whereas RCUJET
D (z ≈ 0.3) < RMARTINI

D (z ≈ 0.3). These trends

FIG. 6. Fragmentation function ratio RD versus momentum fraction z (top) and transverse momentum pT (bottom) for anti-kT R = 0.4
jets with momentum 100 < pjet

T < 398 GeV and pseudorapidity |ηjet| < 2.1. From left to right are simulation results are respectively for
0–5%, 20–30%, and 30–40% most central Pb + Pb collisions at beam energy

√
sNN = 2.76 TeV. ATLAS results [43] are also presented for

comparison.
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FIG. 7. Jet shape ratio as a function of radial distance r for jets within the kinematic region pjet
T > 100 GeV and 0.3 < |ηjet| < 2.0. Jets are

constructed using the anti-kT algorithm with radius R = 0.3 and with cut ptrk
T > 1 GeV. From left to right are simulation results are respectively

for 0–5%, 20–30%, and 30–40% most central Pb + Pb collisions at beam energy
√

sNN = 2.76 TeV. CMS results [50] for 0–10%, 10–30%,
and 30–50% centrality classes are also presented for comparison.

agree with those of the splitting rates shown in the lower
panels of Fig. 1: for jets with initial momentum pini = 100
GeV, the CUJET mechanism expects fewer splittings, espe-
cially for the range such that pg/pini � 0.3. The difference in
splitting rate leads to the difference in the in-medium parton
distribution, which is finally measured by the in-medium frag-
mentation function.

The jet shape observable is defined as

ρ(r) ≡ Nnorm

Njet

∑
jets

∑
r∈[rmin,rmax ) ptrk

T /pjet
T

rmax − rmin
, (29)

to measure the charge hadron energy distribution along the
angular distance perpendicular to the jet axis,

r ≡
√

(φtrk − φjet )2 + (ytrk − yjet )2. (30)

In Fig. 7 we compare the jet shape ratio from both mod-
els, and CMS results [50] are also presented for comparison.
While both CUJET and MARTINI are in broad agreement with
the experimental result given the large uncertainties, we can
again observe systematic differences between the two. The
MARTINI jet shape ratio is higher in the r < 0.05 bin whereas
the CUJET ratios are higher for bins with r > 0.05 as we
move away from the jet axis. This forms a complete story,
when combined with the cone-size dependent jet RAA, which
is shown in Fig. 8 and exhibits a flip in relative position
between MARTINI and CUJET as we go from small to large jet
cone radii. In the radiation processes, the opening angle of the
daughter particles is always small, hence both models assume
that the outgoing gluon is emitted collinearly with the incom-
ing parton. The medium modification of the radial shape of
jets is dominated by elastic scatterings between the emitted
gluons and the medium particles. As we saw in Sec. III, MAR-
TINI radiates many more soft gluons than CUJET. Soft gluons
have a higher chance of being deflected via elastic scatterings
with the medium. Thus we observe more particles within the

opening angle2 0.1 � r � 0.8 in CUJET, which is reflected
by the jet shape and the cone-size dependent jet RAA. In
contrast, the fact that Rjet,R=0.2

AA [CUJET] < Rjet,R=0.2
AA [MARTINI]

may be due to the stronger elastic scattering—given the fitted
value for the strong coupling—and more deflection of the hard
parton.

V. CONCLUSION AND OUTLOOK

Jet quenching phenomena in heavy-ion collisions provide a
great opportunity for tomographic studies of the QGP medium
that is created. Many models have been proposed, with various
assumptions about the mechanisms of jet-medium interac-
tions, to study and simulate jet quenching, and they have been
quite successful at reproducing experimental observations.
With the field now moving towards precision studies there
is a need for more detailed, direct, and fair comparison and
analysis of the quenching models. In this work in particular,
we focused on a comparative study of CUJET and MARTINI

formalisms for low virtuality jet energy loss. The former
keeps diagrams up to the first order in opacity expansion and
accounts for the finite medium size, whereas the latter is eval-
uated to all orders in opacity expansion and assumes infinite
medium size. These two models are fundamentally different
in the energy, temperature, and path length dependence of the
radiative energy loss rates, and predict different momentum
distributions for the radiated gluons. Indeed the result of our
calculation in a QGP brick (Fig. 2) clearly demonstrates this
fact. Furthermore, previous “standalone” realistic simulations
of jet quenching using CUJET and MARTINI were found to
provide a good description of the high momentum charged
hadron and jet RAA. Thus a fair comparative study within a
realistic simulation, with as many parameters held fixed as
possible, was in order.

The JETSCAPE framework is a simulation package that
provides state of the art components/models in simulating

2Note that 0.8rad = 45.8◦
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FIG. 8. The same as Fig. 5 (left) but for jet cone sizes R = 0.2, 0.6, and 0.8.

high-energy observables in heavy-ion collisions, including
unquenched parton distribution, hydrodynamic background,
hadronization, and jet clustering. Then, one can take different
jet energy loss models and compute the high-energy observ-
ables while maintaining control over all other aspect of the
simulation. In this work, we integrated the CUJET energy loss
model into the JETSCAPE framework by first recasting it into
a stochastic version for the first time, and then using it to
calculate jet-quenching observables. The results of this calcu-
lation were then compared to those generated separately using
MARTINI. This modularity allows for the use of jet physics in
heavy ion collisions not just to study the thermal medium but
also as a way to compare various models to each other. Thus
leveraging the power of JETSCAPE enables us to learn more
about the jet quenching models.

We focus on
√

sNN = 2.76 TeV Pb + Pb collisions and
use the charged hadron RAA at 0–5% centrality to tune the
parameters of the two models. Not much difference can be
observed between the two when comparing charged hadron
or jet RAA. The differences between the formalisms begin
to manifest themselves when considering the fragmentation
function ratios (Fig. 6 top) where the models are very close
to each other along the jet momentum axis but populate the
hadrons with lower energy fractions (z) within the jet differ-
ently. Similar behavior is observed in FF ratio as a function of
charged hadron pT where CUJET and MARTINI predict different
distributions of charged hadrons, particularly in the most cen-
tral events, but ones that are still compatible with data within
experimental uncertainties. While fragmentation function ra-
tios are sensitive to the details of the radiative energy loss
channel, the jet shape ratio results are more sensitive to the
combination of radiative and collisional energy loss. This is
evident in Fig. 7 where along the jet axis the two models are
nearly identical, and going away from the jet axis, across the
three centrality classes considered here, MARTINI results lie
slightly below those from CUJET. This is the consequence of
MARTINI’s propensity for soft gluon radiation and their subse-
quent deflection due to elastic interactions with the medium.
The flip in the ordering of the jet RAA observed in Fig. 8 further
emphasizes this effect. Precise experimental measurements of
jet RAA as a function of jet cone radius would then present an
interesting opportunity and test of these models.

Another interesting and important factor to note is the large
αs,max that is preferred by CUJET χ2 fit to charged hadron RAA.
In particular, this large value is acquired when the formation
time in Eq. (19) is set to be the time since the last splitting
rather than the current proper time. As such the suppression
from the LPM phase is proportional to τ 2, a small number
which when fitting for charged hadron RAA needs to be com-
pensated by a large αs,max. For more details, see Appendix. A.

We end by noting that, similarly to the gluon radiation
process (q → q + g), the DGLV and AMY formalisms predict
fundamentally characteristically different splitting rates for
the bremsstrahlung photon production (q → q + γ ). While
one can hardly measure the distribution of the radiated gluon,
the bremsstrahlung photons can be directly observed in the
final state. Therefore, these two models predict different direct
photon spectra in heavy ion collisions, which may be an in-
dependent discriminator of the energy loss mechanisms. This
will be investigated in our followup paper.
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APPENDIX A: IMPLEMENTATION OF THE CUJET

ENERGY LOSS MODEL IN THE JETSCAPE FRAMEWORK

In this work, we employ the JETSCAPE (version 2.0) sim-
ulation framework to sample energy loss according to both
AMY-MARTINI and DGLV-CUJET energy loss models. In a
realistic simulation, the JETSCAPE framework generates the
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FIG. 9. Nuclear modification factor RAA versus transverse mo-
mentum pT for charged hadrons. Simulation results are for 0–5%
Pb + Pb collisions at beam energy

√
sNN = 2.76 TeV. See text for

explanation of different simulation results. Experimental results from
the ALICE [38], ATLAS [39], and CMS [40] Collaborations are also
presented for comparison.

initial parton distribution using PYTHIA with final-state radi-
ation turned off; then the splitting of high-virtuality partons
is simulated by MATTER, whereas one can select one of the
built-in models or implement their own model to simulate
the radiative and collisional in-medium energy losses; fi-
nally the hadronization of partons is realized by the colorless
hadronization model. The JETSCAPE framework also contains
FASTJET, to construct jets out of final state hadrons.

In the official JETSCAPE framework, there are three built-in
energy loss models: MARTINI [2], ADS-CFT [20], and LBT [51].
These models sample the in-medium elastic collision and
inelastic radiations for hard partons in a Monte Carlo manner.
While being similar in the elastic collision channels, they take
different Ansätze to simulate Landau–Pomeranchuk–Migdal

effect for inelastic radiations. We integrated the CUJET model
of parton energy loss into the JETSCAPE version 2.0 work-
flow as a low-virtuality energy loss module. The original
standalone-CUJET simulation is a deterministic model, and to
incorporate it into a JETSCAPE workflow we need to cast it to
a Monte Carlo simulation.

In the CUJET module, we employ the radiation kernel in
Eq. (19) which leads to the following radiation probability
within a small time interval δτ :

Pi
rad(p, T, τform ) = δτ

∫ 1

0
dz

d�DGLV
i→gi

dz
(p, T, z, τform ), (A1)

where p and T are respectively the momentum of the hard
parton and the fluid temperature. If radiation happened, the
momentum of an outgoing radiated gluon is sampled accord-
ingly, under the assumption of colinear emission which is
valid for bremsstrahlung of ultrarelativistic particles up to
leading order in the coupling constant. Regarding the elastic
scatterings with the medium, we take the total cross section in
Eq. (3) to compute the total collision probability for a small
time interval δτ :

Pi
ela (p, T ) = �CUJET

ela (p, T )δτ, (A2)

Then, the differential cross section (1) is used to sample the
microscopic configuration, i.e., momenta of incoming and
outgoing particles. In Eq. (A1), the radiation probability ex-
plicitly depends to time (τform) accounting for the LPM effect.
In our implementation of the DGLV energy loss model, τform =
τ − τlast split is the difference between the current proper time
and the latest time that such a partons radiates a gluon. On
the other hand, the standalone-CUJET framework [5–8,36,37]
computes the jet-energy loss deterministically by taking the
trajectory integrals, and therefore we always let τform be the
current proper time. To investigate the influence of time def-
inition, we fix the strong coupling with αmax = 0.4 and run
simulations in the JETSCAPE framework using two definitions:
τform = τ − τlast split and τform = τ . Results of charge hadron

FIG. 10. Charged hadron production cross section (left) and inclusive jet production cross section (right) for p + p collisions at beam
energy

√
s = 2.76 TeV. Black curves are JETSCAPE results. Experimental data for charged hadron (inclusive jet) cross section are from

ATLAS [39] and ALICE [52] (ATLAS [41] and CMS [42]) Collaborations. For both simulation and experimental results, jets are constructed
using the anti-kT algorithm with jet radius R = 0.4.
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FIG. 11. Jet substructure observables for p + p collisions at beam energy
√

s = 2.76 TeV. Left and middle panels are respectively for the jet
fragmentation function versus momentum fraction z and momentum pT , and the right panel shows jet shape versus distance r. Black curves are
JETSCAPE results, while red circles (orange squares) are experimental data from the ATLAS [43] (CMS [50]) Collaboration. Jet reconstruction
techniques and criteria are the same as in the corresponding experimental analysis: for fragmentation functions, jets are constructed using the
anti-kT algorithm with jet radius R = 0.4 in the kinematic region such that 100 < pjet

T < 398 GeV and |ηjet| < 2.1, whereas, for jet shape, jets
are reconstructed using the anti-kT algorithm with jet radius R = 0.3, with pjet

T > 100 GeV and 0.3 < |ηjet| < 2.

nuclear modification factor are respectively represented by
purple and green bands in Fig. 9. Corresponding experimental
measurements [38–40] as well as original CUJET results [7],
with the same coupling constant, are also shown. Using the

former definition of τform, the second gluon radiation would
be further suppressed and the high energy particles are less
quenched. In order to reach the same amount of energy loss,
one would need to increase the coupling. From a χ2 fit of the

FIG. 12. Same as Fig. 5 but for 0–5%, 5–10%, 10–30%, and 30–50% centrality classes and with cone sizes R = 0.2, 0.3, and 0.4.
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charged hadron nuclear modification factor in 0–5% 2.76 TeV
Pb + Pb collisions, we found αmax = 0.68. It is worth noting
that the Monte Carlo simulation using the same coupling and
the same definition of τform as the deterministic standalone
CUJET leads to the same RAA as the latter (see green band and
dash curve), which indicates the consistency between these
two approaches.

APPENDIX B: p + p RESULTS IN THE JETSCAPE

FRAMEWORK

In order to provide reliable calculations of medium modi-
fication effects, one has to first ensure agreement with p + p
experimental data. In this work, we adopt the default JETSCAPE

setup which is tuned for 2.76 TeV p + p collisions [46].
Particularly, for fair comparison with Pb + Pb simulation
to reveal the medium modification, final-state radiation in
PYTHIA is turned off and the splitting of off-shell initial par-
tons (virtuality Q0 > 1 GeV) is described by MATTER vacuum
radiation, i.e., in-medium and recoiling effects are turned off.
In this section we show high pT observables provided by
JETSCAPE simulation for p + p collisions with beam energy√

s = 2.76TeV.
We compare simulation and experimental results for the

production cross section of charged hadrons [39,52] (Fig. 10
left) and inclusive jets [41,42] (Fig. 10 right), the fragmenta-
tion functions at different z bins (Fig. 11 left) and pT bins [43]
(Fig. 11 middle), and finally the jet shape [50] (Fig. 11 right).

We employ the same technique and criteria as experimental
analysis to reconstruct and select jets. Generally speaking,
we employ the anti-kT algorithm with an appropriate choice
of jet-cone radius R to construct jets from final state stable
particles, including charged and neutral particles with specific
kinematic criteria to match the corresponding measurements.
In the jet cross-section comparison (Fig. 10 right), we take
R = 0.4 and select jet events with |ηjet| < 2.0. For fragmen-
tation function measurement (Fig. 11, left and middle), we
take R = 0.4 and select jet events with |ηjet| < 2.1, pjet

T ∈
[100, 398] GeV. For jet shape measurement (Fig. 11 right), we
take R = 0.3, ptrk

T > 1 GeV and select jet events with 0.3 <

|ηjet| < 2.0, pjet
T > 100 GeV. Across all these observables, we

see satisfactory performance for our p-p calculations to be
used as the baseline for the heavy-ion simulations.

APPENDIX C: CENTRALITY AND CONE-SIZE
DEPENDENCE OF JET NUCLEAR MODIFICATION

FACTOR

In this Appendix we show the simulation results for nuclear
modification factor of jets with various cone sizes and at var-
ious centrality classes. For the centrality ranges not provided
by the official JETSCAPE package, we generate them using the
same code and same parameter setting [45] as used by the
JETSCAPE Collaboration. Result are shown in Fig. 12, and we
observe good agreement with the CMS data [42].
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