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Background: Nuclear reactions involving α particles play an important role in various astrophysical processes
such as the γ process of heavy element nucleosynthesis. The poorly known low-energy α-nucleus optical
potential is a key parameter to estimate the rates of these reactions.
Purpose: The α-nucleus optical potential can be tested by measuring the cross section of α scattering as well as
α-induced reactions. Low energy elastic α scattering on 144Sm has recently been measured with high precision.
The aim of the present work was to complement that work by measuring the (α, n) cross sections on 144Sm at
low energies. The experimental data shall be used to constrain the α-nucleus optical model potential. From this
potential the 144Sm(α, γ ) 148Gd reaction rate can be derived with reduced uncertainties.
Method: The 144Sm(α, n) 147Gd reaction was studied by bombarding Sm targets with α beams provided by the
cyclotron accelerator of Atomki. The cross section was determined using the activation method. The γ radiation
following the decay of the 147Gd reaction product was measured with a high-purity germanium (HPGe) detector.
The experimental data are analyzed within the statistical model.
Results: The cross section was measured in the α-energy range between 13 and 20 MeV in 1 MeV steps,
i.e., from close above the (α, n) threshold. The results were compared with statistical model calculations
using various approaches and parametrizations for the α-nucleus optical potential, and excellent agreement
was obtained for two recent potentials. However, these potentials cannot reproduce literature data for the
144Sm(α, γ ) 148Gd reaction with the same accuracy.
Conclusions: Constraints for the α-nucleus potential were derived from an analysis of the new 144Sm(α, n) 147Gd
data and literature data for 144Sm(α, γ ) 148Gd. These constraints enable a determination of the re-
action rate of the 144Sm(α, γ ) 148Gd reaction with significantly reduced uncertainties of less than a
factor of 2.
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I. INTRODUCTION

The building up of chemical elements by stars involves
many different processes during the various stages of stellar
evolution. The final episode of a massive star’s life is the
core-collapse supernova explosion, which is the site of several
nucleosynthesis processes, for example the astrophysical γ

process [1,2]. The γ process—which may also take place in
thermonuclear supernovae [3]—is thought to be the main pro-
cess responsible for the synthesis of the so-called p isotopes.
These isotopes are those heavy, proton rich species—between
74Se and 196Hg—which are not produced by neutron capture
reactions in the s [4] and r processes [5].

The γ process proceeds through γ -induced reactions in
the high temperature environment of a supernova. The main
reactions are the neutron emitting (γ , n) reactions which drive
the material towards the proton rich isotopes. Charged particle
emitting (γ , p) and (γ , α) reactions are, however, equally
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important if one wants to estimate the elemental and isotopic
abundances resulting from a γ -process event.

Owing to the high number of reactions that participate in
a γ -process network involving mostly unstable nuclei, exper-
imental data for the reaction cross sections are very scarce
and the astrophysical models are mainly based on theoretical
reaction rates obtained from calculated cross sections. It has
been found that, in the case of reactions involving α particles,
the cross sections are very sensitive on the choice of the
α-nucleus optical model potential (AOMP) and on its param-
eters. At low, astrophysically important energies (deep below
the Coulomb-barrier), differences of up to two orders of mag-
nitude are found between the various calculations. Moreover,
the comparison with the very limited available experimental
data shows that typically the calculations using global AOMPs
are not able to reproduce the measured cross sections with the
required precision. This introduces a large uncertainty into the
astrophysical γ -process models.

The poor knowledge of AOMP necessitates its extensive
experimental investigation. Traditionally, it has been stud-
ied with elastic α-scattering experiments where the deviation
from the Rutherford cross section carries information about
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the AOMP. However, in order to have large enough devia-
tion, the experiments have to be carried out at relatively high
energies, above the astrophysical energy range. Nevertheless,
elastic scattering is still a useful tool, as will be discussed later
in the paper in relation to 144Sm.

The AOMP can also be studied by measuring the cross
section of α-induced nuclear reactions. Owing to their direct
relevance for the γ process, the radiative capture (α, γ ) reac-
tions were studied in recent years on several isotopes (for a
list of reactions see, e.g., [6]). In the case of these reactions,
however, the typically very low cross sections at astrophysical
energies renders the measurements rather difficult.

The problem related to the extremely low cross sections of
the (α, γ ) reactions can be circumvented by measuring a reac-
tion channel governed by the strong interaction. For example,
(α, n) reactions, if they are energetically possible, can also
provide information about the AOMP, and their cross sec-
tions are typically orders of magnitude larger than those of the
radiative capture. Close above the neutron threshold the (α, n)
cross sections are sensitive mostly to the AOMP, which can
therefore be studied with these kind of reactions. For further
details about the sensitivities on the various parameters see,
e.g., [7].

The p isotope of Samarium, 144Sm, plays a special role in
the history of γ -process studies. This was the first isotope on
which (α, γ ) cross section measurement was carried out in
relation to the γ process and the problem with the AOMP
was identified [8]. A recent experiment has confirmed those
results [9]. An elastic α-scattering experiment on 144Sm was
carried out very recently at α energies of 16, 18, and 20 MeV
[10]. The AOMP models were tested with these scattering
data and it was found that even at 16 MeV the deviation
from the Rutherford cross section is not large enough to draw
conclusions with high confidence.

The threshold of the 144Sm(α, n) 147Gd reaction is at
12.6 MeV in the laboratory system. Above this energy, the
144Sm(α, n) 147Gd reaction can provide information about the
AOMP of 144Sm. There is only one data set for this reaction
cross section in the literature, by Denzler et al. [11], but
at the lowest energies—near the threshold—there are only
few data points which bear high uncertainties both on the
cross section value and on the energy scale. Cumulative ac-
tivation yields from another experiment by Archenti et al.
[12] can be used to extract two further data points for the
144Sm(α, n) 147Gd reaction. But these data also have signif-
icant energy uncertainties of 1.5 MeV. All data from the
literature are thus not suitable for a stringent test of AOMP
models. The aim of the present work is therefore to mea-
sure the 144Sm(α, n) 147Gd cross section with high precision
from the reaction threshold up to the energy range of the
recent elastic scattering experiment. The present results pro-
vide independent information about the 144Sm +α AOMP and
complement the findings of the elastic scattering and radiative
capture experiments.

II. EXPERIMENTAL PROCEDURE

The reaction product of the 144Sm(α, n) 147Gd reaction is
radioactive, decaying with a half-life of 38.06 ± 0.12 h to

147Eu [13]. The decay is followed by the emission of some
high intensity γ radiation. This allows the cross section mea-
surement to be carried out by the γ detection based activation
technique [14], which was thus used in the present work. In
the following subsections, the most important features of the
experimental procedure are described.

A. Target preparation and characterization

The p isotopes of heavy elements have typically very low
isotopic abundances, often below 1%. 144Sm is an exception
with its natural abundance as high as 3.07 ± 0.07% [15].
This fact, combined with the relatively large cross section of
the (α, n) reaction channel allowed the application of natural
isotopic abundance targets.

The targets were prepared by electron beam evaporation of
natural isotopic composition samarium oxide (Sm2O3) onto
6 µm thick Al foils. First information about the target thick-
ness was obtained by weighing. The weight of the Al foils
were measured to 1 µg precision before and after the evapora-
tion. Knowing the evaporated surface of 16 mm in diameter,
the target thickness could be calculated from the weight
difference.

Since the weight does not give information about the tar-
get composition and the stoichiometry (i.e., the Sm:O ratio)
which may change during the evaporation, the areal den-
sity of the Sm atoms—as the important quantity for the
cross section determination— was measured with Rutherford
backscattering spectrometry (RBS). For the RBS measure-
ment a 2.0 MeV α beam provided by the Tandetron
accelerator of Atomki [16] was used. The scattered α parti-
cles were detected by a collimated ion-implanted Si detector
mounted at a backward angle of 165◦ with respect to the
beam direction. The collected spectra were analyzed using
SIMNRA [17], a widely used computer code for simulating
and evaluating - among others - RBS spectra. The thick-
nesses from the RBS measurement were used for the cross
section analysis which were in agreement with the weighing
data within 5% when the Sm:O ratios obtained from the RBS
analysis were used for the weight measurements.

Altogether five targets were prepared and the Sm
thicknesses were measured to be in the range of (0.5–
1.0)·1018 atoms/cm2 with a precision of 5%. Each target
was used one or two times in the subsequent cross sec-
tion measurement campaign. Thicker targets were used for
lower energies where the cross sections are lower.

B. Irradiations

For the 144Sm(α, n) 147Gd cross section measurements, the
targets were irradiated by α-beams provided by the K20 cy-
clotron accelerator of Atomki [18]. The irradiation chamber
was the same as in our previous works, see e.g. [19]. The
whole chamber served as a Faraday cup, allowing the deter-
mination of the number of projectiles by charge integration.
The He++ beam intensity was typically 1 e µA.

The length of the irradiation varied between 2 and 24
hours, longer irradiation was used at lower energies where
the cross section is smaller. During the irradiation the
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beam current was recorded in multichannel scaling mode
with one minute resolution so that the fluctuations in the
beam intensity could be taken into account in the activation
analysis [14].

The cross section measurements were carried out in the
energy range from 13 MeV (close above the threshold) up to
20 MeV with 1 MeV steps. The highest energy coincides with
the highest energy of the recent elastic scattering experiment
on 144Sm [10].

With one exception, a single target was irradiated in a sin-
gle activation run. In the case of the Eα = 20 MeV irradiation,
however, two targets were placed in the chamber, one behind
the other, separated by a 10 µm thick Al energy degrader foil,
similar to the procedure of a recent experiment described in
[20]. The thickness of the degrader foil was measured with
α energy loss to a precision of 5% which was used for the
effective energy determination at the second target (see sec-
tion II D).

C. Detection of the decay radiation

The decay of the 147Gd reaction product is followed by the
emission of many different energy γ -radiations from numer-
ous cascade transitions. For the cross section determination,
we have used the four most intense radiations with ener-
gies 229.2 keV (57.7% ± 3.7%), 370.0 keV (15.7% ± 0.9%),
396.0 keV (31.4% ± 1.9%) and 929.0 keV (18.4% ± 1.1%).
In parentheses the relative intensities are given which were
taken from the latest nuclear data compilation [13].

After the irradiation the targets were removed from the
chamber and transported to the off-line counting setup. This
setup consisted of a LEPS detector (Low Energy Photon
Spectrometer, a thin crystal high-purity germanium detector
optimal for the detection of low-energy γ -radiation) and a
complete 4π lead shielding with copper and cadmium liners
[21].

In order to measure low activities, the targets were placed
in close geometry in front of the detector, at a distance of 1 cm
from the crystal. In such a close geometry, the true coinci-
dence summing effect makes it difficult to determine precisely
the detection efficiency and the activity of the produced 147Gd
source. Therefore, the so-called two-distance technique was
used [14]. The absolute efficiency of the detector was mea-
sured with calibrated radioactive sources at far geometry (in
this case at 10 cm from the detector) where the summing effect
is negligible. Then the decay of a high activity 147Gd source
was measured both in close and far geometries. Based on the
two measurements, an efficiency conversion factor between
the two geometries was obtained for all studied transitions,
which was then used for the low activity samples that could
be measured only in close geometry.

The length of the γ -counting was between 12 and 140
hours and the spectra were stored hourly in order to fol-
low the decay of 147Gd. As an example, Fig. 1 shows
a γ -spectrum which was measured on a target irradiated
with an α-beam of 16 MeV. The peaks corresponding to
the transitions used for the cross section determination are
marked.

FIG. 1. Typical γ spectrum measured for 16 hours after irradiat-
ing the target with a 16 MeV α beam. The peaks corresponding to
the transitions used for the cross section determination are marked.
The channel width is about 0.1 keV.

D. Results

Table I shows the measured cross section values. The first
column contains the primary α-beam energies provided by the
cyclotron, while in the second column the effective interaction
energies and their uncertainties are shown in the center-of-
mass system. The effective energy calculation is based on the
energy loss of the beam in the target layer. Since this energy
loss is relatively small (a few tens of keV) and the cross
section does not change much in such an energy interval, the
effective energy was calculated for half of the target thickness.
The uncertainty of the effective energy is made up by the
uncertainty of the primary beam energy (0.3% from the energy
calibration of the cyclotron), the target thickness, and the
stopping power uncertainty. In the case of the measurement
carried out with a degrader foil (marked with a footnote in the
table), the energy uncertainty also includes the contribution of
the degrader foil thickness.

The cross section results listed in the last column were
calculated as the average of the values obtained from the four
studied transitions, which were always in good agreement
with each other. The uncertainty of the cross section is cal-
culated as the quadratic sum of the following sources: target
thickness (5%), detection efficiency including the far-close

TABLE I. Measured cross section of the 144Sm(α, n) 147Gd
reaction.

Ebeam E eff
c.m. Cross section

(MeV) (MeV) (mbarn)

13.0 12.62 ± 0.04 0.139 ± 0.016
14.0 13.60 ± 0.04 1.36 ± 0.12
15.0 14.57 ± 0.05 8.03 ± 0.73
16.0 15.54 ± 0.05 31.0 ± 2.8
17.0 16.52 ± 0.05 98.3 ± 9.0
18.0 17.49 ± 0.06 188 ± 17
18.9a 18.33 ± 0.11 281 ± 25
20.0 19.43 ± 0.06 417 ± 36

aMeasured with energy degrader foil.
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geometry conversion factor (5%), beam current integration
(3%), relative intensity of the 147Gd decay radiation (5%),
144Sm natural abundance (2.3%), and counting statistics
(<5%).

III. THEORETICAL ANALYSIS

A. General remarks

It is the aim of the present study to provide further
constraints for the calculation of α-induced cross sec-
tions on 144Sm. These constraints will be based on the
new 144Sm(α, n) 147Gd data from this work which will be
complemented by further information from experiments on
144Sm(α, γ ) 148Gd capture [8,9] and 144Sm(α, α) 144Sm elas-
tic scattering [10,22].

The calculations are based on the statistical model ap-
proach. The following calculations were made with the widely
used computer code TALYS [23]. In a schematic notation, the
cross section of an (α, X ) reaction is given by

σ (α, X ) ∼ Tα,0TX
∑

i Ti
= Tα,0 × bX , (1)

with the transmission coefficients Ti into the i-th open channel
and the branching ratio bX = TX /

∑
i Ti for the decay into the

channel X . Details of the formalism are given, e.g., in [7].
The Ti are calculated from global optical potentials for the

particle channels and from the γ -ray strength function (GSF)
for the photon channel. Besides the explicit dependence of
the Ti on the optical potentials and the GSF, the Ti implicitly
depend on the nuclear level densities (LDs) of the respective
residual nuclei because each Ti is composed of the sum over
few low-lying states j below the excitation energy E∗

0 in the
respective residual nucleus plus an integral over the LD for
excitation energies above E∗

0 .
Tα,0 represents the transmission in the entrance channel

(with the target 144Sm in the ground state). Thus, Tα,0 de-
pends only on the chosen α-nucleus optical model potential
(AOMP), but is independent of the chosen LD and other
parameters of the statistical model. Tα,0 is the most important
quantity in Eq. (1) because it defines the total reaction cross
section, σreac, for α + 144Sm.

From Eq. (1) several basic properties of the reactions under
study can be deduced. This is also illustrated in the level
scheme (Fig. 2) and in the decomposition of the total cross
section, σreac, into the the different exit channels (Fig. 3).

In general, for heavy target nuclei and low energies, the
transmission of the α particle, Tα,0, in the entrance channel
is much smaller than other TX like Tγ or Tn. Thus, below the
neutron threshold, bγ ≈ 1, and the (α, γ ) cross section de-
pends only on Tα,0. Above the neutron threshold, bn ≈ 1, and
the (α, n) cross section depends only on Tα,0. As Tα,0 depends
only on the chosen AOMP, experimental data for (α, γ ) cross
sections below the neutron threshold and for (α, n) cross sec-
tions above the neutron threshold are appropriate to constrain
the AOMP without ambiguities from other ingredients of the
statistical model. The relevance of the different exit channels
is shown in Fig. 3; here the Atomki-V2 potential [24,25] was
used as AOMP. Further discussion of the AOMP will be given
later.
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FIG. 2. Level scheme of 148Gd: The 144Sm(α, α) 144Sm,
144Sm(α, γ ) 148Gd, 144Sm(α, p) 147Eu, 144Sm(α, n) 147Gd, and
144Sm(α, 2n) 146Gd reactions are illustrated. For each of the residual
nuclei (144Sm, 148Gd, 147Eu, 147Gd, 146Gd), the low-lying levels
below E∗

0 are shown, which are used explicitly in the statistical
model calculations. The grey-shaded areas above E∗

0 are taken into
account using the LD of the residual nuclei. As an example, the
decay channels of the 148Gd compound nucleus at Ec.m. = 18.33
MeV (corresponding to an excitation energy E∗ = 15.06 MeV in
148Gd) are shown. For each (α, X ) channel, the (α, X0) decay to the
ground state, (α, X1) decay to the first excited state, and one arrow
for the (α, XLD) decay to higher-lying states above E∗

0 are shown;
(α, Xi�2) decays are not shown for better readability. The vertical
arrows indicate the standard Gamow window of the (α, γ ) reaction
for typical temperatures of T = 2–3 GK (T9 = 2–3). For further
discussion see text.

The above Eq. (1) is valid for laboratory experiments where
the target nucleus is in its ground state. Thus, the transmis-
sion in the entrance channel is given by Tα,0. In contrast,
the high temperatures in the stellar interior lead to thermal
population of excited states in the target nucleus. As a conse-
quence, under stellar conditions Eq. (1) has to be extended to
take into account that excited states in the target nucleus are
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FIG. 3. Decomposition of the total reaction cross section, σreac,
into the different (α, X ) exit channels. All cross sections have been
converted to astrophysical S factors in the upper part a); the lower
part b) shows the contributions of the different reaction channels
to the total reaction cross section, σreac, in a linear scale. (α, X )LD

shows the contribution of the higher-lying states above E∗
0 for the two

dominating (α, X ) channels which are the (α, γ ) and the (α, n) chan-
nel. The experimental data points represent total cross sections from
(α, α) elastic scattering (black open diamonds, [10]), (α, n) cross
sections from this work (blue full squares), and (α, γ ) cross sec-
tions (red full circles [8] and red open triangles [9]). The arrows
indicate the standard Gamow window for typical temperatures of
T9 = 2 − 3. For further discussion see text.

thermally populated, leading to an entrance channel transmis-
sion Tα instead of Tα,0. But the transmissions Tα,i>0 to excited
states of the target nucleus are typically smaller than Tα,0

to the ground state. Thus, Tα remains smaller than Tγ or Tn

under typical stellar conditions because the Coulomb barrier
suppresses transitions to excited states. Hence, stellar cross
sections and the resulting stellar reaction rates of α-induced
reactions depend mainly on the chosen AOMP.

Furthermore, because Tα,0 is the dominating contributor to
the total α transmission, Tα , the stellar reaction rate, NA〈σv〉∗,
of the (α, γ ) reaction remains close to the laboratory rate,
NA〈σv〉lab, which is calculated from the (α, γ ) cross sec-
tion under laboratory conditions (i.e., with 144Sm in its 0+
ground state). In contrast, excited states in 148Gd play an
essential role in the stellar NA〈σv〉∗. Consequently, (α, γ )
experiments in the laboratory are well-suited to determine

the stellar (α, γ ) rate. The stellar (γ , α) rate is then derived
from the stellar (α, γ ) rate using the formalism of detailed
balance. For completeness we note that (γ , α) experiments
cannot provide the stellar (γ , α) rate because of the missing
contributions of thermally excited states in the target nucleus.

B. Relevance of different exit channels and sensitivities

A detailed investigation of Fig. 3 provides an excellent
intuitive way to understand the sensitivities on the chosen
parameters for the statistical model. It is obvious from Fig. 3
that there are two dominating channels: the (α, γ ) channel
below the (α, n) threshold at 12.255 MeV, and the (α, n)
channel above the (α, n) threshold. Compound-elastic and
compound-inelastic scattering reach a maximum contribution
of about 15%, close below the (α, n) threshold, but remain
very marginal for most energies (e.g., far less than 10% below
10 MeV and above 13 MeV). The (α, 2n) channel opens
above the experimental energy range of this work at 19.6 MeV.
Although the (α, 2n) contribution increases steeply with en-
ergy, it remains below a few percent up to 20 MeV in Fig. 3.
The contribution of the (α, p) channel remains far below 1%
in the energy range of Fig. 3. This leads to the following
approximate simplifications of Eq. (1):

(α, γ ) cross section below the (α, n) threshold:

σ (α, γ ) ∼ Tα,0 × Tγ

Tγ + Tα

(2)

≈ Tα,0 for E � 10 MeV. (3)

(α, γ ) cross section above the (α, n) threshold:

σ (α, γ ) ∼ Tα,0 × Tγ

Tγ + Tα + Tn
(4)

≈ Tα,0 × Tγ

Tn
for E � 13 MeV. (5)

(α, n) cross section above the (α, n) threshold:

σ (α, n) ∼ Tα,0 × Tn

Tγ + Tα + Tn
(6)

≈ Tα,0 for E � 13 MeV. (7)

All Ti (except Tα,0 in the entrance channel) are composed
of a sum over low-lying states and an integral over the level
density in the respective residual nucleus. By default, TALYS

considers the first ten low-lying excited states explicitly; the
contributions of higher-lying excited states are calculated us-
ing a continuous distribution of levels from a level density
formula. Thus, in principle all Ti in Eqs. (2)–(7) and the
resulting (α, γ ) and (α, n) cross sections depend implicitly
on the chosen level density.

In practice, the dependence of the (α, γ ) and (α, n) cross
sections on the chosen level density remains marginal. In the
case of the (α, n) cross section, the low-lying states dominate
only from threshold up to about 14 MeV; above 15 MeV,
the contribution of the higher-lying excited states, which is
simulated by the level density, exceeds 80%. Any change in
the level density affects whether the (α, n) cross section is
dominated by low-lying excited states or by high-lying excited
states, but does not affect the total (α, n) cross section (as
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measured in the activation experiment). In the case of the
(α, γ ) cross section, the contribution of high-lying states is
increasing with energy and exceeds 50% around 9 MeV; i.e.,
all available experimental data points of [8,9] are governed by
transitions to higher-lying excited states in 148Gd. Neverthe-
less, a significant relevance of the level density appears only
above the (α, n) threshold; see also Eq. (5). Below the (α, n)
threshold, the (α, γ ) cross section practically depends only on
Tα,0 and thus on the AOMP; see Eq. (3).

Summarizing the above findings, the new (α, n) data can
be used to constrain the AOMP. The few available (α, γ ) data
points above the (α, n) threshold provide some information on
the γ -ray strength function and the level density of 148Gd, and
the (α, γ ) data below the (α, n) threshold should be well pre-
dicted because these (α, γ ) data depend only on the AOMP,
which is well-constrained by the (α, n) data. Consequently,
the following discussion focuses on the AOMP whereas the
other ingredients of the statistical model calculations are only
briefly mentioned. For completeness, we point out that the
(α, γ ) reaction rate for typical γ process temperatures of
T9 = 2–3 is defined by the (α, γ ) cross section below the
(α, n) threshold, and thus the (α, γ ) reaction rate also depends
only on the AOMP.

C. Comparison of experimental and theoretical
(α, n) cross sections

Figure 4 compares the new experimental (α, n) data to the
predictions of various AOMPs. It is obvious from Fig. 4 that
the earlier data by Denzler et al. [11] and Archenti et al. [12]
are not suitable to constrain the AOMP. In both experiments,
the stacked-foil technique was used, which leads to consid-
erable uncertainties in the energy, in particular when using
degrader foils where uncertainties in target foils and degrader
foils sum up at the last targets. (Note that the lowest data point
by Archenti et al. at 13.1 MeV is not shown in Fig. 4 because
it is located about three orders of magnitude above the present
data and all calculations, and is thus far out of the scale of
Fig. 4.)

The widely used simple four-parameter AOMP by McFad-
den and Satchler [27] fits the new data at higher energies;
however, at lower energies close above the threshold this
AOMP clearly overestimates the experimental data. Such an
overestimation towards lower energies has been found also
for the 144Sm(α, γ ) 148Gd reaction [8,9]. An explanation for
the overestimation of low-energy cross sections was provided
in [24], and is related to the tail of the imaginary potential at
large radii above 10 fm (far beyond the colliding nuclei).

The three versions of the AOMP by Demetriou et al. [28]
underestimate the new (α, n) data over the whole energy range
under study. The most elaborated version 3 of the Demetriou
potentials is closer to the experimental data than versions 1
and 2, which do not take into account the dispersive coupling
between the real and imaginary parts of the AOMP.

The Atomki-V2 AOMP [24] and the AOMP by Avrigeanu
et al. [26] reproduce all new (α, n) data points within their
small experimental uncertainties, which is a remarkable suc-
cess for both AOMPs. As a consequence, the new (α, n) data
support these two AOMPs, but cannot indicate a preferred
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FIG. 4. Comparison of experimental 144Sm(α, n) 147Gd cross
section (shown as astrophysical S factor) to predictions from dif-
ferent AOMPs. Additional experimental data are taken from the
literature [11,12]; the lower data point of [12] at 13.1 MeV is about
three orders of magnitude above the present data (not shown). The
Atomki-V2 AOMP and the AOMP by Avrigeanu et al. [26] repro-
duce all new experimental data within their error bars. For further
discussion see text.

AOMP for the calculation of the 144Sm(α, γ ) 148Gd reaction
rate.

It has been shown in earlier work (e.g., [6,29,30]) that three
further AOMPs which are available in TALYS, are not rec-
ommended for the calculation of low-energy cross sections.
These potentials by Watanabe [31], Nolte et al. [32], and
Avrigeanu et al. [33] are omitted in the present analysis.

D. Discussion of the various α-nucleus potentials

In this section we provide some basic information on the
various AOMPs under study in the present work which are the
AOMPs by McFadden and Satchler [27] (MCF), Demetriou
et al. [28] (third version of these AOMPs, DEM-3), Avrigeanu
et al. [26] (AVR), and the new Atomki-V2 AOMP [24].

The MCF AOMP was derived from elastic scattering at en-
ergies around 25 MeV. It is a very simple energy-independent
four-parameter AOMP. Because of its simplicity, the MCF
AOMP is widely used; e.g., the NON-SMOKER calculations of
reaction rates [34] utilize the MCF AOMP, and these rates are
adopted in the REACLIB database used in many astrophys-
ical models [35]. Whereas the MCF AOMP can be applied
successfully to low-energy data in the A ≈ 20–50 mass range
[36], the MCF AOMP fails at sub-Coulomb energies in the
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heavy mass range; see, e.g., [8,9] for the 144Sm(α, γ ) 148Gd
reaction and [6,37,38] for other target nuclei.

The DEM-3 AOMP has become the basis for α-induced
reaction rates in the STARLIB database [39]. The DEM-3
AOMP is based on the double-folding approach and takes
into account the dispersive coupling between the real and
imaginary parts of the AOMP. Its parameters were adjusted
to a limited set of low-energy reaction and scattering data
which was available about 20 years ago. In particular, this
data set includes the 144Sm(α, γ ) 148Gd data of Somorjai et al.
[8]. Because of the high astrophysical relevance, much effort
was spent for the DEM-3 AOMP to fit the (α, γ ) data point at
the lowest energy, which shows an unexpectedly small cross
section with a huge error bar. This attempt to fit the very
small (α, γ ) cross section may be one explanation for the
underestimation of the (α, n) cross sections of the present
work using the DEM-3 AOMP.

Similarly to the DEM-3 AOMP, the AVR AOMP is also
based on the double-folding approach. However, at the end a
Woods-Saxon parametrization was introduced [40], and the
Woods-Saxon parameters were fine-tuned to a wider data
set of reaction cross sections and elastic scattering angular
distributions, finally leading to an energy-dependent many-
parameter AOMP which was able to reproduce practically
all available experimental data at that time. Because of this
success, the AVR AOMP has been adopted as the default
AOMP in TALYS for several years.

Similarly to the DEM-3 and AVR AOMPs, the Atomki-V2
AOMP is based on the double-folding approach. In con-
trast to the previous AOMPs, its parameters are obtained
from a compilation of low-energy elastic scattering only
[41]; no adjustment to reaction data was made. As it was
noticed that usual optical model calculations become ex-
tremely sensitive to the tail of the imaginary potential at
extreme sub-Coulomb energies, the Atomki-V2 AOMP uses
a very narrow, deep, and sharp-edged imaginary part which
avoids complications with the tail of the imaginary poten-
tial and leads to cross sections similar to a simple barrier
transmission approach. It is interesting to note that this sim-
ple barrier transmission approach in combination with the
energy-independent Atomki-V2 AOMP is able to predict
reaction cross sections without any adjustment to reaction
data; these predictions are for many targets surprisingly
close to the energy-dependent multiparameter approach of
the AVR AOMP. This holds also for the present study of the
144Sm(α, n) 147Gd reaction (see Fig. 4).

IV. ASTROPHYSICAL REACTION RATE
OF THE 144Sm(α, γ ) 148Gd REACTION

A. General remarks

The 144Sm(α, γ ) 148Gd reaction has gained much attention
in recent decades because its inverse 148Gd(γ , α) 144Sm re-
action has strong a impact on the production ratio, P146/144,
for the two samarium isotopes 144Sm and 146Sm under γ pro-
cess conditions. 144Sm is a stable p nucleus which is directly
produced by 148Gd(γ , α) 144Sm, whereas 146Sm is an unstable
α-emitter with a half-life of about 108 years which is produced
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FIG. 5. Comparison of experimental 144Sm(α, γ ) 148Gd cross
section (shown as astrophysical S factor) to predictions from differ-
ent AOMPs. The experimental data are taken from [8,9]. The thin
vertical line indicates the (α, n) threshold. For energies below, the
(α, γ ) cross section depends practically only on the AOMP. The
horizontal bars on top indicate the standard Gamow windows for
typical temperatures of the γ process. For further discussion see text.

by 148Gd(γ , n) 147Gd(γ , n) 146Gd and subsequent β decays to
146Eu and 146Sm. Nowadays, an excess of the 142Nd / 144Nd
ratio is found in correlation with the samarium-to-neodymium
ratio in meteoritic samples. This excess of 142Nd reflects the
α decay of 146Sm and can be used as a cosmochronometer,
provided that the initial production ratio, P146/144, can be
calculated reliably and the ratio at the formation of our solar
system P146/144 = 0.008 40(32) [42] is well known; see, e.g.,
[2,42–46] and references therein, including the basic ideas in
[47,48] and early measurements [49–52].

B. Comparison of experimental and theoretical (α, γ )
cross sections

Figure 5 compares the experimental data of the
144Sm(α, γ ) 148Gd reaction to the predictions of selected
AOMPs (see previous Sec. III D). As the (α, γ ) cross sec-
tion below the (α, n) threshold depends practically only on the
chosen AOMP, one should expect that the AVR and Atomki-
V2 AOMPs are able to reproduce the experimental (α, γ ) data
because the AVR and Atomki-V2 AOMPs worked excellent
for the (α, n) data (see Fig. 4). Somewhat surprisingly, this is
not the case. The predictions from the AVR and Atomki-V2
AOMPs remain close to each other within about 20–30%
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above 9 MeV. Only towards very low energies below 8 MeV
does the AVR prediction exceed the Atomki-V2 prediction by
more than a factor of 2.

Both the AVR and Atomki-V2 predictions are, however,
a factor of about 1.5–2 above the low-energy data of [8,9].
In contrast, the DEM-3 AOMP fits the experimental (α, γ )
data quite well, but was not able to fit the new (α, n) data.
A simultaneous description of the (α, γ ) and (α, n) data is
not possible within the available AOMPs and would require
introducing a very special energy dependence. However, such
a special energy dependence may lead to significant uncer-
tainties in the extrapolation towards energies below the lowest
experimental (α, γ ) data points. Such an extrapolation is nec-
essary for the calculation of the astrophysical reaction rate
NA〈σv〉.

As expected, the MCF AOMP overestimates the exper-
imental (α, γ ) cross sections at all energies. This overes-
timation becomes most pronounced towards low energies.
Somewhat surprisingly, the (α, γ ) cross sections from the
NON-SMOKER code [53] deviate significantly from the present
calculation using the MCF AOMP. As also NON-SMOKER

uses the MCF AOMP, this difference must result from dif-
ferent numerical treatments in the TALYS and NON-SMOKER

codes.

C. Recommendations for the (α, γ ) reaction rate

Taking into account the main result of the previous
Sec. IV B that it is practically impossible to fit simultaneously
the new (α, n) data and the literature (α, γ ) data, it remains
a difficult task to provide a reliable reaction rate, NA〈σv〉,
of the 144Sm(α, γ ) 148Gd reaction. Despite these problems,
significant progress is achieved when compared to the widely
used conclusion that (α, γ ) rates are uncertain by at least a
factor of 10 (see, e.g., [54]).

We have calculated the astrophysical reaction rate, NA〈σv〉,
for the different AOMPs under study. The results are shown
in Fig. 6. For the interpretation of the (α, γ ) cross sections in
Fig. 5 and the reaction rates, NA〈σv〉, in Fig. 6 it is important
to note that the classical Gamow windows (as, e.g., indicated
by the horizontal arrows on top of Fig. 5) are calculated
under the assumption of a constant (energy-independent) as-
trophysical S factor. However, for heavy nuclei the S factor
typically has a noticeable negative slope, leading to a shift
of the real Gamow window towards lower energies by about
1 MeV [55]. Because the reaction rate, NA〈σv〉, in the upper
part of Fig. 6 is an extremely temperature-dependent quantity,
for better comparison the lower part of Fig. 6 shows the
ratio of the respective rates to the rate from the Atomki-V2
AOMP.

It was shown in [24] that the predictions from the Atomki-
V2 AOMP typically match experimental data with deviations
below a factor of 2 for a wide range of heavy target nuclei.
Consequently, astrophysical reaction rates from the Atomki-
V2 AOMP should be well defined within an uncertainty factor
of 2. This assumed uncertainty is indicated by the grey-shaded
error band in Fig. 6.

Because of the close similarity of the calculated (α, γ )
cross sections from the Atomki-V2 and AVR AOMPs, the
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AOMPs [upper part (a)] and ratio to the rate from the Atomki-V2
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uncertainty of a factor of 2 from the Atomki-V2 AOMP [24]. For
further discussion see text.

rate from the AVR AOMP remains well within the estimated
uncertainty band from the Atomki-V2 AOMP for typical tem-
peratures of the γ process of about T9 = 2–3. Only towards
lower temperatures does the rate from the AVR AOMP clearly
exceed the rate from the Atomki-V2 AOMP; this excess cor-
responds to the steeply increasing S factor of the AVR AOMP
towards lower energies. Around 7 MeV the cross section from
the AVR AOMP is higher by a factor of 2 than the Atomki-V2
cross section, leading to an enhanced rate by a factor of 2 at
T9 ≈ 2.

The rate from the DEM-3 AOMP is lower by about a factor
of 2–3 in the temperature range of the γ process. However, at
very low temperatures below T9 ≈ 1.7 the rate from the DEM-
3 AOMP exceeds the Atomki-V2 rate; this results from a steep
increase of the astrophysical S factor for the DEM-3 AOMP at
energies below the shown range of Fig. 5. The STARLIB rate
which is based on the DEM-3 AOMP is close to the present
calculation of the DEM-3 AOMP. The minor differences may
arise from the earlier TALYS version used for the STARLIB
rates and from the enhanced accuracy settings in the present
rate calculation.

The REACLIB rate is based on the NON-SMOKER calcula-
tion of the (α, γ ) cross section using the MCF AOMP (see
also Fig. 5 and discussion above). As this cross section does
not agree with the present calculation using the MCF AOMP,
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it is not recommended to use the REACLIB rate for the
144Sm(α, γ ) 148Gd reaction.

The rate by Scholz et al. is based on a hyperparameter
optimization of TALYS calculations which were adjusted to the
available experimental 144Sm(α, γ ) 148Gd data [8,9]. This rate
is remarkably close to the rates from the Atomki-V2 and AVR
AOMPs.

Before a final recommendation of the 144Sm(α, γ ) 148Gd
rate can be given, the apparent tension between the lowest
experimental (α, γ ) data points by Somorjai et al. [8] and
Scholz et al. [9] (see also Fig. 5) needs further investigation.
For shorter notation, all S factors in the following paragraphs
are given in units of 1030 keV b.

Somorjai et al. report an S factor of 0.713(292) at E =
10.193 MeV. Using an updated half-life of 148Gd, Scholz et al.
correct that value to 0.68(28). For a consistent comparison
of the two activation data sets, the same half-life of 148Gd
has to be used; thus, the latter value is taken for comparison
here. Scholz et al. report their lowest S factor of 1.16(8) at
E = 10.675 MeV.

For a comparison at E = 10.193 MeV, the S factor by
Scholz et al. at 10.675 MeV has to be extrapolated down
to E = 10.193 MeV. For this purpose, the theoretical energy
dependence from the recent AOMPs was used. The ratio be-
tween the S factors at 10.193 MeV and 10.675 MeV is 1.03
(1.35, 1.24) from the DEM-3 (AVR, Atomki-V2) AOMPs; the
average ratio is 1.21. This number changes only marginally to
1.26 if further AOMPs (DEM-1, DEM-2, MCF) are consid-
ered. This leads to an extrapolated S factor at 10.193 MeV
of 1.40 and an interval between 1.20 and 1.57 from the
lowest and highest theoretical ratios. Thus, the extrapola-
tion procedure leads to an additional uncertainty of about
14% for the S factor at 10.193 MeV which has to be added
to the 7% uncertainty of the original data point of Scholz
et al.

The S factor and uncertainty of 0.68(28) of Somorjai et al.
at 10.193 MeV may be slightly misleading; this becomes
obvious from the resulting 3σ interval from −0.16 to 1.52
with its nonphysical negative lower limit. Relatively large
uncertainties should be provided as an uncertainty factor of
the underlying log-normal distribution. A careful estimate
from the lower 1σ interval leads to an uncertainty factor of

0.68
0.68−0.28 = 1.70 for the lowest data point of Somorjai et al.
Using this uncertainty factor of 1.70 for a realistic estimate of
the upper end of the 1σ interval leads to an upper S factor of
1.16 which is quite close to the lower 1σ limit of the extrap-
olated data point by Scholz et al. (as derived in the previous
paragraph). Consequently, the apparent tension between the
lowest data points of Somorjai et al. and Scholz et al. is
not very significant and results mainly from the misunder-
standable linear specification of the uncertainties by Somorjai
et al.

This leads us finally to the following recommendation
for the 144Sm(α, γ ) 148Gd reaction rate. The rate from the
Atomki-V2 AOMP should be considered as an upper limit
because Atomki-V2 fits the (α, n) data very well, but overes-
timates the (α, γ ) data at low energies. Contrary, the DEM-3
AOMP fits the (α, γ ) data well, but systematically underesti-
mates the (α, n) data. Thus, the rate from the DEM-3 AOMP

TABLE II. Recommended reaction rate, NA〈σv〉, and lower and
upper limits for the 144Sm(α, γ ) 148Gd reaction. All rates are given
in units of cm3s−1mol−1.

T9 Lower limit Upper limit Recommended

2.00 3.29 × 10−20 5.97 × 10−20 4.43 × 10−20

2.25 2.68 × 10−18 7.27 × 10−18 4.42 × 10−18

2.50 1.39 × 10−16 4.55 × 10−16 2.52 × 10−16

2.75 5.06 × 10−15 1.69 × 10−14 9.26 × 10−15

3.00 1.31 × 10−13 4.11 × 10−13 2.32 × 10−13

3.50 3.23 × 10−11 8.36 × 10−11 5.20 × 10−11

4.00 2.51 × 10−09 5.40 × 10−09 3.68 × 10−09

can be considered as a lower limit of the rate. This considera-
tion is further strengthened by the relatively small slope of the
astrophysical S factor from the DEM-3 AOMP towards lower
energies down to about 7 MeV. The disagreement between
the DEM-3 S factor and the lowest experimental data point
by Somorjai et al. is not very significant because of the large
uncertainty of this data point (see discussion in the previous
paragraphs). The recommended rate is then derived from the
geometric mean of the lower and upper limits of the rate. The
results are listed in Table II.

It is important to point out that the upper and lower limits
of the rate do not deviate by more than a factor of 3–4 over
the whole relevant temperature range of T9 = 2–3. Thus, the
recommended rate does not deviate by more than a factor of
2 from the Atomki-V2 rate and the DEM-3 rate. A slightly
larger deviation of a factor of about 3 is found between the
recommended rate and the rates from the AVR AOMP and
from the hyperparameter optimization in [9]. Compared to
earlier conclusions that the reaction rates of α-induced reac-
tions are very uncertain by at least a factor of 10, the situation
has improved significantly for the 144Sm(α, γ ) 148Gd reaction
by a major reduction of the uncertainty.

V. SUMMARY AND CONCLUSIONS

The 144Sm(α, n) 147Gd reaction was studied at energies
from the (α, n) threshold up to about 20 MeV. The new ex-
perimental data have significantly smaller uncertainties than
the few available data in the literature [11,12]. Thus, the
data can be used to constrain the α-nucleus optical model
potential because a sensitivity study shows that the new
(α, n) data are almost exclusively sensitive to the chosen
AOMP.

It is found that the new experimental data can be described
very well using the Atomki-V2 and AVR AOMPs. However,
it turns out that these two AOMPs slightly overestimate the
existing data for 144Sm(α, γ ) 148Gd [8,9]. This is a somewhat
surprising result as the (α, γ ) data are also sensitive only to
the chosen AOMP. In contrast, the DEM-3 AOMP fits the
(α, γ ) data better, but clearly underestimates the new (α, n)
data.

As a consequence, our final recommended rate has to result
from a compromise between the lower rate from the DEM-3
AOMP and the higher rates from the Atomki-V2 and AVR
AOMPs. On the one hand, this is not a fully satisfying situ-
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ation because of the tension in the reproduction of the new
(α, n) data and the (α, γ ) data from the literature, which calls
for further investigations. On the other hand, the uncertainty
of the recommended rate is now much smaller when compared
to earlier estimates of a factor of 10 or more. The achieved ac-
curacy of the 144Sm(α, γ ) 148Gd rate in combination with the
overall improvement for α-induced reaction rates [25] should
now permit stronger constraints for astrophysical conclusions
for the γ process, similar to what has already been achieved
very recently for the weak r process [56].
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