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Measurement of the 239Pu(n, f ) cross section from 4 keV to 100 MeV using
the white neutron source at the CSNS Back-n facility
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The neutron-induced fission cross section of 239Pu was measured relative to 235U(n, f ) at the back-streaming
white neutron beam line (Back-n) of the China Spallation Neutron Source (CSNS). A multicell fast fission
ionization chamber was used to perform the measurement. The reliability of the measurement was verified by
the high consistency of 235U’s resonances between the measurement and the evaluation data. The 239Pu fission
cross sections from 4 keV to 100 MeV are obtained with 1.7–5.8 % uncertainty when unfolding uncertainties
are excluded. The total uncertainties including the unfolding errors, which reflect the effect of the double-bunch
unfolding method, are 2.6–15 % from 10 keV to 100 MeV.
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I. INTRODUCTION

Neutron-induced fission cross section is one of the most
important data for nuclear energy production, which is sup-
posed to be more clean, sustainable, and safe. In the U-Pu
cycle, 239Pu is produced through neutron capture of 238U,
followed by two successive β− decays. The fission of 239Pu
generates a substantial fraction of the energy production in
a reactor, owing to the breeding process during irradiation.
The fast reactor sensitivity studies need 239Pu fission cross
section with low uncertainty [1]. Therefore, reducing the
uncertainties of the 239Pu(n, f ) cross section is of interest,
particularly in the fast neutron region.

The fission cross section of 239Pu has been measured ex-
tensively in a wide energy range for nuclear applications.
However, only four measurements have extended neutron en-
ergies above 30 MeV. They are measurements by Carlson
et al. [2] at the Lawrence Livermore National Laboratory
up to 30 MeV, by Staples et al. [3] at the Weapons Neutron
Research up to 400 MeV, by Shcherbakov et al. [4] at the
neutron spectrometer GNEIS up to 200 MeV, and by Toves-
son et al. [5] at the Los Alamos Neutron Science Center up to
200 MeV. Nevertheless, these data exhibit discrepancies up to
10% when the neuron energy is above 10 MeV.

In this paper, the measurement performed at the back-
streaming white neutron beam line (Back-n) of the China
Spallation Neutron Source (CSNS) is presented and the re-
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sults of 239Pu(n, f ) cross sections from 4 keV to 100 MeV are
shown.

II. EXPERIMENTAL METHOD

The neutron-induced fission cross section of 239Pu can be
determined relative to 235U(n, f ) according to Eq. (1):

σ Pu(En) = σ U(En)
CPu(En)

CU(En)

εU(En)

εPu(En)

NU
s

NPu
s

K (En), (1)

where σ (En) is the fission cross section at neutron energy
En, the superscripts Pu and U refer to the 239Pu and 235U
samples, respectively, C is the measured fission event, ε is the
detection efficiency of the fission events, Ns is the areal density
(atoms/barn) of the sample, and K represents the correction
factor:

K (En) = kPu
ic (En)

kU
ic (En)

kPu
n f a(En)

kU
n f a(En)

(2)

Here, kic is the correction for isotope composition, kn f a is
the correction for neutron flux attenuation. Details of these
corrections are described in Sec. IV.

III. EXPERIMENTAL SETUP

A. Neutron source

CSNS is producing neutrons by impinging 1.6 GeV pro-
tons on a thick tungsten target. The Back-n was exploited
mainly for the nuclear data measurement [6–9].
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FIG. 1. Photo of the FIXM (a) and its inside structure (b).

This measurement was performed in the double-bunch
mode for about 100 h at endstation 1 (with a flight path
about 57 m). The CSNS accelerator complex is usually op-
erated in double-bunch mode, which means in one pulse there
are two identical proton bunches with a fixed interval of
410 ns. Each Gauss-type bunch has a length of about 60 ns
(FWHM).

The beam spot for this measurement was simulated by
FLUKA, which can be considered as an ellipse with 62 mm
major axis and 58 mm minor axis (full width at tenth maxi-
mum). The neutron flux at different samples is normalized by
sample active area.

B. Detector and data acquisition

A fast fission ionization chamber for the fission cross sec-
tion measurement (FIXM) was mounted at the endstation 1
of Back-n. The chamber is a φ300 mm × 300 mm cylinder
made of 5 mm-thick aluminium alloy. The neutron window
(φ80 mm) was sealed with 100 µm Kapton film at the center
of chamber caps [10]. The chamber was filled with a mixture
gas of 90% Ar and 10% CF4 at a pressure of 800 mbar. A stack
of fission cells was mounted inside the chamber along the
neutron beam direction. The structure of the FIXM is shown
in Fig. 1.

Each fission cell consists of two φ80 mm electrodes. The
aluminum anode for collecting signals was connected to a
preamplifier, while the cathode electrode plated with the sam-
ple material was connected to the ground. A 5-mm-wide gap
and a high voltage of +200 V between electrodes were de-
signed in order to give electrons enough drift velocity. An
eight-channel preamplifier was connected to the chamber and
delivered signals to the data acquisition system (DAQ) [11].
The DAQ digitized signal waveforms with 12-bit resolution
and 1 GHz sampling rate. The DAQ time windows were set
to 10 ms for the uranium samples and 5 ms for the plutonium
samples, respectively.

C. Samples

Two uranium and two plutonium samples were used in this
measurement, which were 235U-5, 235U-1, 239Pu-1, and 239Pu-
2, respectively. The plutonium samples were electroplated on
platinum backings. The uranium samples were electroplated
on the stainless steel backing for 235U-1 and the aluminium
backing for 235U-5, respectively. The diameter of the active

TABLE I. The details of the samples used in the measurement.

Cell ID Sample Mass (μg) Diameter (mm) Backing

1 235U-5 6319 49.88 Al
2 239Pu-1 373 25.4 Pt + Al
3 239Pu-2 401 25.4 Pt + Al
4 235U-1 5173 49.74 stainless steel

area of the uranium samples is about 50 mm, while the di-
ameter of plutonium samples is about 25.4 mm. The sample
masses were determined by the α-particle spectra measured
with a silicon detector in a small solid angle device. The
details of the samples are listed in Table I in order of the
placement in the FIXM chamber. The isotopic abundances of
the 235U and 239Pu samples are respectively listed in Tables II
and III. Unfortunately, the uncertainty of the isotopic abun-
dances of the 239Pu are not known since they are aged samples
which were made in the 1970s.

IV. DATA ANALYSIS

A. Raw data treatment

A dedicated routine was developed to treat the raw data
based on the ROOT [12] software package. The raw data of
Back-n contain the full waveforms of the detector signals so
that the information of the desired signals can be extracted.
A dedicated routine was developed to treat the raw data of
the FIXM [9], which calculated the derivative of the original
signal and the zero-crossing method was used to define the
timing and the amplitude.

The first two signals in Fig. 2(a) are γ -flash signals, and
the third is a typical fission fragment (FF) signal. Figure 2(b)
shows their derivatives. The two blue dashed lines are the
thresholds set for the derivative signal. Signals crossing two
thresholds with a lower-lower-upper-upper sequence are se-
lected out. The zero-crossing time is defined as the timing
of the signal, while the peak-to-peak value is defined as the
amplitude since it is proportional to the amplitude of the
original signal.

B. Neutron-energy calibration

The incident neutron energy, determined by the time-of-
flight (TOF) method, can be calculated by

En = (γ − 1)mnc2, (3)

TABLE II. Isotopic abundance of the 235U sample

Isotope Abundance (%) Uncertainty (%)

234U 1.26 × 10−3 1.25 × 10−1

235U 99.985 6.75 × 10−6

236U 4.12 × 10−3 1.19 × 10−1

238U 9.63 × 10−3 2.91 × 10−2
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TABLE III. Isotopic abundance of the 239Pu sample

Isotope Abundance (%)

239Pu 96.71
240Pu 3.14
241Am 0.15

where En is the incident neutron energy, c is the speed of light,
mn is the neutron mass, and γ is calculated by

γ = 1√
1 − (

v
c

)2
, v = L

TOF
, (4)

where v is the neutron velocity and L is the flight path. The
TOF is calculated by

TOF = T − Tg + TOFg, (5)

where T is the timing of the FFs recorded by the detector,
Tg is the timing of the first γ -flash signal, TOFg = L/c is the
TOF of the γ flash from the spallation target to the detector.
The γ -flash signal is not saturated in this experiment, since
the ionization chamber is not sensitive to γ rays and the γ

flash is quite weaker in back direction than that of in the
forward direction. Therefore it can be used as a good refer-
ence for calibrating the TOF. L was determined by comparing
the resonance peak at 8.77 eV between the measurement and
the evaluation data, as shown in Fig. 3. The L of the 235U-5
sample is calibrated as 56.973 m in this measurement.
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FIG. 2. Signal frame including γ -flash signals and a FF signal
(a) and their derivatives (b). The red solid line corresponds to zero-
crossing time and the two blue dashed lines correspond to the two
thresholds.
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FIG. 3. Comparison between the measured fission events of 235U
and its fission cross section from ENDF/B-VIII.0.

A two-dimensional (2D) distribution of the neutron energy
vs the signal amplitude is shown in Fig. 4. A large number
of events with much lower amplitudes are mainly α particles
emitted from the 239Pu sample. When the neutron energy is
above 10 MeV, the charged particles from (n, x) reactions
between neutron and the sample or backing will increase
lower-amplitude events. After cutting off lower-amplitude
events, we can obtain the fission events of 239Pu as a function
of the neutron TOF and energy with 50 bins per decade (bpd)
as shown in Fig. 5.

C. Double-bunch unfolding

Due to the superposition of the event distributions corre-
sponding to the double-bunch operation mode, the resolution
of the TOF measurement at Back-n will be deteriorated, es-
pecially in the high neutron energy region. Since there is
no preferred sequence between the two bunches when they
are extracted from the synchrotron, the accumulated double-
bunch distribution can be treated as the superposition of two
identical single-bunch distributions with a delay of 410 ns. An
unfolding algorithm based on the Bayesian theorem was used
to solve this problem [13]. The Bayesian unfolding iterative
algorithm can be written as

C(k+1)
i = Ei

C(k)
i

C(k)
i−� + C(k)

i

+ Ei+�

C(k)
i

C(k)
i + C(k)

i+�

, (6)

FIG. 4. 2D distribution of neutron energy vs amplitude for a
239Pu sample.
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FIG. 5. The fission events of 239Pu as a function of neutron TOF
(a) and energy (b) with 50 bpd.

where Ei is the count of the ith TOF bin in double-bunch
mode, Ci is the ith bin count in the case of single-bunch mode,
� is the number of bins corresponding to the offset of 410 ns
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FIG. 6. Before-and-after comparisons of the 239Pu fission TOF
(a) and energy (b) spectrum by using Bayesian unfolding method.
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FIG. 7. Before-and-after comparisons of the 235U fission TOF
(a) and energy (b) spectrum by using Bayesian unfolding method.

(� = 410 ns/w, w is the bin width), the superscript k means
the kth iteration. The criterion of stopping the iteration can
be determined by the likelihood maximization method. The
reliability and accuracy of the unfolding program have been
tested with simulated data and experimental data.

The unfolding method is only used at the neutron energy
above 10 keV. Event distributions are improved by using the
unfolding method, especially in the multi-chance fission en-
ergy range, as shown in Figs. 6 and 7 which are corresponding
to 239Pu and 235U, respectively.

D. Detector efficiency determination

The detection efficiency loss of the FF is mainly domi-
nated by the two factors. First, the FFs generated inside the
sample may lose all their energies and stop in the sample.
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FIG. 8. Detection efficiency due to FF self-absorption simulated
by GEANT4.
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FIG. 9. The distribution of signal amplitude of 239Pu and its
fission event threshold cut at neutron energy above 20 MeV.

This part of the efficiency loss can be simulated by Monte
Carlo (MC) method. The effect of the FF angular distribution
was taken into account in simulation by using parametric
modeling in GEANT4 [14]. The simulated detection efficiency
due to FF self-absorption εFFsa is shown in Fig. 8, which is
calculated by

εFFsa = CFFin

CFF
, (7)

where CFFin represents the fission events can be detected in
ionization chamber, CFF represents the fission events produced
in the sample.

Second, the threshold cut set for the fission event causes the
efficiency loss, too. It can be deduced based on the amplitude
distribution. The fission event threshold cut was determined
to be above the maximum amplitude of α particles. Figure 9
shows the event amplitude distribution of the 239Pu at the
neutron energy above 20 MeV. An exponential fit above the
threshold was applied and extrapolated to estimate the fission
events under the threshold, from which the loss rate εFtc can
be estimated. Detection efficiency due to the threshold cut
of different samples in different energy ranges are listed in
Table IV. As one can see, the efficiency due to the threshold
cut is varying little with the neutron energy.

E. Background estimation

As a 1 mm thick cadmium filter was placed at the neutron
beam window to cut off the neutrons below 0.3 eV, the fission
events, whose corresponding neutron energy are lower than

TABLE IV. Detection efficiency due to the threshold cut of the
different samples in the different neutron energy ranges.

Detection efficiency due to
the threshold cut

Neutron energy range 235U-5 239Pu-1 239Pu-2 235U-1

En � 100 keV 97.65% 98.70% 98.64% 97.80%
100 keV<En � 1 MeV 98.06% 98.52% 97.65% 97.81%
1 MeV< En � 20 MeV 98.01% 98.53% 97.87% 98.75%
En >20 MeV 97.67% 96.32% 96.51% 97.73%
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FIG. 10. The fission events of 235U as a function of neutron
energy with 50 bpd.

this energy edge, are actually induced by the background
neutrons. According to the time windows of DAQ and flight
path, the lowest neutron energy that can be detected at endsta-
tion 1 is 0.17 eV. Therefore the background contribution can
be estimated by measuring the fission events in the neutron
energy range from 0.17 eV to 0.3 eV. As shown in Fig. 10, the
fission events in this neutron energy range are so few that the
contribution from the background is negligible.

F. Neutron flux attenuation

The neutron beam may be attenuated when it penetrates
the materials (entrance window, electrodes and sample back-
ings). A GEANT4 simulation was done to study this effect.
The geometric model for simulation was built based on the
detector structure, as shown in Fig. 1. The transmission rate
of the neutron flux shown in Fig. 11 indicates the attenuation.
One can see that the flux attenuation tends to be more severe,
especially in the low-energy region with the increase of the
material amount. The dips and fluctuations are due to the
absorption of the samples and their backings.

G. Isotope correction

Fission events from other isotopes contribute to the mea-
sured fission events as well, since the plutonium samples are
not highly enriched. The percentage of the fission events from
the desired isotope can be determined based on the isotope
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FIG. 11. Neutron flux transmission rate at the 239Pu samples and
the 235U samples in FIXM.
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FIG. 12. Distribution of the isotope correction factor for the
239Pu isotope.

composition and their fission cross sections by

kic = ηMσM∑
ηiσi

, (8)

where η is the abundance of the isotope, σ is the fission cross
section retrieved from the nuclear data library. The subscripts
M stands for the desired isotope, while i stands for the isotope
in the sample. The fission cross sections of different isotopes
in different energy regions are taken from ENDF/B-VIII.0
[15], ENDF/B-VII.1 [16], JENDL/HE [17], and TENDL-
2019 [18].

The correction factor as a function of neutron energy is
shown in Fig. 12, which is applied to the measured fission
events to extract the contribution of 239Pu. The correction
factor substantially keeps as 1 when the neutron energy is
less than 400 keV, apart from some resonance dips. When the
energy is above 400 keV, the correction factor decreases with
the increasing of neutron energy and then becomes steady
around 1 MeV.

H. Consistency verification

The consistency of the measurement can be checked by
comparing the normalized fission rates of the different sam-
ples (same isotope), which is defined by Eq. (9):

Cnor (En) = C(En)k(En)

mε(En)
, (9)

where Cnor is the normalized fission rate, m is the sample
mass, ε is the detection efficiency, k is the correction factor
as mentioned in Sec. II.

The normalized fission rate of same kind of isotope should
be consistent in our case since it only depends on the fission
cross section. Figures 13(a) and 13(b) are the normalized
fission rates of the 235U and 239Pu samples, respectively. Fig-
ures 13(c) and 13(d) are the ratios of the normalized fission
rates of the 235U and 239Pu samples. It can be seen from Fig. 13
that they are consistent with deviations less than 5% for 235U
from 30 eV to 100 MeV, which demonstrates the reliability
of the data in this energy region. However, the consistency
of 239Pu is not very good, because the 239Pu-2 sample was
slightly curled during the experiment due to its thin backing.
Therefore, only the fission events of the 239Pu-1 sample were
used for cross section calculation.

V. RESULTS AND DISCUSSION

A. Measured fission cross section ratio

The measured fission cross section ratio of 239Pu / 235U is
deduced by Eq. (10):

σ Pu(En)

σ U(En)
= CPu(En)

CU(En)

εU(En)

εPu(En)

NU
s

NPu
s

K (En), (10)
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FIG. 13. Comparison of the normalized fission rate of 235U and 239Pu samples. (a) and (c) correspond to 235U samples. (b) and (d) corre-
spond to 239Pu samples.
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FIG. 14. Measured fission cross section ratios of 239Pu / 235U
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3.3, and BROND-3.1 evaluations. The violet error band corresponds
to the total uncertainty including the unfolding error.

where the fission events of 235U are taken as the sum of the
two samples. The obtained cross section ratios from 4 keV to
100 MeV are shown together with the evaluations in Fig. 14.

B. 239Pu(n, f ) cross section

The measured 239Pu(n, f ) cross section can be calculated
based on the evaluated 235U(n, f ) cross section. The experi-
mental data of this work are compared with the evaluations in
Fig. 15. The black (solid), orange (dashed), pink (dotted), blue
(dash-dotted), and green (densely dashed) lines, respectively,
denote CENDL-3.2 [19], ENDF/B-VIII.0, JEFF3.3 [20],
BROND-3.1 [21], and JENDL-4.0HE evaluations. TALYS 1.95
is also used in this work, which is a computer code that can
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FIG. 15. Measured 239Pu(n, f ) cross section compared to
CENDL-3.2, ENDF/B-VIII.0, JENDL-4.0/HE, JEFF-3.3, BROND-
3.1 evaluations, and TALYS calculation from 4 keV to 100 MeV. The
violet error band corresponds to the total uncertainty including the
unfolding error.
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FIG. 16. Measured 239Pu(n, f ) cross section compared to pre-
vious data from 4 keV to 100 MeV relative to 235U. The violet
error band corresponds to the total uncertainty including the
unfolding error.

calculate the reaction cross section based on physics models
and parametrizations [22]. It calculates nuclear reactions in-
volving target nuclides with mass >12 and projectiles, like
neutrons, photons, protons, deuterons, tritons, 3He, and α

particles from 1 keV to 200 MeV. The calculation result is also
shown in Fig. 15. The comparison with previous experimental
data [4,5] is shown in Fig. 16. The determined experimental
data by taking 235U(n, f ) cross sections as reference are in
good agreement with the evaluations and other experimental
data from 150 keV to 1 MeV, especially for CENDL-3.2 and
BROND-3.1. In the energy range from 4 keV to 150 keV, the
experimental data change more drastically with the change
of the neutron energy which are in good agreement with
BROND-3.1. The reason is probably that the cross section of
235U(n, f ) is not standard in this energy range and its excita-
tion function is not smooth either. In the multichance fission
plateaus, the experimental data of this work are higher than the
evaluations, other experimental data and calculation results.
Most of the experimental data of this work are varying around
the JENDL-4.0HE and TALYS calculation from 30 to 80 MeV.
And most of the data of this work are slightly higher than other
experimental data from 30 to 65 MeV and in agreement with
other experimental data from 65 to 100 MeV. Furthermore,
the statistical uncertainty increases with the increasing of the
neutron energy. A better time resolution and a longer mea-
surement duration are necessary for a precise measurement in
this energy region.

C. Energy resolution

The relative energy resolution of a TOF facility can be
calculated by

�E

E
= γ (γ + 1)

√(
�T

T

)2

+
(

�L

L

)2

, (11)

where γ can be calculated by Eq. (4), T and L are the TOF
and the effective flight path, �T and �L are their respective
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TABLE V. Relative energy resolution of CSNS Back-n at 57 m.

En (eV) �T (ns) �L (cm) �E/E

1 60 12.2 4.3 × 10−3

10 60 13.6 4.8 × 10−3

102 60 24.0 8.4 × 10−3

103 60 20.2 7.1 × 10−3

104 60 18.0 7.0 × 10−3

105 60 15.4 1.07 × 10−2

106 60 8.8 2.93 × 10−2

107 60 10.0 9.29 × 10−2

uncertainties. �T is caused by the pulse width of the proton
beam which was 60 ns (FWHM) during this experiment. �L
is caused by the moderation in the spallation target and the
surrounding coolant, which can only be obtained through MC
simulation [23]. According to Eq. (11), �T dominates the
resolution at the high energy, while �L is dominant at low
energy. The relative energy resolutions at 57 m at different
energies are summarized in Table V. The energy resolution
is less than 1% below 0.1 MeV and increases up to 9.3% at
10 MeV.

D. Uncertainties estimation

The uncertainties of the measured 239Pu(n, f ) cross sec-
tions excluding the unfolding error are all less than 5.8% and
close to 1.7% near 1 MeV, as shown by the blue curve in
Fig. 17. The statistical uncertainty is the main source of this
uncertainty. The systematic uncertainties are mainly from the
uncertainty of the 235U(n, f ) cross section, FF detection effi-
ciency, and sample mass. The uncertainties of the 235U(n, f )
cross sections are provided by IAEA standards which vary
from ∼0.6% to ∼3.6% in the range from 4 keV to 100 MeV.
The uncertainty in the detection efficiency and sample mass of
235U samples can be estimated by the normalized fission rate
of the same isotope. However, the uncertainty in the detection
efficiency and sample mass of 239Pu-1 is estimated separately.
The uncertainty of the detection efficiency is mainly from the
threshold cut. It can be estimated by comparing the results of
different fitting function, which is evaluated as ∼0.9%.

We also take into account the effect of the unfold-
ing method to estimate the uncertainty introduced by the
double-bunch operation mode. It is calculated in an iterative

410 510 610 710 810
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U
nc
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tie
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)

Uncertainties including unfolding errors
Uncertainties without unfolding errors

FIG. 17. The total uncertainties of measured 239Pu(n, f ) cross
section.

way [13,24,25] and the covariances of the bin count in the
unfolded distribution can be evaluated by

Cov
[
C(k)

i ,C(k)
j

] =
∑
m,n

∂C(k)
i

∂Em

∂C(k)
j

∂En
Cov [Em, En]. (12)

In each iteration, the value of the partial derivative ∂C(k)
i /∂Em

or ∂C(k)
j /∂En is stored for the error estimation in the next

iteration. This iterative error estimation method can be started
from the first iteration, in which C(0)

i is just Ei and the value
of its partial derivative can be calculated directly according to
Eq. (6). Since the measured bin counts can be treated as nearly
independent Poisson distribution, the covariances of measured
bin counts can be approximately expressed to

Cov[Ei, Ej] = δi jEi. (13)

The total uncertainties including unfolding errors are from
2.6% to 15%, as shown by the red curve in Fig. 17 and
displayed as the violet error band in Figs. 15 and 16. The un-
folding uncertainties are also taken into account in the fission
cross section ratios, as shown in Fig. 14.

VI. CONCLUSION

A new measurement of the 239Pu fission cross section rel-
ative to 235U was carried out at CSNS Back-n. The measured
results generally agree with the evaluations and other experi-
mental data within the margin of the uncertainty from 4 keV
to 1 MeV, especially from 150 keV to 1 MeV. However, the
measured results exhibit discrepancies with the evaluations
from 30 MeV to 80 MeV. Our data slightly are higher than
the evaluations and other experimental data in the multichance
fission plateaus. The influence of the different active area
between the 239Pu and 235U samples is non-negligible, as
well as the influence of the nonstandard 235U(n, f ) cross
section from 4 keV to 150 keV. The 239Pu(n, f ) cross sec-
tions from 4 keV to 100 MeV relative to 235U(n, f ) are
obtained with uncertainties from 1.7% to 5.8%. To reflect the
effect of the double-bunch running mode in the results, the un-
certainties including the unfolding errors are also provided as
references. They are 2.6–15% from 10 keV to 100 MeV. Addi-
tionally, the 239Pu(n, f ) cross section is analyzed by using the
nuclear reaction theoretical model and calculation program
TALYS 1.95.

The result confirms current evaluations in most energy
points and provides discrepant experiment data in the second
chance and third chance fission energy regions.

In addition, we plan to carry out another experiment next
time under a better experimental condition and in the single-
bunch mode when it is possible.
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