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Background: Although microscopic models are frequently used to investigate giant resonances built on the
ground state of a nucleus, similar calculations at nonzero temperature are limited. Approaches based on the clas-
sical thermal shape-fluctuation model (TSFM) are often utilized to analyze the properties of giant dipole
resonance at finite temperature. However, TSFM fails to predict the correct trend of resonance width over a
wide range of temperature starting from zero.

Purpose: To study the isovector giant dipole resonance (IVGDR) at finite temperature, we present an improved
version of TSFM, where driving potential and IVGDR centroid energies are obtained self-consistently using the
nuclear energy density functional formalism. The temperature dependence of IVGDR width in '2°Sn is calculated
to benchmark the proposed method.

Method: Nuclear free energy surfaces and entropy surfaces are simulated at different temperatures for two
different parametrizations of Skyrme energy density functionals. Moreover, IVGDR centroid energies are
calculated by incorporating nuclear deformations extracted from the corresponding self-consistent densities.
Subsequently, IVGDR widths are obtained within TSFM. Also, we demonstrate the role of pairing fluctuation in
improving the low temperature behavior of IVGDR width.

Result: We found good overall agreement of our results with the measured IVGDR widths. Specifically, except
at a very low temperature, unprecedented accuracy has been achieved in TSFM. Calculated IVGDR widths are
shown to be robust against the choices of driving potential and Skyrme parametrization.

Conclusion: The present paper provides guidance on using TSFM based calculations in predicting the IVGDR
width over a broad range of temperature. For a more consistent calculation, pairing fluctuations are required to

be included as additional degrees of freedom.
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I. INTRODUCTION

The width of isovector giant dipole resonance (IVGDR) is
an important observable to understand the structural details
of excited nuclei [1,2]. Over the last several decades, numer-
ous experiments have been performed [3—11] to extract the
behavior of IVGDR width as a function of nuclear angular
momentum and temperature. In parallel, various theoretical
models have been proposed to explain these dependencies.
However, a comprehensive theoretical understanding of this
process is still missing as the associated collective dynamics
is strongly correlated to the underlying motion of individual
nucleons. The scenario becomes even more complicated when
IVGDR appears on an excited state with nonzero angular
momentum and/or temperature.

The response from collective vibrations in nuclei can be
calculated microscopically by employing different variants of
the random phase approximation (RPA) [12-17] and quasi-
particle RPA (QRPA) [18-21]. Nuclear dipole oscillations
can also be simulated by using a more general dynami-
cal framework as adopted within the time-dependent density
functional theory (TDDFT) [22-25]. To study IVGDR built
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on excited states, a method based on finite-temperature QRPA
(FT-QRPA) [26] is applied. However, FT-QRPA fails to repro-
duce the experimental IVGDR widths due to lack of proper
accounting of the collective excitation [27]. Also, a rela-
tivistic version of finite-temperature mean-field theory was
proposed [28,29], but it exhibits a sharper temperature de-
pendence in the IVGDR width compared to the measured
values [29,30]. The experimental temperature dependence of
IVGDR width can be traced with the phonon damping model
(PDM) [31-34]. In this model, phonon energies and their
coupling with single-particle states are adjusted to match the
ground-state [VGDR width. Then, finite-temperature behavior
is extracted for fixed values of these parameters.
Alternatively, the thermal shape fluctuation model (TSFM)
[35-39] can be used to get the IVGDR response from ther-
mally excited nuclei. In TSFM, nuclei are considered to
populate different configurations (shapes) following thermal
equilibrium. Further, the collective motion is assumed to obey
the adiabaticity condition [40,41]. Helmholtz’s free energy
is generally used in TSFM to determine the probability of
different configurations [42—45]. In current implementations
of TSFM, free energy surfaces (FESs) are obtained within the

©2022 American Physical Society


https://orcid.org/0000-0002-1688-3827
https://orcid.org/0000-0002-5304-917X
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevC.106.034303&domain=pdf&date_stamp=2022-09-09
https://doi.org/10.1103/PhysRevC.106.034303

ROY, SEN, MUKHOPADHYAY, AND SADHUKHAN

PHYSICAL REVIEW C 106, 034303 (2022)

Nilsson-Strutinsky approach [35,40,46,47], where the config-
uration space is restricted to quadrupole moments defined by
the shape coordinates B and y [48]. Also, IVGDR centroid
energies are calculated assuming exact ellipsoidal shapes. The
standard description of TSFM thus obtained cannot reproduce
the observed temperature dependence of IVGDR width [49],
especially at temperatures < 2 MeV. Although improvement
in TSFM was attempted [37,50] through consistent calcula-
tion of the IVGDR response function and the associated FES,
observed enhancement in the IVGDR width was not enough
to match the measured temperature and angular momentum
dependences. In a separate work [46], incorporation of pairing
fluctuations in TSFM was found to be an efficient way to
reproduce the low-temperature behavior of IVGDR width.

In this paper, we demonstrate that a more reliable predic-
tion of the temperature dependence of IVGDR width can be
achieved when the FES in TSFM is calculated from the finite-
temperature density functional theory (FT-DFT) and, simul-
taneously, the IVGDR centroid energies are corrected for the
corresponding energy-optimizing shapes. These shapes may
not be necessarily ellipsoidal even though only quadrupole
moments are constrained during the self-consistent calcula-
tion. We also show that our results remain insensitive to the
choice of energy density functional parametrization and to
the thermodynamic potential out of two different possibilities:
FES and the constant-energy entropy surface (ES).

The theoretical framework used in the present work is
elaborated in Sec. II. Subsequently, calculated results are ex-
plained in Sec. III. Finally, we conclude in Sec. I'V.

II. THEORETICAL FRAMEWORK

We employ  and y as independent constraints for the
FT-DFT calculation. Hence, the expectation value of an ob-
servable O is given by [51]

_JsJ, DIB. ¥IP(B, ¥)O
~ [y [, DB YIPB.y)

where D[S, y] = B*|sin3y|dBdy and P(B, y ) represents the
relative probability of a particular shape (B, y) with respect
to the spherical configuration (8 = 0, y = 0). For a canonical
ensemble of thermally equilibrated nuclei at temperature 7,

FB,y;T)— K
P(ﬂ,y)z&(ﬂmﬁ)«exp(—%), 2)

where F (8, y; T) describes the FES and Fy = F (0, 0; T). The
total energy E of an isolated nucleus remains constant during
the collective oscillations and, hence, P can be expressed more
appropriately as [52]

P(B.y)=PFs(B.y;E) xcexp(S(B.y:E) = So).  (3)

where S(B, y; E) portrays the ES for a particular £ and Sy =
S0, 0;E).

ey

A. Free energy and entropy from FT-DFT

We calculate the potential energy surface by solving the
finite-temperature Hartree-Fock-Bogoliubov (FT-HFB) for-
malism [53-55] where the total energy Eypp is obtained

self-consistently from the constrained Routhian [56],

1‘?/ = ﬁHFB - Z )”MQZH - Z )\rNr- (4)

n=0,2 T=n,p

Here, Hyrp represents the FT-HFB Hamiltonian. ]\Alr are neu-
tron (t = n) and proton (7t = p) particle-number operators
with A, being the associated chemical potentials. Qgﬂ are the
axial (u = 0) and nonaxial (4 = 2) components of the mass
quadrupole moment operator, and these are uniquely related
[48] to B and y. In general, FT-HFB equations can be written
as a nonlinear eigenvalue problem [57]:

W AN(U VY _ (U V\(E 0 s
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where U and V' are matrices defining quasiparticle states, and
E is a diagonal matrix of quasiparticle energies Ej. The single-
particle Routhian //[ p] and the pairing field A[k] are obtained
by minimizing H’ with respect to the particle (o) and pairing
(x) densities. At finite temperature [53,58],

p=UfU +V*1 - f)VT,

Kk =UfVi +v*1 - HuT, (6)
where f is a diagonal matrix such that fi; = §; fx with
1
Je= T meT Ty )

After solving Eq. 5, Eyrp can be obtained from the statistical
average:

Eyrp = (Hyrp) = Tr(DHyrp). (3)
where the density operator D for the FT-HFB system is given
by [53]

D= H[fkﬁk + 1 = fi)d =)l €))
k

The quasiparticle number operators, i;s are obtained from the
U and V matrices. For a particular deformation (8, y), entropy
S can be calculated as [53],

S=—ks Y [felnfi+ (1= foln(l—f)].  (10)
k

Subsequently, the FES required in Eq. (2) is extracted by
employing the thermodynamics relation

F = Eyrp — ST. (11)

For Eq. (3), we need to calculate entropy for a fixed Eypp.
This is achieved by interpolating S out of different FESs.
Two different Skyrme parametrizations, namely SkM* [59]
and Sly4 [60], are used in /'. For A, we employ the zero-range
density-dependent mixed pairing interaction given by [61,62]

A(r) = 3 (12)
with
f(r):VOT[I—l@}, (13)
£0

where py is the saturation density 0.16 fm . The neutron pair-
ing strength Vjj' is locally adjusted to reproduce the isotopic
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three-point odd-even mass difference in '2°Sn. The same value
is taken for V. We further use different combinations of V;
and V' for a qualitative understanding of the role of pairing
fluctuations. The symmetry unrestricted DFT solver HFODD
(v2.49t) [63] is used for the present self-consistent calculation.

B. IVGDR strength function from self-consistent densities

In case of IVGDR vibration, O in Eq. (1) is the IVGDR
strength function F, which can be expressed as a function of
the y-ray energy E, by using the Breit-Wigner formula [2,64]:

2
FE,) = Z}—Jﬂ _ C,/% Z (EyzFXi) -
) w (B} —E2)" + (B, Ty

(14)

Here, N, Z, and A are the neutron number, atomic number,

and mass number of the nucleus, respectively, and C, is a

normalization constant determined by the sum rule [65]. In

Eq. (14), sum is taken over the components (F,,) of F along

the three body-fixed principal axes x;,i = 1,2, 3. E,, and Ty,

are the centroid energy and FWHM of F,,, respectively. These

quantities obey the empirical relations [2,66]

E =g d 1, =1, R0 h (15)
o = — ] an o = — ,
"7 R, R,

where Ey = 18.0A7/3 4+ 25.0A7"/¢ and I'y = 3.64 MeV are
the values of E,, and I'y,, respectively, for the spherical shape
with radius Ry. For ellipsoidal shapes [67],

/5 2
R,, = Rypexp |: E'B cos <y - ?z)] (16)

This definition of R,, is usually used in the macroscopic-
microscopic (mac-mic) versions of TSFM where nuclear
shapes are restricted to quadrupole moments generated by the
geometrical shape parameters B and y. However, deforma-
tions arising from the self-consistent calculation may differ
from an exact ellipsoidal shape. To account for this, we pro-
pose to modify Eq. (16) as

m

x;fms __ yrms
R, = Ryexp [—0} 17

rms

i0

rms

M = [(x?) and X

where x; is the value of x;™ for the

spherical shape. x{™s incorporate the effects due to self-

consistent density distribution. With Eq. (17), we have verified
that the volume conservation condition Ry R,,R,, = R} is
hardly violated even at the highest 7' considered. Maximum
deviation in the nuclear volume is ~4% and it occurs at a very
large B where the relative probability P is <0.01.

We calculate the canonical [Eq. (2)] and microcanonical
[Eq. (3)] averages of F, yielding the average GDR widths 'y,
and I'y;, respectively. In case of I'j, the E axis is transformed
to the 7' axis by employing the Fermi gas formula T = /E/a,
a being the level density parameter, which is assumed to be
A/9 in the present work.

C. Contribution from particle evaporation

At higher temperature (for 7 > 2 MeV in general),
IVGDR width is further broadened [40,68,69] due to evap-
oration of light particles and statistical y rays. As we have
verified for the present system, a major contribution in this
respect comes only from evaporation of neutrons. Moreover,
evaporation may occur either from the initial state or from
a state after the GDR decay. Therefore, we need to account
for the enhancement in GDR width considering both the pos-
sibilities [70]. Consequently, the total GDR width will be
I'rg = I‘I’py g +2Tcn [71], where I'cn is the sum of particle
(neutron, proton, and «) and y evaporation widths of the
compound nucleus. We neglect the variation in I'cy caused
by the GDR decay. All the widths in ['cn are calculated from
the statistical prescription described in [72].

III. RESULTS

We consider the IVGDR width of ?°Sn to benchmark our
model since the measured data [5,6] for this system are avail-
able over a wide range of temperature. We moreover select
particular measurements where angular momentum effects are
negligible as the corrections due to nuclear angular momen-
tum are not included in the present model.

A. Inputs for IVGDR width calculation

Figure 1 illustrates FESs and ESs of '?Sn obtained with
the Sly4 EDFs at different T and E (=Egrp), respectively.
Below T =1 MeV, behavior of FES is strongly influenced
by the pairing interaction [54]. Hence, FES does not change
much at 7 = 0.5 MeV. Then, FES flattens out as 7' increases
considerably and it effectively leads to a broadening of the
IVGDR width. For ES, the accessible (8, ) space is limited
by the fixed-E criterion and, as depicted in Fig. 1, the allowed
region grows as E increases. Also, entropy changes with de-
formation in a similar manner as the free energy; i.e., for large
E, ES becomes smooth enough to populate large deformations
following Ps. We have checked that FESs and ESs from SkM*
also show a pattern similar to Sly4.

To asses the impact of R,, as prescribed in Eq. (17), we
define a quantity r,,, which is the ratio of R,, in Eq. (17) to
the Hill-Wheeler semiaxes given in Eq. (16). Variations of
ry, for each x; are plotted in Fig. 2. Here, x3 represents the
symmetry axis for prolate deformation. It is evident that self-
consistent shapes deviate from an ellipsoidal configuration
at large deformations. Specifically, r,, < 1 for large B and
small y, which indicates the preference for a more compact
shape than ellipsoid. Moreover, for deformations with large
B and y, self-consistent calculation enhances triaxiality by
stretching the density along the longer semiminor axis x;.
As aresult, r,, > 1 while r,, &~ 1 at theses extreme deforma-
tions. To understand the structural details more precisely, we
extract the hexadecapole moment (Q4) from self-consistent
densities. The landscape of Q4 on the (8, y) plane is shown
in Fig. 2. Although the absolute magnitude of Q49 is small
everywhere, Oy is relatively large in the region where nuclear
shape deviates considerably from an ellipsoid.
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FIG. 1. (a)~(d) Free energy surfaces [F(8, y;T) — Fy] for '°Sn calculated for Sly4 EDFs at different T as indicated. (e)—(h) Constant

energy entropy surfaces [S(B, y; E) — So] from Sly4 EDFs.

The IVGDR strength functions (F) arising form the two
different prescriptions of R,, [Eq. (16) and Eq. (17)] are com-
pared in Fig. 3 for various combinations of 8 and y. As B
increases, F becomes broader with distinct resonance peaks
appearing at the respective centroid energies. In contrast, this
broadening is somewhat inhibited when the modified form of
R,, in Eq. (17) is used. It is in accordance with the shape
dependence of r,, as demonstrated in Fig. 1.

FIG. 2. (a)—(c) Variations of r,;s on the (8, y) plane calculated
for 2°Sn with SkM* EDFs. (d) Corresponding variation of Qy.

B. Comparison of IVGDR widths from different inputs

The robustness of our results against both the categories
of driving potential and EDF parametrizations is tested in
Fig. 4. It shows that, apart from small deviations around 7 = 1
MeV, I'r almost coincides with I'r for both SkM* and Sly4
interactions. We could not calculate ' below a certain T
because of computational restrictions: the FT-DFT calculation
must to be performed in a finer (8, y) mesh to generate a
large enough number of points below E = 5 MeV. The over-
lap between I'r and I'g reaffirms [45,52] the applicability of
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FIG. 3. IVGDR strength function corresponding to various com-
binations of B and y. Solid and dashed lines are obtained with R, in
Eqgs. (17) and (16), respectively.
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FIG. 4. (a) Total IVGDR width (including particle evaporation
width I",) calculated for SkM* EDFs from canonical (solid line)
and microcanonical (dashed line) averaging of the IVGDR strength
function. The dash dotted line is the canonical average without I'cx.
(b) Same quantities calculated for Sly4 EDFs.

canonical thermodynamics in TSFM. Also, Fig. 4 indicates
that our results are independent of the choice of EDFs. For
both EDF variants, the IVGDR width approaches saturation
at T =~ 3 MeV unless we account for the enhancement due to
I'cn. Here, the contribution from I'cy is of similar magnitude
to that reported in [71]. A small bump in IVGDR width ap-
pears in 0.5 < T < 1 MeV because of a sharp change in the
potential profile in this region.

In Fig. 5, we display a detailed comparison of our predic-
tion with the IVGDR width from existing theoretical models.

14 *
| _rﬁ\f,SkM)*
------ I, (SkM)
12 |- |=-=- mac-mic
>
(o]
= 10
=
e
Z 8
~
S
> 6

T (MeV)

FIG. 5. IVGDR width from present calculations (solid and thin
dashed lines) are compared with results (thick dashed and dash
dotted lines) from PDM [73] (thick dashed line) and mac-mic [36]
(dash dotted line). Experimental widths are indicated by circles [74]
and triangle [6].

To this end, we consider two popular models: (i) the TSFM
based on the mac-mic inputs [36] and (ii) the PDM that in-
cludes appropriate pairing interaction [73]. Mac-mic results
are further augmented with the particle evaporation width
to maintain consistency with our calculation. Since the cal-
culated widths are almost independent of the chosen EDF
parametrizations and the type of driving potential, we arbi-
trarily select the I'p from SKM* parametrization to compare in
Fig. 5. Also, we include the IVGDR width 'V where Hill-
Wheeler radii [Eq. (16)] are used instead of the R,,’s proposed
in Eq. (17). Except at 1 MeV, the rest of the experimental
data are taken from Ref. [74]. We further reanalyze the data
to extract the average temperature at each data point. To this
end, we follow the procedure introduced in [70]. Here, a lower
cut in the excitation energy is determined in such a way that
the IVGDR decay seizes below this energy. A more detailed
description of this method can be found in [11,75].

As is evident in Fig. 5, THW drastically overpredicts the
measured data over the whole range of 7. It clearly indi-
cates the inconsistency in assuming pure ellipsoidal shapes
while using self-consistent frameworks for other inputs. In
contrast, good overall agreement is achieved when IVGDR
centroid energies are properly obtained from the associated
self-consistent density distributions. Further, as illustrated in
Fig. 5, the measured trend of IVGDR width as a function
of T could be reproduced more accurately by our model in
comparison to the predictions from the mac-mic based TSFM,
which grossly overestimate the data when evaporation widths
are added. Although PDM provides a superior 7" dependence
in the low T region where paring fluctuations play a crucial
role, the agreement with our predictions is marginally better
in the mid-T region: 1.5 < T < 2 MeV.

C. Effect of pairing fluctuation

We extended the present study to understand the possible
effects of pairing fluctuations on the IVGDR width below T' =
1 MeV. The ominant role of pairing fluctuations in '2°Sn was
demonstrated in [47], where pairing gaps for neutrons (A,)
and protons (A,) were treated as independent coordinates.
It was shown that, for both A, and A,, an average pairing
gap of 21 MeV is required to reproduce the experimental
data up to T =2 MeV. Also, the extracted (A,) and (A))
[averages taken over the (8, ) space] vary smoothly within
this range of temperature. In contrast, the pairing gap from
self-consistent calculations usually quenches at a much lower
temperature, 7 ~ 1 MeV.

In current implementations of the HFB formalism, average
values of A, and A, are determined self-consistently and
these cannot be used directly as free parameters. To this end,
as proposed in [56], dynamical paring gaps can be probed by
constraining the HFB Hamiltonian with the particle number
fluctuations. However, implementation of such a method is
beyond the scope of the present work as it involves large-scale
simulation on a multidimensional hyperspace. Alternatively,
we adjust the pairing strengths V' to assess the effect of pair-
ing fluctuations. As representative cases, we consider three
combinations of Vg and VJ: (i) VJ = —253.40 MeV and
V) = —253.40 MeV, where V' reproduces the experimental
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FIG. 6. (a) Temperature dependence of average pairing gaps
(A,) (black lines) and (A,) (grey lines) calculated for V' and V|
combinations (i) (solid lines), (ii) (dashed lines), and (iii) (dash-
dotted lines) as defined in the text. The average is taken over the
(B, v) space. (b) Corresponding IVGDR widths.

ground-state neutron pairing gap (these values are also used
for calculations above); (ii) V' = —265.25 MeV and Vop =
—340.06 MeV, which are frequently used for heavy nuclei

[76]; and (iii) V) = —240 MeV and Vop = —300 MeV, an
arbitrary choice that reduces the overall pairing gap. Although
this limited number of choices do not exhaust the whole
(Ay, Ap) space, they can provide a qualitative understanding
of the correlation between pairing fluctuation and IVGDR
width.

The calculated (A,) and (A,) for (i), (ii), and (iii) are
plotted in Fig. 6 as a function of 7. Evidently, except for (ii),
(A ,) remains almost zero for the full T range. This is consis-
tent with the existing result [47] for the closed-proton-shell
nucleus '2°Sn. Also, (Ap) from (ii) indicates the necessity
for an even stronger V" to produce a reasonable pairing gap
in protons: the experimental ground-state A, from the three-
point formula is 2.46 MeV. As Fig. 6 shows, (A,) changes
monotonically with V. Corresponding IVGDR widths are
also plotted in Fig. 6 and, as expected, a larger pairing gap
suppresses the IVGDR width. However, the overall shift in
the width is small due to the restricted variation in (A;). A
proper thermodynamic averaging over the whole (A,, A))
space may improve the result. Further, as (A,,) disappears, all
three IVGDR widths merge with a decreasing slope. It depicts
a correlation between the nuclear paring and IVGDR width.

IV. CONCLUSION

We presented an improved version of TSFM, where micro-
scopic DFT inputs are implemented to calculate the IVGDR
width of '2°Sn. Our model is found to be quite insensitive to
the theoretical parameters like the choice of interaction and
thermodynamic potential. Our results show better agreement
with the experimental data in comparison to the conven-
tional mac-mic predictions. The low-temperature behavior of
IVGDR width depends strongly on the nuclear paring and, in
addition to the standard static paring; we need to incorporate
pairing fluctuations [47] to achieve a better agreement in this
region. We qualitatively explain the plausible effect of pairing
fluctuations. More comprehensive study along this direction
is in progress.
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