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Longitudinal dynamics and particle production in relativistic nuclear collisions
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This work presents a three-dimensional dynamical initialization model for relativistic heavy-ion collisions,
implementing local energy-momentum conservation and baryon charge fluctuations at string junctions. Con-
straining parameters using experimental data from p + p collisions at various collision energies, the model
provides a very good description of the charged hadron and net proton rapidity distributions in Au + Au
collisions from 7.7 to 200 GeV and Pb + Pb collisions at 8.77 and 17.3 GeV. We demonstrate the importance
of fluctuations of baryon densities to string junctions for describing net-proton distributions at collision energies
of 62.4 and 200 GeV. Including this improved baryon stopping description along with the requirement of
strangeness neutrality also yields a good description of identified particle yields as functions of the collision
energy above 7.7 GeV. We further study asymmetric p + Al and (p, d, 3He) + Au collisions at the top Relativis-
tic Heavy-Ion Collider (RHIC) energy and p + Pb, Xe + Xe, and Pb + Pb collisions at Large Hadron Collider
(LHC) energies. We identify the produced particle rapidity distributions in asymmetric collision systems as
particularly useful for constraining models of the early-time longitudinal dynamics.
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I. INTRODUCTION

The behavior of quantum chromodynamics (QCD) at finite
temperature and density is of fundamental interest. Quantify-
ing the phase structure of hot and dense QCD matter is one
of the primary goals in relativistic nuclear physics. Extensive
experimental heavy-ion programs are being conducted at fa-
cilities all over the world, such as the Large Hadron Collider
(LHC) [1], the Relativistic Heavy-Ion Collider (RHIC) [2–5]
with its Beam Energy Scan (BES) program [6–9], and the
NA61/SHINE experiment at the Super Proton Synchrotron
(SPS) [10,11]. They cover a wide range of collision energy
and provide us with a unique opportunity to quantify the
phase diagram of strongly interacting matter and to study the
thermodynamic and transport properties of QCD matter as a
function of temperature and net baryon density [12–14].

To establish quantitative connections between the QCD
phase structure and measurements from relativistic heavy-
ion collisions over an extensive collision energy range, we
need to model the entire dynamical evolution of the heavy-
ion collisions event by event. Hybrid theoretical frameworks
that combine relativistic viscous hydrodynamics and hadronic
transport models have been developed to simulate the space-
time evolution of heavy-ion collisions and have achieved a
lot of successes in phenomenological studies over the past
decades [15,16]. At collision energies below top RHIC en-
ergy, the simplifying assumption of boost invariance, which is
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often employed when describing high energy collisions, is not
justified and one has to model the full (3 + 1)-dimensional
[(3 + 1)D] dynamics [17–19]. Experimental data on particle
rapidity distributions at varying collision energies and for
different collision systems, in particular asymmetric ones,
provide important constraints for models that include longi-
tudinal dynamics.

The incoming heavy nuclei carry baryon and electric
charges, which are conserved during the system’s evolu-
tion. After the initial impact, the colliding nucleons lose
their kinetic energy and lead to nontrivial distributions and
correlations for these conserved charges as functions of col-
lision energy. Along with the rapidity dependence of neutral
and charged hadron production, the net baryon and electric
charge rapidity distributions allow one to trace the longitudi-
nal dynamics in heavy-ion collisions, and provide important
constraints on the initial baryon and electric charge distribu-
tions and their evolution. The initial-state fluctuations of these
conserved charges constitute a crucial background to signals
of the QCD critical point in net proton cumulants [12,20–
22]. Furthermore, the final-state phase-space distributions
of protons and neutrons are also crucial inputs for light-
nuclei production, which is a sensitive probe for QCD critical
fluctuations [23–27].

The conserved charges are important to consider theoreti-
cally as the properties of the quark-gluon plasma (QGP) are
altered in an environment doped with net baryon and electric
charges. As observed experimentally at RHIC Beam Energy
Scan (BES) collision energies [28–31], an increasing net
baryon charge remains at midrapidity as the collision energy
decreases, which is a prerequisite for scanning the QCD phase
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diagram in the plane of temperature and net baryon chemical
potential.

In this work, we develop a dynamical 3D initial state model
which parametrizes the energy loss processes during the nu-
clear impact stage. This initial state model is dynamically
connected with hydrodynamics on a local basis as the two
colliding nuclei pass through each other. Several similar dy-
namical initialization schemes have recently been developed
[18,32–34] (see a recent review [16] on this topic). We will use
particle rapidity distributions in p + p collisions to calibrate
the model as a function of collision energy and extend our
calculations to asymmetric light + heavy ion and symmetric
heavy-ion collisions. This initial state model also correlates
the initial stage energy loss with the baryon charge distribution
in coordinate and momentum space. Using only a handful of
effective parameters, we will focus on describing the longitu-
dinal distribution of particle production for collision energies
of a few GeV to the TeV scale for a variety of collision
systems.

This paper is organized as follows: the next section de-
scribes several theoretical improvements over the 3D Glauber
model first introduced in [18]. This initial state model is
dynamically connected with a viscous hydrodynamics plus
hadronic transport framework to simulate relativistic nuclear
collisions at different collision energies, which will be dis-
cussed in Sec. III. The model parameters are calibrated with
p + p collisions at different collision energies in Sec. IV. In
the same section we apply the model to small asymmetric
collision systems and compare event-by-event multiplicity
distributions and pseudorapidity distributions to experimental
data. Then we extend our model to study rapidity distributions
of produced particles in heavy-ion collisions at SPS, RHIC,
and LHC energies in Sec. V. In particular, the initial state
baryon stopping is constrained with the net proton rapidity
distributions at different collision energies. We further study
how well the system’s chemistry is described as a function
of collision energy by comparing identified particle ratios to
experimental data. The paper concludes in Sec. VI.

II. THE IMPROVED 3D MONTE CARLO GLAUBER
INITIAL STATE MODEL

We discuss the 3D Glauber Monte Carlo initial state model,
first introduced in [18], with a focus on new developments
and improvements to the model. The important updates of the
model are summarized as follows:

(i) Improved treatment of subnucleonic structure.
(ii) Flexible parametrization of the energy loss functional

in nucleon-nucleon collisions.
(iii) Implementation of energy-momentum conservation

in the source term determination.
(iv) Inclusion of partial coherence in multiple nucleon-

nucleon (NN) scatterings at high energy.
(v) Inclusion of collision remnants as additional source

terms for the hydrodynamic fields.
(vi) Possibility of initial baryon number fluctuations to

string junctions .

We will discuss each update in detail in the following
subsections.

A. Subnucleonic structure

In this work, nucleons are sampled from nuclear density
distributions of the Woods-Saxon form [35], and individual
nucleons are treated as collections of three valence quarks
with positions and momenta that fluctuate from configura-
tion to configuration. The valence quarks’ spatial positions
are sampled from a 3D Gaussian distribution with a width
B = 4 GeV−1 = 0.79 fm,

P(�r) ∝ e−r2/(2B2 ). (1)

The value for the hot spot width B is similar to those extracted
from the recent global Bayesian analyses [36,37]. A detailed
study of how observables depend on the parameter B will
be done in the future, when we plan to explore observables
sensitive to anisotropic flow, which are expected to depend
more strongly on B than the multiplicity distributions studied
in this work.

1. Metropolis sampling of multiple valence quarks from the
parton distribution function

The energy deposited in the interaction region is deter-
mined by the energy lost by the valence quarks in every
nucleon-nucleon collision. The first step is consequently the
determination of the initial valence quark energy and mo-
mentum. We sample the longitudinal momentum fraction
{xi} of the quark according to the proton’s and neutron’s
valence parton distribution function (PDF), where i la-
bels the quark. Nuclear modifications (EPS09) are included
when considering nucleons inside heavy nuclei [38]. The
parton’s longitudinal momentum is Pz

q,i = xiP
z
N with the nu-

cleon’s momentum given by the beam rapidity ybeam, Pz
N =

mN sinh(ybeam ), where for the nucleon mass we use mN =
0.938 GeV. We impose

3∑
i=1

Pz
q,i � Pz

N ⇒
3∑

i=1

xi � 1 (2)

so that the total momentum carried by the three valence quarks
is smaller than or equal to the nucleon’s momentum. We also
impose a similar constraint on energy,

3∑
i=1

Eq,i � EN ⇒
3∑

i=1

√
m2

parton

m2
N cosh2(ybeam )

+ x2
i tanh2(ybeam )

� 1. (3)

We set the valence quark mass mparton = 0.312 GeV in our
calculation. For ybeam � 1, the energy constraint reduces to∑3

i=1 xi � 1.
Here we develop a Metropolis algorithm to realize this

constraint while keeping the single parton’s x distribution
unchanged. Our sampling procedure is to first generate a large
sample of {xi} from the PDF for u and d quarks. Then we
randomly group them into triplets of (uud ) and (udd ) for
protons and neutrons, respectively. At this stage, some triplets
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FIG. 1. (a) The probability distributions of the sampled u and
d valence quarks compared to their PDF (CT10nnlo) [39]. (b) The
probability distributions of the summed x values of the three valence
quarks inside protons and neutrons, respectively.

have a sum of {xi} larger than 1 and some have the sum smaller
than 1. We define a score s for each triplet as

s({xi}) =
{∑

i xi if
∑

i xi � 1,

0 if
∑

i xi > 1.
(4)

Then we randomly pick two triplets from the list and swap a
pair of valence quarks with the same flavor. If the sum of the
scores from the two triplets increases after the swap, we keep
the change. Otherwise, we reject the swap. By repeating this
procedure many times, we can ensure all triplets have a sum
smaller than 1. Since we do not throw out any samples, the
single parton’s x distribution remains unchanged. We include
the nuclear PDF modification when we sample valence quarks
inside of nucleons of large nuclei, such as Au and Pb.

Figure 1(a) shows the u and d quarks’ distributions from
our Metropolis algorithm compared with the standard va-
lence quark PDF (CT10nnlo) [39]. The comparison explicitly
demonstrates that our algorithm does not modify the single
parton distributions while constraining

∑
i xi � 1 inside nu-

cleons. Figure 1(b) shows the probability distributions of the

sum of three valence quarks’ x inside protons and neutrons.
The distribution is more sharply peaked near 1 for protons
than neutrons because protons carry two u valence quarks
whose mean x is larger than that of the d quark.

2. Soft partonic cloud

The three valence quarks do not carry all the energy and
momentum of the nucleon, which is illustrated in Fig. 1(b).
The remaining energy and momentum are distributed among
the sea quarks and gluons. To consider the energy loss of
these partons in this model, we treat them as a single soft
cloud object inside the nucleon. Because the current string
deceleration model assumes colliding partons having the same
mass [18], we consider a soft partonic cloud having mass
mparton. If the remaining energy inside the nucleon is larger
than the valence quark mass mparton, we assign the following
energy and momentum to the soft partonic cloud,

Ecloud = EN −
3∑

i=1

Eq,i ≡ mparton cosh(ycloud ), (5)

Pz
cloud = mparton sinh(ycloud ). (6)

If the remaining energy is smaller than the valence quark
mass, the remaining energy and momentum are attributed to
the nucleon remnant which will not participate in the binary
collisions. We will discuss their treatment in Sec. II E 2 below.
The energy loss of the soft partonic cloud will be treated the
same way as the valence quarks during the nucleon-nucleon
(NN) collisions. We will refer to valence quarks and the soft
partonic cloud collectively as partons below.

B. Parametrizing energy loss in nucleon-nucleon collisions

Partons lose their energy and momentum by deceleration in
the longitudinal color fields of their collision partner [40,41].
This corresponds to a 1D deceleration model,

dE

dz
= −σstring and

dPz

dt
= −σstring, (7)

where σstring is the string tension [18,42–44]. The solution
of Eq. (7) was discussed in detail in Ref. [18]. We assign
the lost energy and momentum of the colliding participant
partons as the energy and momentum of the string sources
for the hydrodynamic fields. After each NN collision, the
participant partons will carry their final-state rapidity and they
will be treated as additional “collision remnant sources” for
the hydrodynamic fields, deposited at the string ends. These
source terms will be deposited into hydrodynamics after a
thermalization time �τth = 0.5 fm in the local rest frame of
the NN collision.

1. Average rapidity loss

Motivated by the baryon stopping extracted by the
BRAHMS Collaboration [29], we model the average rapidity
loss function of the valence quark with an incoming rapidity
yinit in the collision pair rest frame as

〈yloss〉(yinit ) = Ayα2
init[tanh(yinit )]

α1−α2 , (8)
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FIG. 2. The valence quark rapidity loss as a function of its initial
rapidity in the collision pair rest frame. The shaded region indicates
one standard deviation of the rapidity loss fluctuation. The gray area
is excluded because yloss � yinit .

We make sure that the choice of the three parameters A, α1,
and α2 always gives 〈yloss〉 < yinit . The functional dependence
of Eq. (8) is shown in Fig. 2 below. When α1 > α2, yloss ∝
yα1

init for small initial rapidity. And for large initial rapidity
tanh(yinit ) → 1, so yloss ∝ yα2

init .

2. Multiplicity/rapidity lloss fluctuations

Given an initial incoming rapidity yinit , we allow the
amount of rapidity loss to fluctuate from one collision to
another. We will see later that the rapidity loss fluctuation
strongly affects the particle multiplicity distribution at midra-
pidity. We introduce a logit-normal distribution whose mean
agrees with our parametrization in Eq. (8). The variance of
the distribution, σ , is treated as a free parameter in our model.
In contrast to the normal distribution, the logit-normal distri-
bution allows us to impose lower and upper bounds on the
possible values and can be written as,

f (x, μ, σ ) = 1

σ
√

2π

1

x(1 − x)
exp

(
− (logit(x) − μ)2

2σ 2

)
,

(9)

where μ is the mean and σ is the variance. The logit function
is defined as logit(x) = ln[x/(1 − x)]. The samples {Xi} from
this distribution are bounded between 0 and 1. We can now
map the upper bound to the incoming rapidity of the parton
yinit and the mean μ = 〈yloss〉.

In practice, we generate a random sample X from a normal
distribution with mean 0 and a given variance σ , N (0, σ ).
When computing

Y = 1

1 + e−X
, (10)

the random number Y lies in (0, 1) and follows the logit-
normal distribution. Finally, we use a second-order polyno-
mial to map (Y → yloss) requiring (0 → 0), ( 1

2 → 〈yloss〉), and

FIG. 3. (a) Charged hadron pseudorapidity distributions in min-
imum bias p + p collisions from 23.6 to 200 GeV center of mass
energy compared with experimental data [58–60]. (b) Event-by-event
multiplicity distributions in p + p collisions at 200 GeV compared to
experimental data from the UA5 Collaboration [61].

(1 → yinit ). With this prescription, we sample yloss for each
individual valence quark and the soft cloud.

3. Number of strings produced in NN collisions

In individual nucleon-nucleon collisions, we allow for
multiple partons to interact and lose energy. Stringlike energy-
momentum sources are produced for each parton-parton
collision. We allow individual partons to interact only once in
one NN collision, while multiple strings can be produced from
different pairs of partons in the NN collision. The relative
probability of producing more than one string Nstring > 1 is
parametrized as

P(Nstring) ∝ e−(Nstring−1). (11)

Considering the three valence quarks and the soft partonic
cloud, we allow one NN collision to produce a maximum of
four strings. According to Eq. (11), the average number of
strings produced in one NN collision is 〈Nstring〉 � 1.507.

We will see in Sec. IV that the fluctuations in the number of
string sources, resulting from sampling Nstring from Eq. (11),
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FIG. 4. (a) Effects of nucleon remnants’ energy loss on charged
hadron pseudosdqrapidity distributions in minimum-bias p + p col-
lisions at 200 GeV. (b) Estimation of the longitudinal energy
distribution of charged hadrons.

and the fluctuating amount of rapidity loss in each parton-
parton collision contribute to the shape of the multiplicity
distribution of produced particles.

In the situation when a projectile nucleon goes through
multiple collisions with different nucleons from the target
nucleus, we allow multiple strings to be attached to the same
parton in a sequential order after all the partons in the projec-
tile nucleon are connected with at least one string.

C. Improved energy-momentum distribution of strings

As the two nuclei collide with each other, we consider
individual nucleon-nucleon collisions to be independent. The
participant partons from the colliding nucleons lose energy
and momentum during the impact according to the classical
string deceleration model [18,43]. We denote the initial and
final rapidities of the projectile and target partons as yinit

P/T and
yfinal

P/T , respectively. The energy and momentum lost during the
collision are

Eloss = mparton
[

cosh
(
yinit

P

) + cosh
(
yinit

T

)
− cosh

(
yfinal

P

) − cosh
(
yfinal

T

)]
, (12)

Pz
loss = mparton

[
sinh

(
yinit

P

) + sinh
(
yinit

T

)
− sinh

(
yfinal

P

) − sinh
(
yfinal

T

)]
. (13)

FIG. 5. Charged hadron pseudorapidity distributions for p + Al,
p + Au, d + Au, and 3He +Au collisions at 200 GeV. Theoretical
results in different centrality bins are compared with the experimental
data from the PHENIX Collaboration [62].

These lost energy and momentum are distributed in strings
in space-time, that serve as sources for the hydrodynamic
fields. In this work we improve upon the Monte Carlo
3D Glauber model introduced in [18] by imposing energy-
momentum conservation constraints on the string production.
These global constraints enable us to make model predictions
for particle rapidity distributions dNch/dη at different colli-
sion energies.

The energy-momentum source terms for the strings can be
written as

Jμ
string(�x⊥, ηs) = estring(�x⊥, ηs)uμ

string(ηs) (14)

with

uμ
string(ηs) = ( cosh[y(ηs)], 0, 0, sinh[y(ηs)]). (15)

Here the local energy density inside a string is assumed to
be constant in rapidity with half-Gaussian-shaped dropoffs
at both ends in the longitudinal direction modulated by a
factorized transverse profile,

estring(�x⊥, ηs) = f⊥(�x⊥)estring(ηs), (16)

where the transverse profile is assumed to be a normalized 2D
Gaussian,

f⊥(�x⊥) = 1

2πσ 2
⊥

exp

(
− (x1 − x1,c)2

2σ 2
⊥

− (x2 − x2,c)2

2σ 2
⊥

)
, (17)

where the center of the string sits at the binary collision

point in the transverse plane, x1(2),c = (xT
1(2) + xP

1(2))/2. The
longitudinal profile is parametrized as

estring(ηs) = Ne exp

[
− (|ηs − ηs,c| − �ηs)2

2σ 2
ηs

× θ (|ηs − ηs,c| − �ηs)

]
, (18)
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FIG. 6. Charged hadron pseudorapidity distributions for cen-
tral d + Au collisions at 200, 62.4, 39, and 19.6 GeV. Theoretical
results are compared with experimental data from the PHENIX
Collaboration [63].

where Ne is a normalization factor, ηs,c marks the center of
the string, and σηs describes how fast the energy density drops
at the string ends. The length of the string is characterized
by 2�ηs, which will be determined by the classical string
deceleration model [18,43]. Assuming a string extends from
ηs,T to ηs,P (with ηs,P > ηs,T ), the string center ηs,c ≡ (ηs,P +
ηs,T )/2, and �ηs ≡ (ηs,P − ηs,T )/2.

Since the rapidities of the decelerated partons at the string
ends are yfinal

T and yfinal
P , we assume the momentum rapidity

profile inside the string is taking the following linear form:

y(ηs) = yfinal
T + yfinal

P − yfinal
T

ηs,P − ηs,T
(ηs − ηs,T )

= yCM + �y

�ηs
(ηs − ηs,c). (19)

FIG. 7. Charged hadron multiplicity distribution in minimum
bias d + Au collisions at 200 GeV compared with experimental data
from the STAR Collaboration [30].

FIG. 8. (a) Charged particle pseudorapidity distributions in min-
imum bias p + p collisions from 5.02 to 13 TeV compared with
experimental data from the ALICE Collaboration [64]. (b) Normal-
ized multiplicity distribution for p + p collisions at 7 TeV compared
with experimental data from the ALICE Collaboration [65].

Here, we defined the center-of-mass rapidity yCM ≡ (yfinal
P +

yfinal
T )/2 and the local rest frame relative rapidity �y ≡

(yfinal
P − yfinal

T )/2. One can show that tanh(yCM) = Pz
loss/Eloss.

Based on Eqs. (18) and (19), we can determine the nor-
malization factor Ne using the energy and net longitudinal
momentum lost by the colliding partons in Eqs. (12) and (13).
The strings’ energy and longitudinal momentum are

Eloss = Estring =
∫ ηs,P

ηs,T

dηsestring(ηs) cosh[y(ηs)] (20)

and

Pz
loss = Pz

string =
∫ ηs,P

ηs,T

dηsestring(ηs) sinh[y(ηs)]. (21)

By changing to the variable η̃s = �y
�ηs

(ηs − ηs,c), we can write
the string’s energy as

Estring =
∫ �y

−�y
d η̃s

�ηs

�y
estring(η̃s) cosh(yCM + η̃s). (22)
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FIG. 9. Charged hadron pseudorapidity distributions in different centrality bins for p + Pb collisions at 5020 GeV (a,b) and 8160 GeV (c,d).
Theoretical results with centrality defined by the CL1 (a,c) and V0A (b,d) triggers are compared with the ALICE measurements [66,67,69].

The local energy density profile in Eq. (18) is symmetric with
respect to η̃s → −η̃s,

estring(η̃s) = Ne exp

{
− �η2

s

2σ 2
ηs

(∣∣∣∣ η̃s

�y

∣∣∣∣ − 1

)2

× θ

[
�ηs

(∣∣∣∣ η̃s

�y

∣∣∣∣ − 1

)]}
. (23)

Therefore, the string’s energy can be simplified to

Estring = cosh(yCM)
�ηs

�y

∫ �y

−�y
d η̃sestring(η̃s) cosh(η̃s). (24)

Similarly, the string’s longitudinal momentum can be written
as

Pz
string = sinh(yCM)

�ηs

�y

∫ �y

−�y
d η̃sestring(η̃s) cosh(η̃s). (25)

To fulfill Eqs. (24) and (25), we must have

�ηs

�y

∫ �y

−�y
d η̃sestring(η̃s) cosh(η̃s) = Mstring, (26)

where Mstring is the string’s invariant mass, Mstring =√
(Estring)2 − (Pz

string)2 = √
(Eloss)2 − (Pz

loss)2. From Eq. (26),

we can determine the normalization factor Ne in Eq. (18).

D. Partial coherent NN scatterings in high energy
heavy-ion collisions

In heavy-ion collisions, an individual nucleon scatters mul-
tiple times as it travels through the other nucleus. The partons
inside one nucleon could lose energy multiple times from dif-
ferent nucleon-nucleon collisions. The interval between two
scatterings shrinks as the collision energy increases. To take
into account the coherence effect in multiple scatterings, we
introduce a model parameter λcoh, which controls the proba-
bility for string production. The probability of producing one
more string when the colliding pair of nucleons has already
produced Nstring strings is parametrized as

P(λcoh, Nstring) ∝ (1 − λcoh ) exp(−λcohNstring). (27)

For λcoh = 1 no additional strings will be produced after the
primary NN collision, while λcoh = 0 allows all binary colli-
sions to produce strings.

E. Collision remnants

After the last collision of each participant parton, they carry
their final rapidity yfinal

P/T , meaning that they have finite energy
and momentum left. The remnants of the wounded nucleons
(valence quarks and/or soft partonic cloud in the nucleon
that did not collide and produce a string) also carry finite
energy-momentum. In this model, we deposit all of them as
energy-momentum sources into the hydrodynamic fields. In
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FIG. 10. The centrality dependence of charged hadron pseudora-
pidity distributions in Au + Au collisions at 19.6, 62.4, and 200 GeV.
Theoretical calculations are compared with experimental data from
the PHOBOS Collaboration [73].

this subsection, we will discuss our treatment of the parton
remnants at the string ends and the nucleon remnants, which
are part of the participant nucleon but are not connected to
strings.

1. Parton remnants

After a nucleon-nucleon collision, the energy and momen-
tum that were not deposited inside the flux tube remain in
the partons at the string ends, which have their final rapidities
yfinal

T and yfinal
P . The energy-momentum carried by these quarks

will also be deposited into the medium with a Gaussian spatial
profile. The source term for the left-going target or right-going

FIG. 11. The rapidity distributions of net protons for six cen-
trality bins in Au + Au collisions at 7.7, 19.6, 62.4, and 200 GeV.
Theoretical calculations are compared with the experimental data
from the BRAHMS and STAR Collaborations [28–31]. Weak decays
are included for both protons and anti-protons in the calculations.

FIG. 12. The effects of baryon charge fluctuations to string junc-
tions on the net proton rapidity distributions in Au + Au collisions at
200 GeV [28,30].

projectile parton remnant can be written as

Jμ
parton(�x⊥, ηs) = e(�x⊥, ηs)uμ

parton. (28)

Here the velocity of the projectile/target parton is

uμ
parton = (

cosh
(
yfinal

P/T

)
, 0, 0, sinh

(
yfinal

P/T

))
. (29)

The energy density profile is

e(�x⊥, ηs) = mparton f⊥(�x⊥) fη(ηs), (30)

where mparton is the parton’s mass and the spatial smearing
function f⊥ is defined in Eq. (17). In the longitudinal direc-
tion, the smearing function fη is a normalized Gaussian,

fη(ηs) = 1√
2πσηs

exp

(
− (ηs − ηs,P/T )2

2σ 2
ηs

)
. (31)

2. Nucleon remnants

During individual nucleon-nucleon collisions, the partici-
pant valence quarks inside the nucleon will not carry all the
energy and momentum of the incoming nucleon. Therefore,
we introduce the nucleon remnant to take into account the
remaining energy-momentum that does not contribute to the
string production. To determine the energy and momentum of
the nucleon remnant, we start with the original energy and
momentum of the colliding nucleon and subtract the energies
and momenta of each sampled valence quark and the soft
partonic cloud from the nucleon, that is connected to a string.
After all the NN collisions are done, we will have the energy
and momentum for the nucleon remnant, Pμ

rem,

Pμ
rem = Pμ

proton −
∑

i∈participant
partons

Pμ
i , (32)

where i runs over all the valence quarks and the soft par-
tonic cloud that contribute to the string production in the NN
collision.
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TABLE I. Additional model parameters which are relevant for
light+heavy and heavy-ion collisions at different collision energies.

√
sNN (GeV) esw (GeV/fm3) λcoh

7.7 0.25 0.1
8.77 0.25 0.1
17.3 0.25 0.2
19.6 0.25 0.2
39 0.35 0.2

62.4 0.45 0.2
200 0.5 0.25
2760 0.2 0.35
5020 0.2 0.35
5440 0.2 0.35
8160 0.2 0.35

Physically, the nucleon remnants carry colors and will
radiate and lose energy. To produce hydrodynamic source
terms from the nucleon remnants, we model their energy loss
according to the same string deceleration model as above, but
with a reduced average rapidity loss, 〈yrem

loss〉 = αrem〈yloss〉. By
fitting the charge hadron production at forward rapidities in
p + p collisions, we find αrem = 0.5 (see Fig. 4 below).

The energy-momentumsource term Jμ
rem needs to be time-

like to ensure that we can find a positive local energy density
and flow velocity for the hydrodynamic fields. If Pμ

rem is a
timelike vector, we can decompose it into an invariant mass
and a rapidity,

Mrem =
√(

Pt
rem

)2 − (
Pz

rem

)2
(33)

and

yrem = arctanh

(
Pz

rem

Pt
rem

)
. (34)

If the remnant energy-momentum vector is a spacelike vec-
tor, we need to regulate Pμ

rem by keeping its energy component
and using the beam rapidity ybeam to determine its invariant
mass

Mrem = Pt
rem

cosh(ybeam )
(35)

and longitudinal momentum

Pz
rem = Mrem sinh(ybeam ). (36)

This regulation scheme ensures the system’s total energy
remains correct but introduces small violations on the total
longitudinal momentum conservation. While it is not the only
scheme to regulate spacelike vectors, preserving the colli-
sion system’s energy when mapping the initial state to the
hydrodynamic stage is preferred for studying global particle
production in this work. The spatial profile of the nucleon
remnant sources Jμ

rem is chosen to be the same as those for
the parton remnants in Eqs. (28)–(31).

F. Initial state baryon number fluctuations

As an alternative to depositing the baryon number at the
string ends, as done in [18], we introduce the string junction

FIG. 13. The correlation of net baryon charge’s space-time ra-
pidity and momentum rapidity for central Au + Au collisions at√

sNN = 200 GeV (a), 39 GeV (b), 19.6 GeV (c), and 7.7 GeV (d).

model [45], where the baryon charge of the string can fluctuate
towards the center of the string, according to the following
probability:

P
(
yB

P/T

) = (1 − λB)yP/T + λB
e[yB

P/T −(yP+yT )/2]/2

4 sinh[(yP − yT )/4]
. (37)

Here, the yP and yT are the rapidities of the two string ends.
The second term on the right-hand side of Eq. (37) is

motivated by the single baryon production cross section de-
rived in Ref. [45]. The spatial profile of a baryon charge
is chosen to be a 3D Gaussian in �x⊥ and ηs. It is placed
inside the string at the space-time rapidity ηs, which satisfies
y(ηs) = yB

P/T according to Eq. (19). We choose λB = 0.2 to
reproduce the net proton rapidity distribution measured by the
BRAHMS Collaboration at 62.4 and 200 GeV [28,29]. The
effects of string junction fluctuations decrease with collision
energy. The same choice of the parameter can also repro-
duce the STAR measured net proton yields at midrapidity in
the RHIC BES program [46]. At low collision energies, one
would expect an additional double baryon production process
to become important [45]. We will include this contribution in
future phenomenological studies. These string junction fluc-
tuations introduce nontrivial baryon transport at the initial
state. They are important to understand the net baryon charge
distributions measured in the RHIC BES program as shown in
Fig. 12.

III. DYNAMICAL INITIALIZATION IN A
HYDRODYNAMIC + HADRONIC TRANSPORT

HYBRID FRAMEWORK

To study particle production in relativistic nuclear colli-
sions, we integrate the improved Monte Carlo 3D Glauber
model discussed in the previous section with a hydrodynamics
+ hadronic transport hybrid framework. For center-of-mass
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FIG. 14. The centrality dependence of identified particle yields
in the midrapidity region of Au + Au collisions from 7.7 to 200 GeV
compared with the experimental data from the STAR Collaboration
[30,31]. Weak decays are included for protons and antiprotons in the
calculations.

energies around 10 GeV and, when interested in the region
away from midrapidity, also for much higher collision en-
ergies, the finite extension of the collision overlap region
requires us to interweave the 3D initial state with hydrody-
namics in a dynamical setup, which was discussed in detail in
Ref. [18].

The produced strings and remnants source the hydrody-
namic fields,

∂μT μν = Jν (38)

∂μJμ
B = ρB, (39)

with the Jμ being the energy-momentum source terms from
the produced strings and parton and nucleon remnants dis-
cussed in the previous section. The net baryon current Jμ

B
receives scalar source terms ρB from the 3D Glauber model as
described in Sec. II F. The system’s energy-momentum tensor
T μν and baryon current Jμ

B are evolved in full (3+1)D [18]
with a lattice-based equation of state at finite density, NEOS-
BQS [47]. We employ the MUSIC hydrodynamic framework
[48–51] to perform numerical simulations. For the spatial
shape of the source terms, we choose the transverse smearing
width σ⊥ = 0.5 fm in Eq. (17). The value of the longitudinal
smearing parameter σηs in Eq. (18) depends on the collision
energy as follows,

σηs =
⎧⎨
⎩

0.2,
√

sNN < 25 GeV,

0.5,
√

sNN ∈ [25, 100] GeV,

0.6,
√

sNN > 100 GeV.

(40)

During the hydrodynamic evolution, we use a specific
shear viscosity ηT/(e + P) = 0.12, which gives a reason-
able description of the anisotropic flow coefficients in central
and semiperipheral Au + Au collisions. We neglect the bulk
viscous effects and baryon diffusion in this work. The

FIG. 15. Identified particle ratios at midrapidity (y = 0) as func-
tions of the collision energy in central Au + Au collisions in the
RHIC BES program compared with the world data [31,76–80]. Weak
decays are included for protons and anti-protons in the calcula-
tions but turned off when computing particle yields for multistrange
baryons.

phenomenological effects of baryon diffusion were studied
in Ref. [51]. Driven by the gradients of net baryon chemical
potential, including a diffusion current would lead to transport
of more baryon charges from forward rapidities to midra-
pidity. We leave a robust extraction of baryon diffusion and
initial-state baryon stopping to a future systematic study with
Bayesian inference techniques.

As the collision system evolves to low energy density, we
convert fluid cells back to particles on a 3D hyper-surface
across space-time according to the Cooper-Frye procedure
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[52,53]. The hypersurface is constructed at a constant energy
density esw during the hydrodynamic evolution using the Cor-
nelius algorithm [54]. At the beginning of the hydrodynamic
evolution, we include an additional “cold corona” hypersur-
face at a constant proper time for those fluid cells with local
energy density e < esw. We cut off the corona surface at
a cutoff energy density elow = 0.05 GeV/fm3, below which
the particle production from the Cooper-Frye procedure is
negligible. The effects of the cold corona on particle produc-
tion will be discussed in Appendix A. The thermally emitted
hadrons are fed into a hadronic transport model, URQMD

[55,56], which performs further scatterings and decays. The
complete set of dynamical evolution models is integrated in
the IEBE-MUSIC framework v1.1 [57].

IV. MODEL CALIBRATIONS WITH SMALL SYSTEMS

In this section, we discuss the charged hadron production
in small collision systems. Because proton+proton colli-
sions do not involve multiple NN scatterings, we use the
rapidity-dependent charged hadron production dNch/dη and
the normalized particle multiplicity distributions in these col-
lisions to calibrate the valence quarks’ rapidity loss in Eq. (8)
along with the rapidity loss of the nucleon remnants. For
p + p collisions, we use a switching energy density esw =
0.25 GeV/fm3 for the conversion hypersurface. At zero net
baryon density, this switching energy density corresponds to
a temperature of 150 MeV. Figure 2 shows the mean and
variance of the rapidity loss in the individual NN collisions
as a function of the initial rapidity yinit calibrated using p + p
collisions from 23.6 to 200 GeV. For the parameters appearing
in Eq. (8) we find A = 1.32, α1 = 1.8, and α2 = 0.35. The
variance of the rapidity loss fluctuation in Eq. (9) is set to
σ = 0.6 to describe the charged hadron multiplicity distribu-
tion p + p collisions at 200 GeV [see Fig. 3(b) below]. The
variance is kept the same when extrapolated to LHC collision
energies. Note that the mapping procedure for rapidity loss
described in Sec. II B 2 automatically shrinks the magnitude
of rapidity loss fluctuations as the mean rapidity loss is close
to the initial rapidity for yinit � 2.

A. Small systems at RHIC

We start our phenomenological discussion with minimum
bias p + p collisions at collision energies relevant for the
RHIC BES program.

Figure 3(a) shows our model calculation of the pseudo-
rapidity distributions of charged hadrons compared to the
experimental measurements in minimum bias p + p collisions
from 23.6 to 200 GeV. The average numbers of the produced
charged particles are correlated with the amount of rapid-
ity loss in individual NN collisions. Using the rapidity-loss
parametrization shown in Fig. 2, our hybrid model can give a
reasonable description of the particle production in minimum
bias p + p collisions for |η| > 2, while it overestimates the
midrapidity particle yield by about 10–20% compared with
the experimental measurements.

Figure 3(b) shows the charged hadron multiplicity distri-
bution in p + p collisions at 200 GeV. As stated above, in our

FIG. 16. Rapidity distributions of negative pions, positive kaons,
and protons in Pb + Pb collisions at SPS collision energies. The-
oretical results in different centrality bins are compared with the
experimental data from the NA49 Collaboration [82].

model the number of charged hadrons produced at midrapidity
is correlated with the amount of rapidity loss in individual NN
collision. Therefore, the particle multiplicity fluctuations are
directly related to the rapidity loss fluctuations. With a small
variance of the rapidity loss fluctuations, σ = 0.1, the charged
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hadron multiplicity distribution at midrapidity has multiple
peaks, resulting from the fluctuating number of contributing
strings (see Sec. II B 3). These peaks in the charged hadron
multiplicity distribution disappear as σ increases to 0.3. We
find that σ = 0.6 produces enough fluctuations at midrapidity
to achieve good agreement with the UA5 data [61]. We also
demonstrate that, when turning off fluctuations of the number
of strings in the case when σ = 0.1, the distribution has only
one peak and is significantly narrower than when allowing the
number of strings to fluctuate.

In p + p collisions, it is instructive to understand how
the nucleon remnant energy loss of the colliding nucleons
affects the pseudorapidity distributions of produced hadrons.
Figure 4(a) shows that the amount of energy loss of the
nucleon remnants has sizable effects on charged hadron pro-
duction for |η| > 2 at 200 GeV. It is easier to understand
how the particle production depends on the nucleon remnant
energy loss fraction parameter αrem by looking at an approx-
imation of the longitudinal energy distribution of charged
hadrons in Fig. 4(b). Here the charged hadrons’ longitudinal
energy distribution is estimated by multiplying the charged
hadron yields with a factor of cosh(η). Simulations without
energy loss in the beam remnants (αrem = 0) underestimate
the energy distribution for |η| > 2, while simulation results
with αrem = 1 overestimate the stopping power. The optimal
value is αrem = 0.5 for p + p collisions at 200 GeV. We will
keep this value fixed for all collision energies in this work.

After studying the particle production in p + p collisions
with our hybrid framework, we extrapolate our calculations to
the asymmetric light + heavy ion collisions at similar colli-
sion energies. In these collisions, individual nucleons can po-
tentially collide multiple times, some of which would be shad-
owed by the coherent scatterings. We adopt the same model
parameters as those in p + p collisions but use the switching
energy density esw and the coherent parameter λcoh which are
tuned to match the identified particle yields in heavy-ion colli-
sions. The values of esw and λcoh at different collision energies
are listed in Table I below. The charged hadron results in p + p
collisions are insensitive to these parameters.

Figure 5 shows the charged hadron pseudorapidity distribu-
tions in different centrality bins for p + Al, p + Au, d + Au,
and 3He +Au collisions at 200 GeV. Our model predictions
produce a reasonable description of the experimental data
from the PHENIX Collaboration [62] for all four collision
systems. The evolution of the asymmetric shape of dNch/dη

from central to peripheral collisions is well captured.
We note that the full (3+1)D simulations allow us to de-

termine the collision centrality the same way as the PHENIX
experiment, using the charged hadron multiplicity measured
in the Au-going direction with pseudorapidity −3.9 < η <

−3.1 [62]. The forward to the midrapidity correlation of
particle production is crucial to reproduce the centrality de-
pendence of charged particles in these asymmetric collision
systems. Our hybrid model describes this correlation reason-
ably well in these asymmetric collisions. The particle yields
at midrapidity in p + Al, d + Au, and 3He +Au collisions
are overestimated, most significantly so in p + Al collisions.
Finetuning of initial state energy loss around yinit ≈ 5 will
likely help to improve the overall description. We leave such a

FIG. 17. Charged hadron pseudorapidity distributions in Pb +
Pb (a,b) and Xe + Xe (c) collisions at LHC collision energies.
Theoretical results in different centrality bins are compared with
experimental data from the ALICE Collaboration [83–85].

calibration for future studies within a robust Bayesian frame-
work.

Figure 6 shows our model predictions for the collision
energy dependence of the charged hadron pseudorapidity
distribution in central d + Au collisions. We find a good
description of the asymmetric charged hadron pseudorapid-
ity distributions compared with the PHENIX data [63] from
200 GeV down to 19.6 GeV. The particle yields at midrapidity
are about 10% overpredicted. For

√
sNN < 40 GeV, the theo-

retical dNch/dη curves peak at a slightly smaller |η| compared
with the PHENIX data on the Au-going side.

Figure 7 shows the charged hadron multiplicity distribu-
tion in d + Au collisions at 200 GeV. Our model provides
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FIG. 18. The effects of cold corona cells on particle production
in Au + Au collisions at 7.7 GeV (a)–(f) and minimum bias p + p
collisions (g).

a good description of the charged hadron distribution in the
Au-going rapidity region −3.8 < η < −2.8 measured by the
STAR Collaboration [30]. We also compare them with the
normalized charged hadron multiplicity distribution at midra-
pidity. The midrapidity multiplicity distribution is narrower
than that in the backward rapidity region and only extends to
about three times the average. This shows that measurements
of particle distributions in different rapidity windows will help
to constrain the initial state longitudinal energy loss.

B. Small systems at LHC

We now further extrapolate our calculations to the higher
LHC energies and present predictions for charged hadron
production in p + p and p + Pb collisions.

Figure 8(a) shows the model to experimental data com-
parisons of the charged hadron pseudorapidity distributions
in minimum bias p + p collisions for center-of-mass ener-
gies ranging from 5.02 to 13 TeV. Using the rapidity loss
parametrization shown in Fig. 2, our model gives a reasonable
description of the midrapidity charged hadron production at
7 and 13 TeV, while overestimating the hadron yield by 10%

FIG. 19. Scatter plots for the initial-state number of strings vs
final-state charged hadron multiplicity in Au + Au collisions at two
RHIC energies (a), heavy-ion collisions at LHC energies (b), and
d + Au collisions at 200 GeV (c).

for 5.02 TeV. Figure 8(b) shows the normalized multiplicity
distribution at 7 TeV compared with the experimental data
from the ALICE collaboration [65]. Again, using the variance
of rapidity fluctuations σ = 0.6, our model gives a good de-

064905-13



CHUN SHEN AND BJÖRN SCHENKE PHYSICAL REVIEW C 105, 064905 (2022)

scription of the data up to five times the average. The tail of
the distribution is flatter than the data for Nch/〈Nch〉 > 5.

Moving to asymmetric p + Pb collisions at the LHC, be-
cause hydrodynamic simulations are performed in the local
rest frame of nucleon-nucleon collisions, we need to apply
a global rapidity boost of �y = 0.465 towards the p-going
direction [66–68] for all particles produced to the rest frame
of the LHC detectors.

Figure 9 shows the charged hadron pseudorapidity distri-
butions in p + Pb collisions at 5.02 and 8.16 TeV for different
centrality bins. Similarly to asymmetric collisions at RHIC,
employing the correct criterion of centrality determination
is crucial for a meaningful comparison. We compare the
model results with the ALICE data for two different centrality
triggers. The CL1 trigger uses the charged-particle multiplic-
ity in the central region |η| < 1.4 to define the centrality
classes. Figures 9(a) and 9(c) show that our predictions for
dNch/dη(η) are in good agreement with the ALICE measure-
ments using the CL1 trigger. Within our model, the equivalent
to the CL1 trigger selects the collision events with the most
rapidity loss in 0–5% p + Pb collisions. Because of the con-
straints from energy-momentum conservation, the particle
production in the forward direction in these central collision
events should be suppressed compared to peripheral collision
events which have less rapidity loss. This anticorrelation be-
tween midrapidity and forward rapidity particle yields can
indeed be seen in Figs. 9(a) and 9(c). The 0–5% centrality
class has almost the same or less charged hadrons at forward
rapidity η > 5 (the Pb-going side) than the 5–10% centrality
bin.

In Figs. 9(b) and 9(d), we define centrality bins using the
charged hadron yields measured in the region 2.8 < η < 5.1,
corresponding to the V0A trigger. In this case, for central
collisions the average charged hadron yield at midrapidity is
smaller than for the CL1 trigger.

Our model gives a good description of the centrality de-
pendence of p + Pb collisions with the central trigger but
underestimates the charged particle yield by 10–15% in 0–5%
central p + Pb collisions with the V0A trigger. This suggests
that the correlation of particle multiplicities between central
and forward rapidities is stronger in the data than in our
model.

Although there is room for improvement in our (3+1)D
model, we want to emphasize that the large difference be-
tween rapidity distributions obtained using different centrality
selection methods indicates that it is crucial to perform the
centrality selection the same way as the experiments, espe-
cially for asymmetric collision systems. This is only possible
using the full (3+1)D dynamical modeling of relativistic nu-
clear collisions.

V. PARTICLE PRODUCTION IN HEAVY-ION COLLISIONS

In this section, we apply our calibrated framework to simu-
late heavy-ion collisions in the RHIC Beam Energy Scan and
then extend the study to CERN SPS and LHC energies.

As we described in Sec. II, we adjust the coherence param-
eter λcoh for every collision energy so that the charged hadron
multiplicity is reproduced in 0–5% central collisions. We also

adjust the switching energy density to reproduce the p/π
ratios [30,31,70–72], as well as the smearing width σηs for
every collision energy. Those parameters are listed in Table I
and in Eq. (40) for different collision energies.

For heavy-ion collisions in the RHIC BES program, we
perform full minimum bias simulations and determine the
centrality based on the final charged hadron multiplicity at
midrapidity, |η| < 0.5 [31]. In Appendix B, we will discuss
a good initial-state estimator for collision events’ centrality
in symmetric heavy-ion collisions, which could be used to
speed up simulations if one is interested in observables in a
specific centrality bin. Figure 10 shows the pseudorapidity
distributions of charged hadrons in Au + Au collisions in
five centrality bins from 200 GeV down to 7.7 GeV. Our
model gives a good description of the experimental data from
the PHOBOS Collaboration from central to semiperipheral
centralities. This figure together with Figs. 3, 5, and 6 demon-
strates that our hybrid framework can provide a consistent
description of particle production from small p + p collisions
to heavy-ion collisions at RHIC BES energies.

We find that the best fit values of the coherence parameter
λcoh in Table I increase with the collision energy, which is
consistent with the saturation picture in the high energy limit
of the nucleus-nucleus collisions. The effective number of
collisions decreases as collision energy increases.

Because net-baryon fluctuations could have the potential
to reveal the existence and position of the QCD critical point
in the phase diagram [74], it is of crucial importance for
the RHIC BES program to quantify and understand the en-
ergy loss of the baryon charges during the initial state as
a function of collision energy. Experimentally, net-baryon
distributions are hard to obtain, but net-proton distributions
can be measured much more easily. Figure 11 shows the net
proton rapidity distribution from 7.7 to 200 GeV. Our model
predictions show remarkable agreement with the STAR and
BRAHMS data. The baryon stopping in our hybrid framework
is controlled by the energy loss of the colliding nucleon and
the probability of baryon charge fluctuations according to the
string junction model. Setting the parameter λB = 0.2, our
hybrid framework provides a consistent description of the net
proton rapidity distributions across centrality bins and colli-
sion energies. Figure 12 shows the effects of baryon charge
fluctuations to string junctions on the net proton rapidity
distributions. The nonzero λB allows a finite probability for
the initial baryon charges to fluctuate from the string ends to
string junctions during the initial collision. At 200 GeV, there
is a visible effect of baryon junction fluctuations to transport
baryon charge from forward rapidity regions to midrapid-
ity. Figure 13 shows the baryon charges’ spatial-momentum
correlations along the longitudinal direction after the initial
state deceleration dynamics. The baseline y = ηs represents
the baryon’s free-streaming limit at late times. In the forward
rapidity regions, the baryon charge’s rapidity is larger than its
space-time rapidity for all collision energies. This structure is
a consequence of the finite longitudinal overlapping region,
as the baryon charges produced at later times (but at similar
longitudinal position z) have a reduced space-time rapidity.
Closer to the midrapidity region, the two blobs in Fig. 13(a)
cross the y = ηs baseline, meaning that the baryon charge’s
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rapidity becomes smaller than its space-time rapidity. This
qualitative change is introduced by the deceleration dynamics
because the baryon charges move forward as they lose energy
and momentum. The baryons that get stopped (with y = 0) sit
at forward space-time rapidity. Also for

√
sNN = 39 GeV, the

baryon charges from the projectile and target nuclei form two
distinct blobs. As the collision energy decreases more, these
two distinct regions start to overlap. At

√
sNN = 7.7 GeV,

they are merged together and the y < ηs correlation from the
deceleration dynamics is mixed with the y > ηs correlations
from the collision geometry. The two small blobs at |y| ∼ 2
indicate a significant fraction of baryon charges is carried by
the beam remnants.

Figure 14 compares identified particle yields as functions
of the collision centrality with the experimental data from the
STAR Collaboration at midrapidity for collision energies from
7.7 to 200 GeV. The measured yields of light-flavor mesons,
protons, and antiprotons are well reproduced by our hybrid
framework, except for antiprotons at 7.7 GeV. We note that
the centrality dependence of identified particle yields is a
prediction of our model.

The hadronic chemistry in our model is determined by the
particlization energy density esw and the net baryon density
distribution on this particlization hypersurface. The latter is
the result of convoluting the initial state baryon stopping with
the propagation of the net baryon current in the hydrodynamic
phase. The constraints on strangeness neutrality nS = 0 and
net electric charge density nQ = 0.4nB in our employed equa-
tion of state play an essential role in generating differences
between the yields of particles and their antipartners [75].
Figure 15 shows various ratios of identified particles as
functions of collision energy. Assuming a grand canonical en-
semble (GCE), these ratios are sensitive to how the averaged
chemical potentials of conserved charges in the midrapidity
fireball evolve as a function of the collision energy. Based on
the quantum numbers carried by different species of hadrons,
the ratios K+/π+ ∝ exp(+μS ) and K−/π− ∝ exp(−μS ). In
our model, the strangeness chemical potential μS is related to
the net baryon chemical potential μB via the strangeness neu-
trality condition, which requires μS ≈ μB/3 [47,81]. Because
the averaged value of μB on the hypersurface increases as
the collision energy goes down, the net strangeness chemical
potential μS also increases as

√
s decreases, reproducing the

ratios K+/π+ and K−/π− as functions of collision energy in
Fig. 15(a). Figure 15(a) shows that the baryon stopping and
strangeness neutrality constraint in our model can be enough
to reproduce the collision energy dependence of the K+/π+
and K−/π− ratios. Below 7.7 GeV, the ratio of K+/π+ stops
increasing and starts to decrease as the collision energy goes
down. The resulting simultaneous suppression of K+/π+ and
K−/π− ratios is usually interpreted as the canonical suppres-
sion of the strangeness production, and cannot be reproduced
in our grand canonical framework.

Moving to the ratios of particles and antiparticles, the
ratio π−/π+ ∝ exp(−μQ) carries information about the net
electric charge chemical potential. The constraint nQ = 0.4nB

for the Au nucleus determines μQ to be negative and its
absolute magnitude to be positively correlated with the μB

values [47,81]. Thus, the comparison of the π−/π+ ratio with

the world data shown in Fig. 15(b) suggests that the baryon
stopping and the nQ = 0.4nB constraint are enough to explain
the mild increase of the π−/π+ ratio as the collision energy
goes down. The ratios of K−/K+ ∝ exp[−2(μQ + μS )] con-
tains a mixture of information on μQ and μS . The ratio p̄/p ∝
exp[−2(μQ + μB)] is dominated by the baryon stopping.

Figure 15(c) shows the ratios of antiparticles to particles
for strange baryons. The ratios of 
̄/
, �̄+/�−, and �̄/�

contain different weights of the strangeness chemical potential
μS . Our calculations reproduce the hierarchy of these ratios
from 200 GeV down to 7.7 GeV well. The ratio of �̄/� is
slightly underestimated.

We present results for identified particle production in
Pb + Pb collisions at CERN SPS collision energies in Fig. 16.
Compared to the available data from the RHIC BES pro-
gram phase I, the measured rapidity-dependent particle yields
dN/dy at SPS energies provide valuable information. Our
model can reasonably reproduce the π− and K+ rapidity
distributions from central to semiperipheral collisions at 17.3
and 8.77 GeV center-of-mass energies. Figures 16(k)–16(o)
further show the comparisons for the proton rapidity distri-
butions at SPS energies. Our model gives a good description
of the proton yield near the midrapidity region for both col-
lision energies. At 17.3 GeV, the plateau of proton yields
in |y| < 1 is reproduced well by our model without any pa-
rameter tuning. At forward rapidity y > 1, the experimental
data show a monotonic increase of the proton yields, sug-
gesting potential contamination from the spectator protons in
the measurements. At

√
sNN = 8.77 GeV, the experimental

data in the 0–5% centrality bin show that the proton yield
peaks around y = 1, while our model calculations have most
of the protons produced at y = 0. This difference suggests
the initial state baryon stopping is somewhat overestimated at
8.77 GeV. For centralities beyond 20%, the proton yield shows
a monotonic increase with rapidity in the experimental data
also at 8.77 GeV, which again suggests contamination from
the spectators. Last but not least, we extrapolate our model to
predict the particle production in heavy-ion collisions at LHC
energies. We determine collision centrality using the charged
hadron multiplicity in the rapidity region of the ALICE V0A
detector [86]. Figure 17 shows that our model gives excellent
predictions for charged hadron pseudorapidity distributions
dNch/dη(η) across centrality bins in Pb + Pb collisions at
center-of-mass energies of 2.76 and 5.02 TeV. Shifting to
smaller collision systems, the charged hadron yields in |η| <

1 are still well reproduced for Xe + Xe collisions at 5.44
TeV. Meanwhile, the tails of dNch/dη(η) beyond |η| > 2
are slightly steeper than in the ALICE data. For heavy-ion
collisions, we have checked that the charged hadron rapidity
distributions in different centrality bins have negligible depen-
dence on the centrality triggers (V0A vs CL1) in our model.

VI. CONCLUSIONS

In this work, we have developed a (3+1)D initial
state model to study the longitudinal dynamics of particle
production in various types of relativistic nuclear colli-
sions. We include event-by-event fluctuations of the three-
dimensional spatial energy-momentum and net baryon density
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distributions, which prove to be important for describing the
collision energy, system size, and rapidity dependence of par-
ticle production.

We dynamically couple this new (3+1)D initial condition
with a hydrodynamics + hadronic transport hybrid frame-
work to simulate the entire dynamics of relativistic nuclear
collisions at center-of-mass energies ranging from 7.7 GeV
to 13 TeV. After calibrating the model with minimum bias
p + p collisions at a few collision energies, we show that this
hybrid theoretical framework can give quantitative predictions
for particle production as a function of pseudorapidity or ra-
pidity in asymmetric light + heavy and symmetric heavy-ion
collisions across three orders of magnitude in collision energy.
This unified description of particle production across system
size and collision energy shows the effectiveness of our hybrid
theoretical framework.

The key model ingredient is the implementation of energy-
momentum conservation in the initial-state model and its
mapping to hydrodynamic fields explained in Sec. II. Ensur-
ing the energy inside the hydrodynamic fields match the total
incoming energy allows the (3+1)D model to predict particle
production at different collision energies. The matching of
longitudinal momentum allows the model extrapolations to
asymmetric collision systems [87]. Our work establishes the
basis to study anisotropic flow and other collective multiparti-
cle correlations fully in three dimensions.

The presented hybrid framework enables us to study the
correlation between particle production in midrapidity and
forward regions. Reproducing this correlation is found to be
crucial for the centrality determination in asymmetric light +
heavy ion collisions. Omitting these correlations, as (2+1)D
boost-invariant simulations certainly do, would lead to the
wrong subsets of events being sorted into a given centrality
class. This would affect results for all other observables, in-
cluding azimuthal momentum anisotropies, electromagnetic
radiation [88–90], and high momentum probes [91].

Our hybrid framework also provides a description of
baryon stopping during the initial stage of the collision, which
is particularly important for the RHIC BES and its studies of
net-baryon fluctuations to determine the QCD critical point.
We demonstrated that the baryon charge fluctuations in the
string junction model are essential to reproduce the small but
finite net proton numbers around midrapidity in 200 GeV
collisions at RHIC.

Comparing the computed identified particle yields with the
RHIC BES and CERN SPS measurements, we show that the
collision energy dependence of the identified particle ratios
between 7.7 and 200 GeV can be explained by a combination
of using the grand canonical ensemble, baryon stopping, and
the constraints of strangeness neutrality and nQ = 0.4nB in the
nuclear equation of state at finite densities. To further extend
the theoretical description of the hadronic chemistry in heavy-
ion collisions below 7.7 GeV, we need to include canonical
suppression of strangeness in our dynamical framework.

This theoretical framework paves the way to extracting
the transport properties of hot nuclear matter at finite net
baryon density and to determining critical behavior using the
Bayesian inference method.
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APPENDIX A: EFFECTS OF COLD CORONA ON
PARTICLE PRODUCTION

In our hybrid simulations, we convert fluid cells into parti-
cles on a hypersurface with constant energy density esw. Fluid
cells that have an energy density smaller than esw from the
beginning need to be treated separately. In this Appendix,
we study the effect of including contributions from this cold
corona on final observables. For heavy-ion collisions at high
energy, we expect a negligible contribution to the final-state
particle production from these cold fluid cells. However, if the
collision system size is small or the collision energy is low,
these cold corona fluid cells could have a sizable contribution
to the total particle yield. As discussed in Sec. III, we estimate
the particle production from these cold corona fluid cells with
the Cooper-Frye prescription using their local temperature and
chemical potentials.

Figures 18(a)–18(f) show that the corona contributes sig-
nificantly to the pion and kaon yields in Au + Au collisions at√

sNN = 7.7 GeV. The corona’s relative contribution increases
from 15% to 30% from central to peripheral centrality bins.
We checked that the relative abundance of different hadron
species does not change noticeably when including particles
emitted from the cold corona.

Figure 18(g) shows that cold corona cells give 5–10%
contributions to the midrapidity charged hadron yield in mini-
mum bias p + p collisions. The relative contribution increases
to about 20–30% in the forward and backward rapidities at
200 GeV. The inclusion of the cold corona is favored by the
experimental data in the forward rapidity region.

APPENDIX B: INITIAL-STATE ESTIMATOR FOR
COLLISION CENTRALITY

In event-by-event simulations, it is practical to find some
initial-state variables which have a strong correlation with
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the final-state charged hadron multiplicity. These initial-state
variables are useful to speed up simulations by presorting
events into the correct centrality bin, and only running the full
simulation in the centrality bin of interest.

In our 3D Glauber model, the energy near midrapidity is
supplied by the strings. Therefore, the number of produced
hadrons is expected to have a strong correlation with the
number of strings in the initial state. Figures 19(a) and 19(b)
show that this correlation is strong for symmetric heavy-ion
collisions at the RHIC BES and LHC energies. The Pearson
coefficients between Nstring and dNch/dη reach 0.997 for these

collisions. Therefore, one can preselect collision events using
the number of strings Nstring in the initial state to speed up the
event-by-event simulations.

The correlation between Nstring and dNch/dη becomes
weaker for asymmetric d + Au collisions as shown in
Fig. 19(c). In contrast to the symmetric heavy-ion collisions,
the corresponding Pearson coefficient for d + Au collisions at
200 GeV is reduced to 0.957. Hence, we need to simulate min-
imum bias collisions for asymmetric collisions and determine
the centrality class for each collision event using the final-state
observables.
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