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Background: The Gorkov approach to self-consistent Green’s function theory has been formulated by Soma,
Duguet, and Barbieri in [Phys. Rev. C 84, 064317 (2011)]. Over the past decade, it has become a method of refer-
ence for first-principles computations of semimagic nuclear isotopes. The currently available implementation is
limited to a second-order self-energy and neglects particle-number nonconserving terms arising from contracting
three-particle forces with anomalous propagators. For nuclear physics applications, this is sufficient to address
first-order energy differences (i.e., two neutron separation energies, excitation energies of states dominating
the one-nucleon spectral function), ground-state radii and moments on an accurate enough basis. However,
addressing absolute binding energies, fine spectroscopic details of N £ 1 particle systems or delicate quantities
such as second-order energy differences associated with pairing gaps, requires going to higher truncation orders.
Purpose: The formalism is extended to third order in the algebraic diagrammatic construction (ADC) expansion
with two-body Hamiltonians.

Methods: The expansion of Gorkov propagators in Feynman diagrams is combined with the algebraic diagram-
matic construction up to the third order as an organization scheme to generate the Gorkov self-energy.

Results: Algebraic expressions for the static and dynamic contributions to the self-energy, along with equa-
tions for the matrix elements of the Gorkov eigenvalue problem, are derived. It is first done for a general basis
before specifying the set of equations to the case of spherical systems displaying rotational symmetry. Workable
approximations to the full self-consistency problem are also elaborated on. The formalism at third order it thus
complete for a general two-body Hamiltonian.

Conclusions: Working equations for the full Gorkov-ADC(3) are now available for numerical implementation.

DOLI: 10.1103/PhysRevC.105.044330

I. INTRODUCTION

AD initio quantum many-body computations are crucial to
high-precision investigations in several fields of physics. Most
applications to finite-size fermion systems concern nuclear
physics and quantum chemistry to the point that these dis-
ciplines often share the same computational techniques and
cross fertilization among the two has led to advancements
of ab initio theories over the years. For nuclear physics, the
past two decades have witnessed remarkable breakthroughs
in first-principles computations of nuclear structure that ex-
ploit soft nuclear interactions based on chiral effective-field
theory [1]. The availability of many-body methods that scale
favorably with particle number has enabled precision predic-
tions of medium-mass isotopes and the possibility to confront
experimental information of exotic isotopes at the limits of
stability (see Refs. [2,3] for a review).
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Many successful approaches, such as many-body pertur-
bation theory (MBPT) [4], self-consistent Green’s function
(SCGF) [5], coupled cluster (CC) [6], and in-medium simi-
larity renormalization group [7] can reach sizable systems by
restricting the Fock space to selected excited configurations
for which it is possible to resum infinite series of diagrams.
However, in their basic formalism, they are limited to closed-
shell systems. For open-shell cases, near-degeneracies in the
single-particle spectrum often prevent the use of any perturba-
tion expansion. The possible ways around this issue are either
multireference approaches or the use of symmetry-breaking
reference states. In the first case, all degenerate configurations
are diagonalized explicitly, which, however, adds a costly
step to the calculation that scales exponentially with system
size [8], with the notable exception of a recently proposed
multireference many-body perturbation theory [9-11]. The
second path relies on using a reference state that explicitly
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breaks some symmetries of the Hamiltonian in exchange for
lifting the energy degeneracy. One is left with similar com-
putational requirements as the original approach but needs
to worry about projecting the final wave function, when
possible [12—15], or addressing the uncertainties due to an
only-partially restored symmetry.

Besides ground-state properties, the SCGF approach is
particularly suited to inform on the spectroscopic response
to the addition and removal of a nucleon to the sys-
tem [16,17], on the shell structure [18,19], and on elastic
nucleon scattering [20]. State-of-the-art SCGF calculations
exploit the algebraic diagrammatic construction (ADC) trun-
cation scheme that provides a hierarchy for systematic
improvements of the method, i.e., of the computation of the
self-energy [21-23]. The third-order truncation, or ADC(3),
resums full Tamm-Dancoff series of ladder and ring diagrams,
among other terms, and has become a method of reference
for closed-shell nuclei and molecules, providing chemical
accuracy predictions for binding energies and ionization po-
tentials [24].

In Refs. [25,26], the standard SCGF formalism was
extended to the Gorkov formulation to handle open-shell
systems. In this formulation, the reference state is al-
lowed to break U(1) global-gauge symmetry associated
with particle-number conservation, thus accounting for pair-
ing correlations and lifting the problematic degeneracy of
symmetry-conserving reference states with respect to elemen-
tary excitations. Doing so, the reach of SCGF calculations
was enlarged from the small set of doubly closed-shell nu-
clei to the much larger set of semimagic nuclei. Applications
have covered complete isotopic and isotonic chains around
O, Ca, and Ni [27-32], eventually stretching to heavier iso-
topes up to A =140 [33]. The Gorkov SCGF formalism
has so far been been devised only for a second-order self-
energy, i.e., at the ADC(2) truncation level, which can grasp
around 90% of correlation energy and predict accurate trends
of nuclear binding energies and radii with varying proton-
neutron asymmetry. Nevertheless, confronting the predictive
power of chiral Hamiltonians on absolute nuclear masses and
spectroscopic data requires more accurate computations by
going to ADC(3) or higher orders. At the same time, sim-
ple truncations such as ADC(2) remain significantly affected
by the violation of global-gauge symmetry. While this issue
is expected to be resolved when going to higher truncation
levels, it is not possible to assess the rate at which good
particle number is restored without computing a proper se-
quence of ADC(n) results with increasing orders n = 1, 2, 3
and so on. In this work we pave the way to addressing
these open questions by deriving the Gorkov ADC(3) ap-
proximation in full for a Hamiltonian with up to two-body
forces.

Section IT A reviews key concepts of the Gorkov Green’s
function formalism and sets out the details needed for its
implementation. In particular, the analytical form of the
self-energy and the Gorkov eigenmatrix problem, which are
central to the following developments, are discussed. Work-
ing ADC(2) and ADC(3) equations are presented in full in
Sec. III. While the focus is eventually on a self-consistent
implementation, Sec. III C provides a detailed overview of

the composite diagrams required in a standard (non-self-
consistent) theory. Section IV deals with practical limitations
in the application of SCGF theory and sets out a systematic
way to implement partial self-consistency without introduc-
ing uncontrolled uncertainties. The main results of this work
are then collected in Sec. V, which summarizes the specific
terms and working equations at each level of ADC(n) trun-
cation. A number of further technical details are relegated
to the Appendixes, in decreasing order of importance. Ap-
pendix A discusses the angular-momentum coupling of the
ADC(n) equations applicable to spherical bases. While these
are conceptually the same formulas as those discussed in
the main text, they provide implementation-ready working
equations for applications to semimagic nuclei. The contribu-
tions of composite diagrams to the static self-energy are not
needed in most applications but are derived in Appendix B
for completeness. Appendix C demonstrates some (somewhat
pedagogical) details regarding how the final ADC(3) equa-
tions discussed in this paper are derived. Conclusions are
drawn in Sec. VL.

II. GORKOV GREEN’S FUNCTION FORMALISM

We are interested in solving for a general many-fermion
system described by an energy-independent Hamiltonian with
up to two-body interactions:

. 1 +
H=T+V = Ztaﬂc;cﬂ + 7 Z Ua/g’y(gCZC}‘Cgcy, (1)
ap afys

where o, B, y,... label a complete orthonormal one-body
basis whereas cZ (cy) denote associate creation (annihilation)
operators.! In Eq. (1), T captures the complete one-body
sector of the Hamiltonian: it typically reduces to the kinetic
energy for self-bound systems, such as atomic nuclei, but it
may include an external potential in the general case. The two-
body matrix elements, v,g,,5, are intended as being properly
antisymmetrized.

In this work we follow Ref. [25] and associate to a given
basis {|«)} of the one-body Hilbert space 7, a dual basis
{l&)} that is related to the former through an antiunitary
transformation 7. Specifically, one starts with the set of quan-
tum numbers o specifying a state of the original basis and
associate a new set & that is in a self-inverse one-to-one corre-
spondence with the former, i.e., @ = «. The dual basis state is
defined by adding the antiunitary real phase n, (nenz = —1),

&) =Tle) = nolar), @)

such that dual creation and annihilation operators are related
to the original ones through

& = nacl, (3a)

Co = NeCq, (3b)

'Note that Greek letters refer to a general single-particle basis
throughout this work, while latin letters are reserved for j-coupled
bases, as discussed in Appendix A. This choice differs from the ini-
tial Gorkov work of Ref. [25] but maintains a continuity of notation
with our other SCGF developments [16,23,34-41].
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while the matrix elements of the operators entering the Hamil-
tonian can be expressed completely in the dual basis or in a
mixed representation

lap = NaTlplyp (4a)
Vap.ps = Nallply NsVgF 75 (4b)
Vap,ys = NallsVz8,5> (4¢c)

and so on. The advantage of the above relations is that many-
body operators are invariant with respect to (partial) changes
of the single-particle basis as long as barred quantities are
transformed consistently for each separate index. For exam-

ple,
Ztaﬁclcﬁ = Zt@ﬁélcﬂ = Zt&BE;Eﬂ’ 5)
af ap ap

and similarly for all other components of Eq. (1). This prop-
erty facilitates the definition of the Gorkov propagators in
Sec. IT A and propagates to all tensor products of propaga-
tors and operators arising in the diagrammatic expansion of
perturbation and SCGF theories.

The introduction of the dual basis is not strictly mandatory
such that the Gorkov formalism presented in this work could
be derived without making use of barred indices. However,
definition (2) makes it easier to elegantly handle Nambu in-
dices for normal and anomalous propagators and accounts
automatically for the phases that are related to broken sym-
metries in the formalism. Only in the last step of deriving
working Gorkov-ADC(3) equations the transformation 7 is
identified with the time-reversal operator and the phases 7,
explicitly stated (see also Appendix A). More importantly, the
combined use of Nambu indices and an appropriate dual basis
can be extended into a generalized Nambu-covariant formal-
ism as discussed in Refs. [40,41]. In Nambu-covariant Green’s
function theory, all normal and anomalous propagators appear
as specific elements of a unique propagator carrying the com-
mon features in their spectral representations.

A. Gorkov propagators

The Gorkov-SCGF approach builds on relaxing the re-
quirement that the unperturbed state is an eigenstate of the
particle-number operator and seeking the solution of the
grand-canonical-like Hamiltonian?

Q=H — uN, (6)

where u denotes the chemical potential and N is the particle
number operator. The Hamiltonian is partitioned into a un-
perturbed term €2 containing only one-body vertices and an
interacting part as follows:

Q=Qu+U=T+U—-uN)+U+V), ()

where U denotes an external mean-field-like potential.

2Being presently interested in a zero-temperature formalism, the
T -dependent term of the grand-canonical potential drops out. More-
over, it is understood that a separate chemical potential for each
different fermion is to be considered when the system consists of
more than one type of particle.

We consider eigenstates of the Hamiltonian conserving
even- (e) or odd- (0) number parity

QW) = QW) @®
where
o0
(W) =3 conaniny [ HD) ©)
n=0

is a superposition of states |') that are eigenstates of N with
eigenvalue /. Rather than the ground state of H, Gorkov SCGF
formalism targets the state |Wy) minimizing

Qo = Ill\}/'tI)l{(‘I/oIQI‘I’oH (10)

under the constraint
N = (Wo|N[W), (1T)

where N denotes the number of particles for the system under
consideration. While the exact |W,) associated with a finite
system is indeed an eigenstate of N, it is not enforced to do so
in the thermodynamic limit or when being approximated. In
such cases, it is only constrained to carry the particle number
N on average.

For a typical superfluid system approaching the thermody-
namic limit, the ground-state energies of Eq. (1) associated
with N particles, H|y)') = EY|y('), will differ from each
other only by multiples of the chemical potential

EY® ~ EY £2npu £ nAepforn=1,2,3,..., (12)

since p is substantially independent of N at large particle
number and, likewise, the average cost for the possible cre-
ation of Cooper pairs, Aep, will be the same every time two
particles are added. Equations (10) and (11) naturally allow
us to interpret state |\Wy) as the fermionic part of a ground-
state wave function in equilibrium with a reservoir of Cooper
pairs. Hence, defining Gorkov propagators with respect to
|Wy) directly provides a theory for superconductivity and
superfluidity. For finite-size systems, such as atomic nuclei
or molecules, Eq. (12) may hold only in a very approximate
way. Because both Hamiltonians H and 2 preserve particle
number, the requirements (10) and (11) will force |Wy) to be
the true ground state W(’)V ), with an exact number of particles.

The breaking of particle-number symmetry arises natu-
rally, in most cases, whenever approximations have to be
made, typically in computing the self-energy. This is true
for both Dyson and Gorkov formulations of Green’s function
theory since they equally rely on an open Fock space, where
mixing of particle number as in Eq. (9) is fully allowed. In
fact both, formulations can be seen as just one theory where
in the first case the reference state preserves the symmetries
of the Hamiltonian from the start, whereas in the second case
one begins with a symmetry-broken reference but with the
advantage of a better radius of convergence for the perturba-
tive expansion. Clearly, whenever the approximate treatment
approaches the exact solution, the exact particle number shall
be restored.

For Gorkov theory, the symmetry breaking is more sub-
stantial because it is imposed into the formalism from the start
through ;. Hence, one may wish to eventually restore the
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exact symmetries of the Hamiltonian. Several works for the
standard Dyson theory have investigated how approximations
based on the self-consistency principle can guarantee the con-
servation of particle number and other symmetries associated
with H [42-46]. Two obvious questions of present interest
are whether a truly self-consistency computation could have
implications on particle-number conservation also for Gorkov
and, otherwise, understanding to which extent going from the
ADC(2) to the ADC(3) truncation level can do so to a good
enough accuracy. Alternatively, one will need to seek formu-
lations for exact symmetry restoration at the final stage of each
computation, in a similar way to what has recently been done
within the frame of MBPT and CC formalisms [12—15].

The crucial feature of the Gorkov SCGF formulation is
that the unperturbed Hamiltonian 2y breaks particle number
explicitly. Open-shell systems are characterized by partially
filled orbitals at the level of mean-field theory. This causes
degeneracies between the energies of particle and hole states
which are sufficient to invalidate any perturbation expansion
(or even partial resummations of it) if not dealt with in ad-
vance, as is the case of the Dyson SCGF formulation. In this
context, a superposition of states of the type (9) provides a
better approximation to the ground-state wave function. Fol-
lowing this consideration, we exploit an auxiliary interaction
U to break particle number symmetry explicitly:

1 | X
U = 3 |mocken + giicich + 5065) | 13
af

where uqp = ug, and uyy = —ug; without loss of generality.

Following the above considerations we formulate Gorkov
SCGEF theory with respect to the ground state of €2 as defined
by Eqgs. (10) and (11). Since |¥y) breaks particle number

symmetry, it is possible to define four Gorkov propagators,

Gay(t —1') = —i(Wo|Tlea(Dch ()W), (14a)
Gop(t —1') = —i{Wo|Tca(t)Ep(t)][Wo),  (14b)
Gop(t —1') = —i(W|T[E)()ch (][ Wo),  (14c)
Gop(t —1') = —i(W|T[EL(1)ep()]|Wo),  (14d)

where T'[- - - ] denotes the usual time-ordering operator and the
superscripts 1 (2) are the Nambu indices referring to creation
and annihilation of normal (anomalous) single-particle excita-
tions. In Eqs. (14), creation and annihilation operators depend
on time® according to the Heisenberg picture with respect to
Q:

(1) = e cle™H (15)
It is useful to collect the four propagators in a 2 x 2 matrix

according to their Nambu indices and whose elements are
tensors in the single-particle basis indices

Gaplt =1) Geg(t —1) ) (16)

Gus(t —t) =
p =1 (Gi}s(t—t’) G2t —1)

3We use natural units with dimensionless 7 = 1 throughout this
work.

Rather that the time representation, the frequency rep-
resentation is presently used and is obtained via Fourier
transformation

Gyp(@) = /OO € Gyp(t)dT. 17

Exploiting the completeness of Eq. (8), the spectral represen-
tation of the propagators can be obtained as

ukuk* f}k*vk
G'L(w) = L * # , (18a
ap () Xk: w—wp+in wt+w—in (182)
u‘icvk* Dg*gk
Gl =Y E_ L1, (18b)
P w—wg+Iin o+ owp—In
ViU vk
Glw) =) P L1 (18¢)
T w— Wi +1n W+ wp —1n
ik e
=Y L L1 (18d)
T w— W +1n W+ wy —1n

where the spectroscopic amplitudes for the addition and re-
moval of a particle are defined as

UL = (Wolce | W), (19a)
VE = (Wyle] | W), (19b)
so that
Ut = (Wylee| W) = nolhs, (20a)
Vi = (Wole) W) = —naVs. (20b)

The index k in Eqs. (18) labels all possible excitations from
Eq. (8), which combine both the Landau and Bogoliubov
meanings of quasiparticle. The respective poles are given by

o = % — Q. 1)

Whenever the targeted ground state |\Wg) belongs to a sys-
tem carrying an even particle number, the completeness set
{I¥?)} runs over odd particle numbers states only. And vice
versa for an odd-N ground state. While the ADC(n) equa-
tions derived in Secs. III A and III B are general and apply to
both cases indistinctly, Appendix A discusses their j-coupling
reduction for J = 0 ground states, i.e., for even-N systems.

Once the spectral representation (18) is known, it is pos-
sible to extract normal and anomalous one-body density
matrices according to

Pap = (Wolchca|Wo)

1 0 11 ok« ok
- [m ImG,4(w)dw = zk:Va Vg, (22a)
(Wolcgea | Wo)

I _
-~ / G} (w)dw = Yy ViU,
. -

Ibﬂtﬂ

(22b)
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The expectation value of any one-body operator O is given by

(¥o|O1Wo) = Zoaﬁpﬁa, (23)

whereas the Migdal-Galitski-Koltun energy sum rule deliver-
ing the ground-state energy
1 0

Q=— ltap — 18ap + 08aplImGyl (w)dw  (24)
—0o0

2

is exact for a Hamiltonian with up to two-particle interactions.

B. Gorkov equations

The perturbative expansion of Gorkov propagators is
devised following the standard approach of defining an unper-
turbed propagator, G)(t —¢'), according to definitions (14)
and (15) but with Q2 replaced by the one-body grand potential
Q. After Fourier transform to frequency domain, one finds

GVw) = [0l — 217", (25)

where model space and Nambu indices are implicit and the
matrix inversion is performed with respect to both. One then
exploits the interaction picture to devise a perturbative expan-
sion of the full propagator of Eq. (16) that can be represented
as a series of Feynman diagrams in powers of the perturbation
Q; [25].

Doing so, the standard Dyson equation for the interacting
propagator G(w) is generalized to the set of coupled Gorkov
equations for the four propagators (18). Using Nambu’s ma-
trix notation, they read as

Gop() = G<°)<w>+ZG<°><w>z;5<w>Gaﬁ(w>, (26)

where the four self-energies

E*ll
Z;B(w) = < (@)

2*12(0))
2*21( ) > (27)

E *22 ( Cl))
include all possible one-particle irreducible diagrams stripped

of their external legs. The remaining reducible diagrams are
then generated in a nonperturbative way through the all-orders

ey
E“’S(w)_z Ca |: H—S—I-ln

rr

() = Z

rr’

~ 1

221 — DT

=242 merw
DT[

Car|:a)ﬂ—5+m

rr

Ezz(w) Z

rer

1
a)]I—5+lni|

]
] »

resummation generated by Eq. (26). In standard perturbation
theory, a given approximation to X*(w) is a functional of the
unperturbed propagators G*)(w) and hence depends directly
on the choice of the reference state associated with Q. In
SCGEF theory, the series of diagrams to be resummed is fur-
ther restricted to skeleton diagrams displaying no self-energy
insertion, provided that all propagator lines are replaced by
the interacting propagator G(w). Since the full Dyson-Gorkov
series is included in such a propagator, the SCGF procedure
not only reduces the number of Feynman diagrams that need
to be dealt with but it implicitly accounts for higher-order
terms that are beyond the perturbative truncation chosen for
the self-energy. The self-energy becomes a functional of the
interacting propagator, X*[G; T, V] and is no longer affected
by the choice of the unperturbed state. The price to pay for
such improvements is that diagrams expressed in terms of
G(w) are more demanding to deal with, due to the rich pole
structure of Egs. (18). Furthermore, X*(w) and the Gorkov
equations (26) have respectively to be computed and solved
repeatedly through an iterative procedure.

The most general structure of the Gorkov self-energy can
be written as

Tp@) = U+ 0 + Zop(w), (28)

where the auxiliary potential term U arising from €2; at
first order is separated from the proper part of the self-
energy. The term X(>) embodies the limit of the proper
self-energy to w — £oo and represents the mean field
experienced by a particle in the correlated medium. It re-
duces to the Hartree-Fock-Bogoliubov (HFB) potential for a
self-consistent first-order truncation of X*(w) but otherwise
includes additional in-medium corrections at higher orders.
Hence, it is referred to as the correlated HFB (cHFB) poten-
tial.

The components of the dynamic self-energy E(w) also
have a spectral representation analogous to Egs. (18). In this
case, the poles of the Lehmann representation are associated
with intermediate-state configurations (ISCs) combining dif-
ferent quasiparticle excitations {|W;); wi}. To write the most
general form of the dynamic self-energy, a generic index r is
employed to label all possible ISCs that are eventually made
explicit in Sec. III. Thus, the general form writes

1 _
p+ P m} DPraf- (292)
s+ D, v cr (29b)
V (,UI[ + ST _ ”7 r,r/ r/’ £
¢l +C ! D (29¢)
r.B ar| ol +5T —inl., B (>
+C ! Cr (29d)
ol +&T —in],, ")

where &, denotes the elements of an energy matrix associated with an interaction among ISCs r and . Matrix £ is Hermitian,

so that ET

= &£*. The coupling matrices C and D couple single-particle and ISC spaces, with the elements of the barred matrices
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defined as

o,r — naCE,ra

@r,a = —Na Drﬁ-

(30a)
(30b)

By exploiting the spectral representation of G(w) in Eq. (26) and extracting each pole wy separately, Gorkov’s equations can be
transformed into a set of energy-dependent eigenvalue equations for vectors (U*, V¥) of the form

1% p T+ E2()

Ut tap — Wap + Ty + Zlh (o)
C!)k( Ot) = Z( A A @b p

D (D) us
et Nemy
_totﬁ + M(Saﬁ + Eaﬁ + Eaﬁ (a)) Vﬂ

The eigenvalue problem of Eq. (31) can be further optimized by introducing two new vectors W* and Z* that belong to ISC

space:

-] [pemn]

Iz

_ 1 _ _
#=Y|w] [Z (Br ol + C"‘”’Vﬁ)]’

I

(32a)

(32b)

Note that there will be a pair of such vectors for any quasiparticle solution wy from Eq. (31). In fact they can be interpreted as
projections of a quasiparticle wave function onto the subspace of ISCs. Definitions (29) and (32) allow us to eventually reexpress
Gorkov’s equations as a single (energy-independent) matrix diagonalization

U\ (T -l 4+ T o2 c D\ (U
W peon N | R

o e | = ¢t D" £ wk | &3
zZk D cr =&r zk

with the normalization condition

P ZAE D BIARED B AR DA e B
Although the Gorkov matrix in Eq. (33) can have large dimen-
sionality, the latter approach provides the entire quasiparticle
spectrum in one single diagonalization. Often, this is by far
the most efficient way to solve Dyson or Gorkov equations of
many-body Green’s function theory. In practical applications,
the computing time can be highly reduced by performing
Krylov subspace projections without loosing details of the full
spectral distribution [23,26].

III. GORKOV ADC(n)

The algebraic diagrammatic construction method is a sys-
tematic approach to construct accurate approximations to the
self-energy. It is based on two fundamental requirements.

First, the correct analytic form of the self-energy given
by Egs. (28) and (29) must be preserved. In particular, the
Lehmann representation is pivotal because it follows from
the causality principle, while the relations between poles and
residues among different Nambu components are dictated by
the Gorkov superfluid assumptions. Thus, the ADC(n) scheme
aims at directly formulating approximations to the energy-
independent self-energy (), as well as to the interaction and
coupling matrices &, C, and D.

Second, given the chosen truncation order n, all Feynman
diagrams up to nth order in the interaction €2; are required to
be included.

Thus, the general procedure to work out the Gorkov
ADC(n) approximation to the self-energy results from the
following steps

(1) Formally expand coupling and interaction matrices in
powers of 2; and generate the associated expansion of
the self-energy starting from Eq. (29).

(2) Produce and evaluate algebraically all Feynman self-
energy diagrams up to order n in powers of €2;.

(3) Extract the algebraic expressions of the perturbative
contributions to coupling and interaction matrices up
to order n by matching the form obtained in step 1 onto
the explicit expressions of the diagrams generated in
step 2.

Such a procedure is explicated in Ref. [23] and it has
been applied to the standard SCGF theory up to the ADC(3)
level [39]. The very same steps are followed here to develop
the ADC(3) approximation within the generalized frame of
Gorkov SCGF theory. Below, the results obtained in step 3 are
directly provided without making steps 1 and 2 explicit. While
step 1 is easily adapted from Ref. [23], an example of step 2 is
outlined in Appendix C and results from a direct application
of the topological and algebraic Feynman diagrammatic rules
laid out in Ref. [25].

It is interesting to note that the straight summation
of Feynman diagrams up to nth order in ;—used to
match the perturbative corrections to coupling and interaction
matrices—does not satisfy the spectral representation (29) in
general. The ADC approach corrects this defect by implicitly
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including additional terms beyond order n. Moreover, it gen-
erates all-order resummations of infinite subsets of diagrams,
starting with ladders and rings topologies at orders n > 3. All
together, the ADC(n) expansion scheme provides a sequence
of systematically improvable many-body approximations that
is expected to converge toward the exact resummation of the
full diagrammatic series.

In this work, the ADC(3) truncation scheme with at most
two-particle interactions is investigated within the Gorkov
framework. Since Feynman diagrams of interest involve poles
including at most three lines, the ISC space at play spans all
quasiparticle triplets. Thus, the relevant collective ISC indices
r and r’ denote in the present case

r = (ki, ka, k3),
= (ky, ks, ke).

The interaction matrix £ splits into the energy £ of un-
correlated excitations plus correction terms to first order in
;. Contrarily, C and D are interaction matrices between
single quasiparticles and ISCs and do not carry zeroth-order
contributions. Only contributions at first (I) and second (II)
order are needed to build all third-order self-energy diagrams.
Hence, for n < 3, the expansion reads

(35a)
(35b)

E=ED 4 g0 (36a)
c=cV+pW, (36b)
D =DV 4+ pb, (36¢)

The corresponding barred quantities are obtained from these
amplitudes through Eqgs. (30). While the Gorkov approach
can be equivalently formulated without the aid of the dual
basis {|&)} (2), our formalism takes explicit advantage of it
to handle time-reversal phases automatically.

Because Gorkov objects with all normal Nambu indices,
e.g., Gyy(w) or E‘ j(w), are not affected by time reversal,
they remam unchanged in the two approaches. Contrarily, the
presence of any anomalous index as in E;}sz(a)) or E;%z(a))
implies differences due to the phases entering Egs. (3). In the
following, results are presented in terms of the amplitudes U,
V, C, and D entering the normal self-energy and propagators
of the first group. Thus, the displayed equations can be used
unchanged in a formulation that does not make distinction
between barred and nonbarred basis states.

A. First- and second-order diagrams

The Gorkov SCGF expressions for ADC(1) and ADC(2)
provided in Ref. [25] are presently recalled for completeness.

Only the four self-energy diagrams depicted in Fig. 1
contribute at first order. They are depicted in terms of

self-consistent interacting propagators (double lines) and con-
tribute each to one of the four Nambu components of X
The corresponding algebraic expressions are

2(00)11 Z Vay, ﬂévg*v Z Vay,BsPsy = Aaﬁ» (373)
kys yé
1 o 1 -
12 kx77k -
E‘E’C’?) 2 Z Va5V, Us = 2 Z Vap.,y5Pys = hagp,
kys yé

(37b)

t t
? - aes a» e
.
t
(a) (b)
.
[
-———- '
t t

(c) (d)

FIG. 1. Energy-independent skeleton diagrams defining the self-
consistent contributions to the static self-energy X, Egs. (37).
Dashed lines represent matrix elements of the two-particle interac-
tion V, while double lines are correlated propagators from Eqs. (18).

(00)21

X, = E Phsvys pa = Mg (37¢)
(00)22 (00),11

2% = § Viaspry = SO = Ay, (37d)

where matrices A and & denote normal and anomalous cHFB
potentials. Additional first-order diagrams arising from the
—U term in €; cancel in the Gorkov Eqgs. (31) or (33), as
already discussed above, and do not need to be considered at
any level. Any higher-order contribution to X relates to a
composite, i.e., nonskeleton, diagram. Thus, Egs. (37) com-
pletely defines the energy-independent self-energy of Gorkov
SCGEF theory.

Figure 2 displays all second-order diagrams associated
with E“(a)) and X'*(w). The corresponding diagrams for

(a) (b)

(c) (d)

FIG. 2. (a), (b) Second-order skeleton diagrams contributing to
the normal &' (w) and (c), (d) anomalous ! (w) self-energies. Sim-
ilar diagrams apply to the remaining Nambu components, ilz(w)
and 2 ().
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Q

k1 ko ks —_—> ko ks
] j }

FIG. 3. (left) The second-order diagram from Fig. 2(a) has been separated to highlight the propagation of the ISCs with r = (ky, k,, k3).
(center and right) Performing a cyclic permutation of the intermediate quasiparticle states changes the topological structure of the diagram and

transforms it into the contribution of Fig. 2(b).

$2(w) and £%(w) are analogous. The algebraic derivation
of these diagrams was performed in Ref. [25]. The sum of
diagrams of Figs. 2(a) and 2(b) reads

Zop (@) + 357 ()

*
Ca,k1k2k3 Cﬂ,k] koks

— W — W, — W, 7

(38)

- _
Dklk2k3,aDklkzks,ﬁ
W+ wg, + o, + g, —In

By comparison with Eq. (29a) and exploiting the expres-
sions derived in Ref. [25], the expressions of the interaction
and coupling matrices at play in Gorkov ADC(2) are easily
obtained as

1 i
CAPCN = € = — P13 Y Vel ULV, (392)
\/6 VA
_ _ 1 =
DD =D = —=Pins ) Vi VU Vv, (39b)
’ «/6 VA
gD = 5, €O = diag|wx, + o, + @i}, (390)

where the cyclic permutation operator acting on a generic
function of quasiparticle indices ki, ko, ...reads

Pijef ki kj, ko) = f(ki, kj, ko) + f(kj, ke, k;)
+ f(ke, ki, kj). (40)

Before moving to higher-order contributions, it is worth
making a few qualitative considerations on how different dia-
grams combine to yield the correct coupling matrices C and
D and to impose Pauli antisymmetry. Figure 3 shows the
diagram from Fig. 2(a) split across the lines propagating the
energy denominator Sr(i)kl ko.k;+ The upper half of the diagram
gives the contribution

> Ve U USTVE (41)
UYL

to matrix C. It is antisymmetric under the exchange of quasi-
particles k; and k, by construction, due to the two-body

matrix element of V, but not for other permutations. The
second diagram in Fig. 3 illustrates one of the cyclic permu-
tations needed to achieve complete antisymmetry: rejoining
the propagator lines after such a transformation delivers
nothing but the other second-order diagram, Fig. 2(b). This
demonstrates how the sum of both diagrams does provide
Eq. (38) with C and D satistfying the correct antisymme-
try as in Eqgs. (39). Similar combinations of diagrams also
appear in standard Dyson Green’s function theory. How-
ever, these are less frequent due to topological constraints
and to the need to antisymmetrize the quasiparticles and
quasiholes separately.* In Gorkov theory, the presence of
anomalous propagators permits the exchange of any pair of
propagator lines so that the ISCs corresponding to each inter-
mediate energy denominator are forcefully antisymmetrized
with respect to all quasiparticle excitations. The important
consequence in seeking for proper approximations to the self-
energy is that one always needs to group together specific
sets of Feynman diagrams, related by exchanges of propagator
lines.

Another consideration concerns how the same residues C
and D arise in all Gorkov self-energies and follow the pat-
tern shown in Egs. (29). The first column of Fig. 4 depicts
the possible time orientations of diagram 2(a), indicating the
corresponding coupling matrices to which it contributes. Con-
tributions to matrix C come from two upward-going lines
and a downward-going one ending into an interaction vertex,
which results into the vZ/*V product in Eq. (39a). At the
entrance of the diagram the same structure is found but re-
verse and complex conjugate, leading to a contribution to C".
Analogously, contributions from the backward-going diagram
have structure of type vV?U and lead to Eq. (39b). Whenever
an anomalous self-energy is considered, one of the exit or
entry lines has to be reversed, hence exchanging a V for a
U, which leads to inverting C with D. This is shown in the
second column of Fig. 4 for the corresponding contribution

“To be specific, the first instances of the Dyson expansion in which
different Feynman diagrams have to be grouped to satisfy Pauli
antisymmetry are at third order if three-body forces are present [39].
With just two-body interaction, this happens only at fourth order in
perturbation theory.
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v(lyli( )

- == =Wt

- - - D]‘

chr

FIG. 4. (left column) The two time orderings through which
the diagram of Fig. 2(a) contributes to i”(u)). The top (bottom)
diagram corresponds to the forward-going (backward-going) prop-
agation. The matrices C and D to which a given vertex contributes
are indicated next to it. (right column) Analogous time orderings
for the corresponding contributions to %2!(w) [Fig. 2(b)]. The C
(D) topologies that contribute to the anomalous index of 2 (w) are
highlighted with green (orange) vertices. A comparison between the
vertices on the left- and right-hand sides elucidates the occurrence of
the same couplings C and D across all Egs. (29).

to §21(w): the top part of the upper-right diagram is exactly
the same as the top part of the lower-left one, but it will
enter as a transposed matrix in the Lehmann representation
because it is an exit point of the self-energy in the first
case and entry point in the second. This property is general
because the net number of propagator (lines) flowing into
the interaction vertex is reversed exactly in the same way
both for backward time propagation and for the inversion of
a Nambu indices between normal to anomalous. It is easy
to convince oneself that the same considerations apply to
particle-number nonconserving interactions, as long as these
are Hermitian. Moreover, as for the case of quasiparticle
antisymmetrization, the presence of anomalous propagators
allows for any possible topological combination of lines and
ensures that this correspondence is realized also for more
complex diagrams, at any order in the Feynman expansion.
Therefore, any portion of Feynman diagram contributing to
a normal (anomalous) forward part of the self-energy will
contribute identically to the backward part of corresponding
anomalous (normal) case. It follows that exactly the same
matrices C and D must appear in all four self-energies of
Eqgs. (29).

The rigorous proof of this property is beyond the scope of
the present work and is not elaborated on further. However,
let us recall that relations (29) naturally stem out from Nambu
covariant theory of Ref. [40]. In this case both the normal and
anomalous contributions are embedded in a single propagator
such that the C and D couplings are part of a unique cou-
pling matrix. For our purposes, we have verified by hand that
Eqgs. (29) are satisfied by all diagrams discussed in the present
work.

B. Third-order skeleton diagrams

Following the above discussion one concludes that it is
sufficient to derive ADC(3) expressions of the coupling and
interaction matrices associated with one particular Gorkov
self-energy. While the diagrams contributing to '!(w) are
presently employed, the other self-energies, Eqs. (29b)—(294d),
were checked to lead to the same results.

There exist 17 possible third-order skeleton diagrams that
must be grouped in three classes on the basis of their con-
nection through Pauli exchanges of propagator lines. These
are depicted respectively in Figs. 5-7. Each middle vertex in
these diagrams acts as a seed for the all-orders Tamm-Dancoff
resummations generated by ADC(3).

Diagram 5(a) is the diagram that makes two-particle and
two-hole interact in the ISCs in the usual Dyson-ADC(3)
formalism, respectively for forward and backward time prop-
agation. Adding diagrams 5(b), 5(c), and 5(d) guarantees the
antisymmetrization with respect to the third, noninteracting
quasiparticle. The frequency integrals needed to work out
the algebraic expressions of these diagrams are discussed in
Appendix C and lead to the same contributions as in Egs. (39),
plus second-order corrections to the coupling amplitudes and
first-order correction to the energy matrix.

Let us first define the tensor

Ok Yok k7 7k
fhks _ Z Valvﬁzvaﬂ,yauysuaa
kiky, —

1ky et —(a)kl + wy, + Wi, + Cl)k4)

(42)

that is closely related to the lowest-order double amplitude
in Bogoliubov coupled cluster (BCC) theory [47]. Note that
BCC expressions are typically derived performing first the
normal ordering of the Hamiltonian with respect to the Bo-
goliubov vacuum and expressing it in terms of Bogoliubov
quasiparticle operators whereas the original matrix elements
of V appear in Eq. (42). In the special case of a HFB mean
field, ¢/ and V amplitudes account for the normal ordering
and t,fl‘,f: does indeed reduce to the lowest order BCC double
amplitude. Consequently, Eq. (42) extends the concept of
BCC amplitudes to account for the strength fragmentation of
a dressed propagator. With this tensor at hand, the contribu-
tions to the coupling amplitudes resulting from the diagrams
displayed in Fig. 5 read

Verh * ik ok
Co) = 7731232 SR (Dhepls) e DR (43a)
A
Kk
1 Y ks\* kik
Coy = Zehm > Vurge (VUL sEUS, (43b)
A
kaks
B v
DI = —73123 Zt,’:]“,fzuk‘ Z/lk“bl’“)* M;M, (43c)
A
Kaks
> kak k.
Dl = Pm 3 SV UETVE) V. (43d)
A
Kaks

The first-order corrections to the energy matrix differ accord-
ing to whether they refer to forward or backward poles of the
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(a) (b)

(c) (d)

FIG. 5. Third-order skeleton diagrams corresponding to S (w) with a particle-particle (pp) type intermediate interaction. The contri-
butions to the other Nambu components of the self-energy with pp intermediate interactions originate from four analogous diagrams each

obtained by inverting one or both of the incoming and outgoing lines.

self-energy, i.e., to the first or second term on the right-hand
side of Egs. (29), respectively,

1 (pp)
5 P123Pase (5,([,{2,,{4,(5 Sks ko)

’ for forward poles
€09 = (“4)
” %7712373456(521}';@),,(4,(55k3,k6)
for backward poles,
where
(pp) k7 fko\* ka7 sk
EMD e = Y (USUR) vap s USU?, 45)
aBfyd
hh Sk ok Soky Toks ) *
E ke = D ViV vap s (VEVP) (46)
afyd

The corresponding hh (pp) interaction contributions to the
forward-going (backward-going) self-energies arise from the
four diagrams in Fig. 6. They are analogous to the diagrams
of Fig. 5 except for inverting the orientation of all lines en-
tering and leaving the intermediate interaction vertex. These
diagrams lead to the following corrections to the coupling
amplitudes:

Var, uv *
e = IPIBE =S VYR V. @Ta)
VA
zks

(a) (b)

cl = szm w(VEUS) (b U,

VA
k4k5

47b
7 (47b)

(HC) — _7)123 Z t]i:[]/;?uh Z/{kAZ/{kS)* M;ak ’ (470)

VA
k4k§

D = 7% D VR U V) v, (47d)

VA
k4 k5

whereas the corresponding first-order corrections to the en-
ergy matrix are

hh
LP123Pase (5,; kz), kaks ks k)
g _ for forward poles

LP123Pase (5,;”,(’:) ks s ko)
for backward poles.

(48)

The equivalence between the £ and £7 denominators in
Egs. (29) is restored only after adding Eqgs. (44) and (48)
together. Hence, it is mandatory that diagrams in Figs. 5 and 6
are all computed together on the same footing. The topolog-
ical relation between the two classes of diagrams, i.e., the
inversion of lines in the intermediate interaction, is reflected
into the fact that Egs. (43) and (47) transform into each other

(c) (d)

FIG. 6. Third-order skeleton diagrams contributing to i (w) with a hole-hole (hh) type intermediate interaction. Similarly to Fig. 5, the
contributions to the other Nambu components of the self-energy with hh intermediate interactions originate from four analogous diagrams each

obtained by inverting one or both of the incoming and outgoing lines.
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%

(a)

(d)

4 I

(g)

%
-

i)

(c)

)

(e) ()

)

®

FIG. 7. Third-order skeleton diagrams contributing to H (w) with a particle-hole (ph) type intermediate interaction. Similarly to Figs. 5
and 6, the contributions to the other Nambu components of the self-energy with ph intermediate interactions originate from nine analogous
diagrams each, obtained by inverting one or both of the incoming and outgoing lines.

under the exchange t,g‘,f; < t,’:f,f;. Inserting all contributions

into Egs. (29) implies self-energy terms including mixed prod-
ucts of Eqgs. (43) and (47). These are rightful time orderings
arising from fourth- and higher-order diagrams and therefore
not depicted in Figs. 5-7.

The remaining third-order skeleton diagrams involve a
particle-hole type intermediate interaction and are displayed
in Fig. 7. Performing the energy integral and making the an-
tisymmetrization with respect to all ISC quasiparticle indices
explicit through the use of the operator

Aij@f(ki» k]v k@)
= f(ki, kj, ko) + f(kj, ke, ki) + fke, kiy k)
— fkj, kiy ko) — flke, kj, ki) — flkis ke, kj),  (49)

the nine diagrams of Fig. 7 introduce three additional terms to
each coupling matrix

1 - *
Car) = %Am D Vg (VIUS) UL LSS (50a)
ok
1 ok
Cél,lrf) = %Alzs Z vax,ﬂu(uf7V,’j8) Uf‘t,fj,fj, (50b)
ks
1 o m g e
L = i 3w (PVR) AL (500
ks
_ 1 ) ) .
Di,‘ff) = %Am valf/::ff (Viﬁuﬁs) Vyvar, (50d)
ok
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A If ki ghoks (7 gkr ks ) *

DD = A123 DoV UVE) s (500)
HVA
kykg

—_— ki ckoks (7 rkr7 gks\*

Dl — —Am D U UITUS) Vv ar,  (50F)
VA
kykg

whereas the particle-hole contribution to the ISC energy inter-
action matrix is given by
5(10)

£ Az Ause (8. k45/£21?ksk6) (5D

with
(52)

(ph) _ ko yoka ) * ks ok
Edits = D (USVE) Vaspy Uy V5.
afys

C. Nonskeleton contributions

Sections III A and III B exhaust all the diagrams that enter
fully self-consistent computations up to ADC(3). In this case,
the self-energy is purely a functional of the fully dressed
propagator, G(w), and all above equations are expressed in
terms of its spectroscopic amplitudes and poles, Eqs. (19)—
(21). If, instead, the many-body expansion is based on the
unperturbed reference propagator G*)(w) additional compos-
ite, i.e., nonskeleton, diagrams need to be included. Thus, the
present section along with Appendix B introduce all remain-
ing composite diagrams up to third order.

The unperturbed propagator (25) has a spectral representa-
tion analogous to Egs. (18)

Uk Uk * \_]k *Vk
GO (w) = , (53a)
op ; w— (0) +in o+ e(o) in
Uk Vk * \_/k *Uk
(0)12 _
Cop "(@) = Z <0) : o _ . O
3 — € +In w+ €, n
Vk Uk * Uk *\']k
(0)21 _
Cop (@) = Z O o _ (0
. —€ +in w+te n
Vk Vk * Uk *Uk
(0)22 _ aVp
Gup (@)= o, - o_ [ (53d)
X w—€  +in W+ € n

where we used the notation e,io) , Uk, and V* to stress that these
are not correlated spectroscopic quantities but unperturbed
ones. For the present purpose, these are the solution of the
HFB eigenvalue problem associated with €,

Z <Ia/3 + Ugp — ,bLSalg MZ%' ) U]E
—(ugy) —Ipa — Upa + 1ap) \ V}
(54)

Since the composite diagrams discussed in this section assume
a HFB reference state, their contributions to ADC interactions

and amplitudes are expressed in terms of the unperturbed state
generated by Eq. (54).

1. Static self-energy

The composite diagrams contributing to Efj;’)(w) can be
obtained by expanding Gorkov Eq. (26) up to second order
and by inserting the results into the diagrams of Fig. 1. The
resulting equations for the static self-energies are rather cum-
bersome and are detailed in Appendix B. However, these are
not needed in the vast majority of applications since their
self-consistent counter part, Egs. (37), is easier to compute
and contains all of them implicitly.

2. Third-order terms

The energy-dependent E(w) at second order receives no
contributions from self-energy insertions. Thus, the only com-
posite diagrams appear at order three and involve the insertion
of a static one-body potential to the known diagrams of Fig. 2.
This leads to the ten diagrams displayed in Fig. 8 for a generic
external potential U. In the following, we provide the contri-
butions from these diagrams in terms of the matrix elements
of U and the amplitudes of Eq. (53), with the understanding
that these need to be substituted with those of VHFE — U
introduced by the perturbation €2; from Eq. (7).

The top two rows in Fig. 8 cover all diagrams containing
self-energies insertions originating from the normal compo-
nent of U, i.e., the term associated with matrix elements u,g
in Eq. (13). They contribute to the coupling matrices C and D
through the normal BCC singlet amplitude

ot X
b Valu(),ﬂUﬁ2
tkz = Z

_ 55
ap —(a)k] +wk2) G

and to the energy matrix through particle and hole interactions

&ty = D (UG) ap Uy

Euy = 2 Ve wan (V)
o

(56a)

(56b)

All together, this leads to the following ADC(3) contributions
to the coupling matrices:

k 7k
cI — —A123§ Voo (V) [t = 1 ULV, (57a)
Jas
kq

Cay = LPm > e (UY) [ = 1/ JURUS. (57b)

«/6 VA
k7
_ 1 * _
D%h) = %«4123 Z (UI;Z) [tlf: - IIQ]V?U?UM,M’ (57¢)
Ivd

D = Py 3 (W) [ 1OV . 570

e
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FIG. 8. Third-order composite (nonskeleton) diagrams contributing to 2 (w) involving an external one-body potential U of Eq. (13) as
self-energy insertion. Dashed lines represent matrix elements of the two-particle interaction V, single lines are reference mean-field propagators
from Egs. (53) and dashed lines with a cross denote the one body potential U. Similarly to Figs. 5-7, all other Nambu components of the
self-energy receive contributions from analogous diagrams that are obtained by inverting one or both of the incoming and outgoing lines.

and to the corresponding one-body energy interaction matri-
ces

£ = Panesiae[(E5, — Eun ) kb ], (58)

where the cyclic permutation operator is intended to act on
pairs of quasiparticle indices.

The remaining two rows of Fig. 8 arise from the anoma-
lous term in Eq. (13). Introducing the anomalous single BCC
amplitude in the two-particle channel

L4 Uk]Ukz
il =37 ) U Uy , (59a)
op —2(Cl)kl -+ a)kz)
and in the two-hole channel
Vklvkz an.
B Yap
ik, = _ (59b)
1k2 %3: _2(a)kl + a)kz)

the anomalous one-body energy interaction matrix reads

| I
gw="3%" 5 (UQ) ug Vg (60)
of

and acts by mixing the addition and removal components
of a single quasiparticle. With these definitions at hand, the
remaining nonskeleton ADC(3) contributions are

15 k k k ook
c = A123 E Vai oo V ) [ = tor, JURVE, (61a)
Jas
kq

cim = %Pm Z Vaur (UF) 70 — i, JUR U, (610)

HVA
k7

. 1 . ~

D = i 3 (U P 1 ]9 U0, (610)
s

_ 1 L o

DI = ﬁPmZ(V’;) [ — i, [V V50,0001, (61d)
s

and

E8) = Pusesiae [(E + E)Staks Stake |- (62)
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IV. OPTIMIZED REFERENCE STATES AND
APPROXIMATIONS TO SELF-CONSISTENCY

The SCGF approach is based on using the dressed prop-
agator G(w), Eq. (18), as the reference state upon which
the self-energy is expanded. It generalizes the unperturbed
propagator G”(w) to include full many-body correlations
in the one-body Green’s function. In this framework, only
skeleton diagrams must be accounted for and the contributions
discussed in Secs. III A and III B define the complete Gorkov-
ADC(3) approach. Since G(w) is itself obtained by solving
the Gorkov equations, in practice one needs to compute the
self-energy and diagonalize Eq. (33) iteratively until conver-
gence.

Our experience from applications to nuclear structure is
that the most important self-consistency effects arise from
the cHFB terms, i.e., Eqs. (37) [48]. These are rather
straightforward to compute and require very modest compu-
tational resources, even for fully dressed propagators. On the
other hand, the self-consistent computation of X(w) becomes
quickly prohibitive. If Ngg = dim({«’}) denotes the dimension
of the single-particle basis, an unperturbed reference state
G9(w) implies a dimension ~2Nj, for the Gorkov eigen-
value problem (33) that generates half as many poles for
G(w). At each subsequent self-consistency iteration, the di-
mension of the ISC space grows as dim({r})~(Ngs)>", with
n being the number of iterations. Therefore, it is mandatory
to devise proper approximations of the dressed propaga-
tor G*!(w) that limit the growth in the number of poles.
Typical approaches proposed in the literature aim at a low-
dimensional representation of the propagator either by binning
of the spectral function in energy and momentum or by pro-
jecting it onto Krylov subspaces [26,44,49-51]. The second
approach is highly preferable, if not mandatory, when work-
ing with discrete Lehmann representations such as Eqs. (18)
and (29). In the context of Dyson SCGF, we introduced two
workable techniques that follow the latter strategy and further
rely on the conservation of the lowest moments of the spectral
function [37,52,53]. In the following, these ideas are general-
ized to the case of Gorkov propagators.

In general, both the one-body spectral function and the
dressed propagator (18) are uniquely defined by the set of
quasiparticle poles wy and spectroscopic amplitudes (¥, V).
If D is the number of independent poles (k =1, ..., D) we
aim at replacing these objects with a smaller set

uk , U/i
W, (Vk) — wi ) (V/i) 9 (63)

wherei =1,...,d and d < D. The pth moment of the spec-
tral distribution is defined in Nambu space as

=3 <wk>"( )@ v, (64)

and similarly for o] and (U", V). The new set of poles and
amplitudes is determined by imposing that it preserves all ma-
trix elements of the first 2n moments, p =0, 1,...,2n — 1,

for a given positive integer n. It is easy to verify that this
condition is met by choosing

/ i

w; =e, (65a)
U] n
(g%*) =2 (87"z?),. (65)
o =1

where ¢ and (ZEI), Zl(.z), e
eigenvalue problem

sh  §® ... sm \ [(zZM
1
S® &3 set+h | | z@
1

ZE")) are the solutions of the

S(.n) S(n.Jrl) S(Zr'zfl) Z%n)
1

SO g ... s-hy [z
[ sv s .. R0 Z(2>
=e : : . : ,  (66)
g-1) g §2n-2) Zf")

with the sums over single-particle basis indices being implicit
for simplicity. Note that each component pr ) is a vector both
in the single-particle basis and in Nambu space, so that the
number of new amplitudes is d = 2nNg;. For very large values
of n the spectral distribution will be approximated with a
growing number of poles and the original poles and ampli-
tudes, w; and (U, V¥), will eventually be recovered exactly.
However, the most important physical information is already
preserved even for the simplest case, i.e., n = 1. For example,
the lowest spectral moment is

~ %
SO = ("er Lo ), 67)
Pap Pap

where the matrix

map = Sep'' =D USUS = (Wolepeh |Wo)  (68)
k

is related to the density matrix through mag + pps = Sup
and informs on the distribution of unoccupied single-particle
states [54]. Hence, preserving Eq. (67) will automatically
preserve the pairing gaps, the density matrix, and all one-body
observables, including the average particle number (11) and
the point-particle density distributions. Likewise, the Koltun
energy sum rule (24) can be expressed in terms of the p = 0, 1
moments

1
Q=5 [tap = 18p)S ™ = BupSp, ] (69)
ap

and the effective smgle -particle energles obtained diagonaliz-
ing hi = pdap + Sta 1) = Sélﬂ) 22 remain unchanged [55].

In splte of its efﬁ01ency, the effective dressed single-
particle propagator for n = 1 has already a number of poles,
d = 2Npg;, that is doubled with respect to the standard mean-
field reference. This implies an eightfold increase in the
dimension of the corresponding Gorkov eigenvalue prob-
lem (33). The self-consistent approach based on conserving
moments (64) is therefore viable only for sufficiently small
model spaces.
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A better approximation would consist in maintaining the
same number of poles as G*)(w) while not giving up the
ability of conserving key quantities from the previous scheme.
For this purpose let us compute moments of the spectral func-
tions with respect to the poles of G(w) and sum over both
forward- and backward-going excitations from Eq. (18):

Q(P) Z{ -1 <U§>(uk* Vk*)
= | ()P \Vk) 7 7P

4 1 (]_)c]({*> (T}k Z/_{k)} (70)

(wp)? L_{é‘* BB
Note that Q(p =1 — «p(w = 0). The set of amplitudes (63)
preserving the moments (70) is obtained following Eqs (66)

and (65b) with S replaced by Q'” but choosing w, = 1/¢'.
Equation (70) leads to the general structure
Q(ﬂ) 12
(— )p(Q(p>11) ; (71

(p),11

Q(P) Q(p) 2

(Q4")
which is analogous the HFB eigenmatrix (37). Inserting it into
Eq. (66), it can be shown that solutions come in pairs with
eigenvalues of opposite sign (1/e’, —1/¢') and consequently
the approximated spectra distribution only has d = nNg inde-
pendent poles. As for the case of the direct spectral function,
Eq. (64), imposing the preservation of the first 2n moments
Q' lead to an approximation to the spectral distribution that
approaches the complete set of D quasiparticles as n increases.
However, the greatest advantage is for n = 1 since it defines
an approximation to G(w) (the self-consistent propagator)
that has the same number of poles as the standard reference

mean-field G (w).

The most relevant difference between moments (64)
and (70) is that the orthonormality of eigenvectors (34) im-
plies that nyoﬁ) = I8, is the identity matrix. Hence, the lowest

moments Q® no longer preserve the exact (normal and
anomalous) reduced density matrices. On the other hand, the
eigenvalue equation (66) for n = 1 becomes

QVZ; = ¢/Z,, (72)

where Z(I)T (U, V') according of Eq. (65b). In addition,
relatlons (71) for QU imply that this is a HFB-like problem.
Therefore, the poles ; and (U", V") are both a workable
approximation of the self-consistent propagator G(w) and the
solution of an unperturbed mean-field Hamiltonian Q;f)pRS),
which we dub the optimized reference state (OpRS) Hamilto-
nian.

To correctly define the external potential U (OPRS) that gen-
erates the new reference state, one has to remember that the
eigenvalues e; are associated with moments of inverse poles,
1/wy, through Eq. (70). Thus, Q{P** is identified with the
inverse matrix of QV,

(OpRS)11 (OpRS)12
(QUaﬂ Qyap ) _ [Qm]
(OpRS)21 (OpRS)22 | =
waﬂ QUtfﬂ

U/z V/z * 1 U/i * V/i *
_Z _ a@ PP ), (13)
vioo -+ )\vi o

4]

where the sum runs over all positive eigenvalues (e; > 0) of
Eq. (72). Comparing the matrix elements of Eq. (73) with the
left-hand side of Eq. (54) defines the potential U (OPRS),

Equation (73) has been systematically used to define an
optimized reference state for SCGF computations in nuclear
structure [5]. Although the physical quantities in Eqs. (67)—
(69) are no longer preserved exactly, it is our experience that
the Koltun sum rule and density distributions are still closely
reproduced even with such OpRS and even for strongly cor-
related systems such as atomic nuclei. Thus, this has become
our method of choice to implement self-consistency. In doing
so, it is crucial to define Q) in terms of the inverse quasi-
particle energies because the conservation of lowest moments
constrains more efficiently the extremes of the eigen spectrum
rather than its central part. By employing powers of 1/wy in
Eq. (70) one ensures that greater weight is given to preserve
the structure of the self-consistent propagator G(w) near the
Fermi surface.

In spite of being a somewhat poorer approximation than the
one generated by Eqgs. (64), the OpRS has the great advantage
to be associated with an external mean-field potential 2y
and propagator. Hence, the approximation made in replac-
ing the true self-consistent propagator G(w) with GOPRS) ()
can always be corrected systematically by computing the
nonskeleton diagrams of Sec. II1 C for U = ZHFB — {y(OpRS),

V. IMPLEMENTATION OF THE ADC(n)
TRUNCATION HIERARCHY

Having derived all diagrammatic contributions up to third
order, it useful to briefly summarize the specific terms that
enter the various truncation levels of the ADC(n) method. At
each order n, the Gorkov propagator (18) is obtained by diago-
nalizing Eq. (33), with the eigenvectors normalized according
to Eq. (34) and the chemical potential tuned to reproduce
the correct number of particles on average [see Eq. (11) and
Ref. [26] ]. The matrix elements of the Gorkov eigenvalue
problem are given as follows:

(1) ADC(1). Only the cHFB sector of the Gorkov ma-
trix contributes at first order, while all couplings
to ISCs vanish: CIAPC(DT = DIADCD] — gIADCIDI — (),
One computes the matrix elements of X from
Egs. (37) and adds the one-body interaction T shifted
by the chemical potential . In this case, a self-
consistent computation reduces to the standard HFB
problem.

(2) ADC(2). The cHFB sector remains the same as
for ADC(1). The coupling matrices CAPC®)! and
DIAPCR) and energy denominator £APCA) are given
by Egs. (39). Since all Feynman diagrams up to second
order are of skeleton type, the ADC(2) is uniquely
defined by these equations.

(3) Self-consistent ADC(3). For a self-consistent compu-
tation the reference Gorkov propagator is replaced
by a dressed one, which includes the fragmentation
of single-particle strength. In this case only skeleton
diagrams must be included. The ADC(3) equations re-
main unchanged in the cHFB sector but the couplings
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to ISCs receive additional terms from Egs. (43)
through (51). Specifically:

CLAP=56) — CPE 1 ¢ 1 €L 4 €L

+CM0 el 4 D 4 ¢, (74a)
DIAPCOISE = DRDC 1 Dl 1 DD 4 DI

+DNO - ple) L pUD L Pl - (74b)
EMPERI=SEN = glADC@N 4 gl 4 g0 1 £09 (74c)

(4) Full ADC(3). Whenever a mean-field propagator is
used to define the reference state for the Feynman-
Gorkov expansion, composite diagrams must also be
included. The first nonskeleton terms appear at third
order and therefore contribute from ADC(3) onward.
These are detailed in Eqs. (57), (58), (61), and (62)
and lead to the final Gorkov-ADC(3) equations

C[ADC(3)7Full] — C[ADC(3)7SC] 4 C(iI,I:l) 4 C(S(I,Iri)

o,r o,r
+COP 4 CLY, (75a)
ID[rf(\XDC(3)—Fu11] — ID[r:/(\XDC(S)—SC] + @;Iih) + @;I{E)
+D1 + Dy, (75b)
gr[’/:DC@)—Full] — gr[ﬁ/DCG)—SC] + gr(lrd) _i_gr(’l;e/). (750)

Note that the latter corrections have to be computed for
the residual one-body interaction U = LHE — yMF)
where ZHFB is the HFB potential and U™P) is the
mean field that defines the reference state. Therefore,
corrections (75) vanish for the special case of a HFB
reference state.

It should be noted that, for each of the above trunca-
tions, the cHFB sector in Eq. (33) needs to be evaluated
at least at the corresponding order in perturbation theory.
In practical applications it is sufficient to exploit Egs. (37),
which are complete to all orders if expressed in terms of
the fragmented amplitudes ¢/ and V. This leads to a first
level of self-consistency, referred to as “sc0”, where only the
cHFB part of the eigenmatrix (33) is updated iteratively [26].
Complete self-consistency requires iterating also the coupling
amplitudes and interactions, C, D, and £: these are computed
from the spectroscopic amplitudes and poles of the dressed
propagator, whenever possible, or otherwise resorting to the
corresponding OpRS discussed in Sec. IV.

The same working equations for the case of a spherical
system in angular-momentum coupling scheme are derived
in Appendix A, with the final eigenvalue problem given by
Eqgs. (A37) and (A38). The J-coupled contributions corre-
sponding to the above truncation schemes are collected in
Secs. A1, A2a, A2b, and A 2c, respectively. Extensive de-
tails about the numerical implementation of Gorkov-ADC(n)
can be found in Ref. [26].

VI. CONCLUSIONS

The major outcome of the present work is the full develop-
ment of the Gorkov method at the ADC(3) truncation level for
which all algebraic details necessary to perform a numerical
implementation are provided.

The full set of working equations for a two-body Hamilto-
nian has been presented in Sec. I1I for a general single-particle
basis set and are summarized for the different ADC(n) trun-
cations in Sec. V. This allows for the largest possible range
of applications to a variety of systems. Our results could
be easily adapted to complex geometries as in molecules or
specified to cylindrical and deformed bases (which will be
highly relevant to deformed nuclei). The particular case of
spherical symmetry can be exploited for simple atoms and
semimagic nuclear isotopes and is presently derived in full in
Appendix A. This development is expected to open the way to
new advances in ab initio nuclear structure studies.

In spite of the large number of Gorkov diagrams that needs
to be considered to build the ADC(3) approximation, i.e., 17
skeleton plus 20 composite ones at third order, most contri-
butions can be gathered together in a handful of final terms.
Combining Goldstone (time-ordered) contributions across dif-
ferent diagrams leads to important simplifications [56], i.e.,
it is not only to simplify the working equations but also to
satisfy Pauli antisymmetrization. Further simplifications of
our results from Sec. III could be achieved by identifying
specific terms with unperturbed Bogoliubov coupled cluster
amplitudes [47]. The close relation between SCGF and cou-
pled cluster methods was already observed at the level of the
standard (particle number conserving) formulations [57,58].
The ADC(3) many-body truncation is normally expected to
be equivalent to triple corrections in CC [59,60]. Furthermore,
the identification of BCC amplitudes pointed out in Sec. III
can be the basis for further improvements of the ADC(3)
scheme, as discussed in Ref. [23].

In the effort to clarify all possible aspects of a future imple-
mentation of the method, the systematic procedures to handle
self-consistency were discussed. In particular, the necessary
approximations in applying SCGF to the energy-dependent
self-energy can be rationalized as a process of learning an op-
timal reference state that encodes the most important features
of many-body correlations. The proposed OpRS approach
provides a way to maintain a faithful implementation, i.e.,
to correct systematically for the approximation itself, up to
order ADC(3) by simply adding the composite diagrams cor-
rections.

The numerical implementation of ADC(3) is notoriously
more difficult than ADC(2) and implies much higher needs
for computational resources. Although it is not clear a priori
how large model spaces can be reached, the present-day avail-
ability of massively parallel computing resources provides a
significant advantage with respect to our early applications at
the ADC(2) level [61,62].

With the right formalism in place and the hierarchy of
approximations ADC(1) (i.e., HFB), ADC(2), ADC(3), it will
be possible to better assess the limits and merits of the Gorkov
approach. In particular, the implications of symmetry break-
ing can be addressed in a more systematic way.
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The formalism set out in this work does not consider
the implication of three-body forces, which are a crucial
component of the nuclear Hamiltonian. This is not a major
hindrance for ab initio nuclear physics because the vast major-
ity of state-of-the-art applications find it sufficient to include
three-nucleon forces as effective two-body interactions. The
details of the full ADC(n) Gorkov formalism based on two-
and three-body forces, including anomalous and interaction-
irreducible contributions, will be the subject of a future
work.
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APPENDIX A: COUPLING OF ANGULAR MOMENTA

The Gorkov-ADC(3) equations derived in Sec. III are
generally applicable to any many-fermion system, given an
orthonormal one-body basis {|«)} and its dual defined in
Eq. (2). However, this form rarely represents the optimal
choice for practical implementations. In most cases, compu-
tational requirements can be drastically reduced by adopting
an appropriate basis and exploiting the symmetries of the
problem under consideration. We now discuss the particular
case of a rotationally invariant Hamiltonian and (spherical)
ground state with total angular momentum J = 0. This class
of systems includes a number of atoms and ions in quantum
chemistry and the vast majority of semimagic isotopes in
nuclear physics.

Most ab initio implementations in nuclear physics exploit
spherical single-particle basis states with an isospin spinor
X,(7) plus a spherical spherical harmonic Y;(#) and spin
X% (o) coupled to angular momentum j and its z-axis pro-
jection m:

0u(F. 0. ) = fuytina, (D[Ye, () ® X1 (0)]F X, (1), (AD)

where 7, o, and t are the spatial, spin, and isospin coordinates
and the most general radial function f,(r) may depend on
all quantum numbers except m, due to rotational symmetry.
Here, g, stands for any quantum number (or set of num-
bers) that is needed to label different distinguishable particles.
Typically, it is not needed for a single-fermion system such
as the electron gas while it is customary to use the nucleon
charge to distinguish among protons and neutrons in atomic
nuclei. However, the latter representation is inefficient for
our purposes since the Gorkov formulation conserves only
particle-number parity but not the total number of particles.
Hence, the total charge is also not conserved. A more general
and practical choice is a vector of quantum numbers encod-
ing the particle-number parity of all types of particles in the
systems. For example, in the case of Eq. (Al), g, will be a
“one-hot” vector with all zeros except for the element that
identifies the given particle, which is set to 1. In the follow-
ing this representation of g, will be used, always implicitly

intended as a vector in {0, 1}/, with Ny being the number
of different fermion species. For spin %, the combination of
spatial parity m, and j, uniquely defines the orbital angular
momentum {,. Thus, it is convenient to label our basis in
terms of 7, and the particle-number parities g, as these have
corresponding good quantum numbers for the many-body
states of Eq. (8). To summarize, the collective index « denotes
the set of quantum numbers

o= (nuts navjou qo> ma):(aa mzx)a (Aza)
where we introduce a latin letter index,
a= Ny, Tg» jor Ga)s (A2b)

to group the quantum numbers that are not contracted in the
coupling of angular momenta.

The dual basis {|&)} can be made explicit by identifying the
antiunitary transformation 7 with the time-reversal operator.
Applying it to state (A1) gives

Thum, (70, 7) = (=D)Heg, (70, 7),
from where one identifies the conjugate quantum number of
o to be & = (a, —mg). Since the parity 7, = (—1)% only

introduces a global real phase, we define the antiunitary trans-
formation simply as 7, = (—1)’«*"«_ It can be shown that

(A3)

(Ada)
(A4b)

ot
Coz - Ca,mu’

Ea = NaCaq = (_l)ja-‘rmaca,fma,

are the myth components of irreducible tensor operators of
rank j,.

We use a similar notation to Eq. (A2) for Gorkov quasipar-
ticle indices k and define the subset k of rotationally invariant
quantum numbers such that

k= (l’lk, Tk, jk’ s my) = (’]:s mk)~ (AS)

Quantities ny, 7y, ji, and my denote the principal quantum
number, parity, total angular momentum, and its projection of
the many-body states in Eq. (8). Similarly,

g = [(WiIN|Wi) —N| - mod 2 (A6)

is the difference between the particle-number parities of | W)
and |¥y). Eq. (A6) is intended element-wise for all types of
distinguishable fermions. The ISC indices (35) will require
coupling to total angular momentum J, and projection M,.. In
this case we choose the convention of coupling the first two
indices to the intermediate angular momentum J,, as detailed
in Sec. A 2, and define the general index r = (7, M,) with7 =
[(ki, ko, J12, k3), J,].

Let us now take the assumption that the target ground state
|Wy) is spherical with good angular momentum and parity

>The ™ notation used here is unrelated to the definition of quantum
number of the dual basis, Eq. (2). This should not cause confusion
since the Gorkov quasiparticle and ISC indices k and r do not pos-
sess a dual basis. Moreover, the distinction between direct and dual
single-particle bases disappear from the angular-momentum-coupled
equations discussed in the rest of this Appendix.
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J™ = 0", Considering the definition of the spectroscopic am-
plitudes (19) and applying the Wigner-Eckart theorem with
the tensor operators (A4), one finds

UL = (Wyleq | W)
= 15 (Wo|cz | W)

= (=D (Wol|Zal W)

_ s (Wo[Cal W)

= Oju i Omg,my — ~»

Ja
—_ (@jq)
= 5;%!‘1 Sy UL, (A7a)
Vi = (Wol) W)
= 110 (Wolcg W)
(\I'ollc W)

= 5Ju,jk8mu,mA (= 1)Zj

= 5005, VL. (A7b)
where the notation j = /2 + 1 is used and chms denotes

Jimi jon

the usual Clebsch-Gordan coefficient. Applying transforma-
tions (20) yields

Ul = nahe = 87078, (—1Y UL, (AT0)

VE = =V = 8708, L (—1Y e VE (ATd)
In Eqgs. (A7), we have applied the conservation of particle-
number parity and of parity in coordinate space and have
introduced a compact notation for multiple Kronecker és on

the conserved symmetries:
8 (A)

= 87,1080 jk O

where, again, §,,,, is element-wise on the vectors g, and gi.
Note that Eq. (A8) does not imply an equality on the principal
quantum numbers, thus & 7 = 8, I(:Tf:’) Equations (A7)
show that all spectroscopic amplitudes, barred and nonbarred,
amount down to the same two reduced quantities U" and Vk
plus some phase factor.

The Hamiltonian (1) is also independent of the third
component of total angular momentum due to rotational sym-
metry. The most general one-body operator that we encounter

J

is given by Eq. (13) and breaks particle number symmetry. Its
matrix elements can then factored as

(A9a)

(7jq)
Ugp = (Su,b 5ma,mﬂuaba

Ul = 80 8,y (=17 " Tig, (A9b)
where the §"/9s reflect the fact that conservation of spatial
parity and of odd or even particle number is still assumed.
For the two-body interaction V we adopt the usual angular-
momentum-coupling convention for its properly normalized
matrix elements,

g1 1
DS T4 80 /T + Bga
X Z CJ mq jgmg Ve, V(SC/ymy Jsms

Mg g
my, ms

(A10)

Moreover, the ADC(3) contributions discussed in Sec. A2b
are conveniently expressed in terms of the particle-hole cou-
pling, which is related to Eq. (A10) through the Pandya
transformation:

oy _ s Jaipd
vabﬂ,gdﬂ—;( DIt (2, + ){ ]2}
2

X N1+ 84,4V e/ T+ Sbge

1. First-order self-energy

(Al1)

From the definitions (A7) one can easily derive the angular-
momentum form of the reduced density matrices:

. ~ ok~
Pap = 5(”1q>5ma,mﬂ Zaéﬂzjq)(vg) Véc
k

= Bf(li’hjq)smmm 5 Oab» (A12)
and
— 5§D 2ju @ jg) (\ R\ /&
P = 0, 1 YA 0) 4
¥
= 8((lirqu)8maamﬂ Pab- (A13)

Inserting the latter into Eqgs. (37) leads to the following ex-
pression for the energy-independent terms of the self-energy

20 +1

25" = 85 Sy 8;2;4 2ju+ 1 VTH 8agVly s/ T+ 8n.apag = 855" 8, my A (Alda)
o) Ja
- (- 1) . L) _ . i
B = 8 S TR ¥ B =8 e 614D
o
Z((x?m _ (Sgqu)(gmmmﬁ (hba) i (Aldce)
Z5 = =80 Sy Mot = =8 Sy (A" (Al4d)

2. Dynamic self-energy

The dynamic part of the self-energy involves the ampli-
tudes C, , and D,, that couple single-particle states to the

(

ISCs defined by Eqgs. (35). Their contributions have been pre-
sented in Eqgs. (39) and Secs. 11 B and III C 2 at different level
of many-body truncation and are fully antisymmetric with
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respect to the Gorkov indices in r. However, it is convenient
to decompose each term (generally indicated by the symbol
“.” in the following) through cyclic permutations of partially
antisymmetrized amplitudes

where My tyits = =M tohiks a0d Nijtoks.o = —Nigkks.o are
antisymmetric with respect to the exchange of the first two
indices in r = (ky, ko, k3). With this choice, it is efficient to
first couple Gorkov quasiparticles k; and k; to an intermediate

angular momentum J; and then add k3 to obtain the total

1 .
Cé"), = 779123M;?k1 foks? (Al5a)  angular momentum of the ISC, with quantum numbers J,
and M,. We adopt this convention and define the angular-
Di.})x —Pm M ) (A15b) momentum coupled amplitudes through the relations

7

J

[146;
Ji2M 12 JM, (”Jq) ki K ~
Z Ma, rC]k My Jiy My CJ]2M12.jk3mk3 = 8 S M, 2 M., (Al6a)
my, my.
: [14+6; %
JioMi2 J M, — s(@jg) kiky a7
Z J\/;acjk My jk, Mk, CJ]ZMIij3hlk3 = (Sa,? Smo M, 3 '-/\[r,a» (Al6b)
m’;h:’zkz
while the barred quantities follow through the equivalent of Eqgs. (30) for M and N
- ; . 1467 ¢
JioM JM, _ omjg) Jo My ky,ky -
Yo M G hmy, = 8a S, (= 1) — Mz, (Al6¢)
My, My )
Mgy
N, CJ12M12 CJer _ 8(%]4)8 (_1)jn7m,, 1+ 8;1,;2./\/; (A16d)
ra Jky Mgy jk2mk2 J12M12jk3mk3 - Ya7 My, —M, 2 r.a-
mﬁhgkz

Equations (A16) apply to each separate contribution of the ADC(n) expansion, as well as the corresponding fully antisym-
metrized amplitudes C, , and D, ,. Note that the collective Kronecker §s entering the above equations involve the total angular
momentum J,, parity m, = 7y, 7y, Tk, , and particle-number parities g, = |qx, + g, + gr,| mod 2 (element-wise for all types of
particles) of the ISC r but do not impose charge conservation. As we see below, some M, , and N, , amplitudes may have more
stringent selection rules on ¢, that arise from charge conservation in the two-body interaction but these are reshuffled by the
permutations in Egs. (A15), so that only the conservation of even and odd particle-number applies to the final C, , and D, .

The angular-momentum coupled form of the cyclic permutation operator is given by

2. 2. ¢

My M, mk4mk5
Mgy Mg

J|2M12
Ty My Jiy Micy

JasMys
Jig My Jks Mics

T M,
JasMas JigMig

JM, ) Pr’r/c

112M12 Jk3 My

_ o S S e e S e S e (1 VK T P22 T T jkzjkl'llz
= [‘Skl,kA‘Skz,ks‘ska,ka‘Sfu,hs + 0 10, 5 O (DT TS J”"“S{jk Jr Jus
3

+ 8;:,@ 8%3 s 8;1 ks (-1 )ij] g g s f12j45 {j-kl T 12 } ] 8Jrf,-/ 8M,M,,

Jis Jr Jas
146 ¢ 1+6 7
= W‘”sMT,Mﬂ/ L Py = (A17)
2 2
in terms of Wigner 6-j coefficients.
For the first-order corrections to the energy denominators, a similar combination of cyclic permutations is employed:
ay _ 1 ()
Er,r’ = _P123‘Fk]k2k3,k4k5k57)455’ (A18)
whereas the angular-momentum coupling for the partially antisymmetrized energy is defined as
. [1+6; ¢ [1+6 %
J12M12 J M, JasMys J M, _ o(mjg) ky,ky ~ kq,ks
Z Z Tiey My iy Micy 112M12,ik3mk3‘7: C/k4mk4 Jis s JasMas jigmig = 87,?’ SM"*Mr’ 2 Fry 2 : (A19)

mk] mkz mk4 mAS

Mg Mg

It is convenient to factor out the terms /(1 + 8; 7 )/2 from definitions (A16) through (A19) because these cancel out when
restricting the sums over 7 to ISCs ordered in the first two indices, k1 < kz [see Sec. (A 3) below].
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a. ADC(2) amplitudes
The ADC(2) version of the M and N amplitudes is given by Egs. (39). Following definitions (A16a) and (A16b), one has

_ ,flz
M(I) = Ay s Jios J12)AWU12, iy, Jp) (= 1)t =22

o

ukl (ﬂjq)uk28(ﬂjq) ( 1)]k1+]k2 J]zukla(”lq)ukzs(ﬂj‘ﬁ

X< YT Bav = - ok yhse), (A20)

mSv \/l + 8’"’1’\/1 + 821;2
1
and
|
NS = Al o )iz, i I
VESTIIYESTID (1t eyls T ks
» Z mk v %k — m,ka ;’lnllzj almu]@a(ﬂj@ (A21)
m<v \/ k"kz\/ "
1
where
A o is) = 1 if[jp—pl<i<i+i (A22)
J1, J2, J3 0 otherwise

is the triangular Condition The sums over single-particle states m and v have been restricted to ordered m < v by exploiting the
antisymmetry of v o - Here and in the rest of the this Appendix, we interpret the inequality m < vasm<v 1f (—1)uth=he=—1
is satisfied and as m < v otherwise.

The energy denominator for three freely propagating quasiparticles, Eq. (39¢), is diagonal in the ISCs indices and does not
need to be antisymmetrized. Hence, we follow a different convention than Eq. (A19) and define

E § leMlz Jr r 5(0) J4sMys CJ,/M,/
Jiy My Jiky Micy JIZMI”Jk3mk3 1 kg My ks Miks — JasMas kg Mig

mkl mkz mu mks
My Mg

= 8%, 1,0% 5%, 815 80,0, O, (07, + @0, + o7,

= 8780, 1, E. (A23)

b. Self-consistent ADC(3) amplitudes

ADC(3) contributions require summation on the unperturbed doublet amplitudes (42). Here, an angular-momentum coupling
convention similar to the one used for two-body interactions is adopted and the rotationally invariant matrix elements is defined
as

kikd _ JM kiky (~J—M 1y M
tE;E = Z Cjk] My iy My tk3k4 Cjk3 My jk4mk4( )
My Mgy
mk3mk4
% s (Ui ks s (Tja) & §(Tja) ks o( jq)
V*Sak3 Vb8bk abgdU'S Udédk
= Ay i DAty i 1Y : (A24)

abgd _(wkl + oy, @r, + Wr, + k4)
where the upper (lower) indices are coupled together as they correspond to direct interactions among pairs of Gorkov quasipar-
ticles. Whenever the quasiparticles are coupled through a two-body interaction in the particle-hole channel, it becomes more
efficient to first perform a Pandya transformation similar to Eq. (A11). In particular, we choose the convention

k(o) _ Jiy =k 2 Jdkd | Gk
v Z( 1)l =i+ (2 + 1){] Jk,Jz}tkzkw (A25)

Given the above definitions, we are in the position to state the angular-momentum-coupled form for the skeleton ADC(3)
diagrams. Contributions from Eqs. (43) and (47) can be conveniently gathered as the only difference among them is in the

inversion of the upper and lower indices in t,i‘,ff After introducing a common factor for normalization and angular-momentum
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conditions,
Ay s iy J12) A2, Jiss Iy
K() = ks Jio» J12)AU12, iy )’ (A26)
/1+ 8;1‘;2
the M, 7 amplitudes read
J
(Ild+C) = (- 1)1a+JA3—leK(~) 12 ZZ /1+8‘llv<{}2mu 1+ 68,0
Ja mvl Toke
1
E(v,’;;(slﬁj;j)vfxa(””)) [l - (1)l ey 5o, (A27a)
M(Hb+d) (- l)hﬂh—mK(N)]lz ZZ( 1)2]k3+21kxv;i:'7)']]’112}171
Coml Tk
%7 (T jq)7 fks o (TJ@)\*T ikl 212 ks 1277 /s < (T jq)
x (Vs u,sal’é") (2" + (=D ‘2t78‘2]Um38m]g’. (A27b)
The particle-hole interactions from diagrams of Fig. 7 and Egs. (50a)-(50c) are
M(He) (— 1)]a+]k3_J12K(N) ZZ(_I)ij3+2jkg U;lrzl){,13171
 mul Tk
% s (Tja)y ks s (T @)\ iy iy — iy — g ¢ Ksk1 (P Gl (ph)a 1y [ s (T iq)
X(V 78 an Z/{ 88 an ) [(_I)Jkﬁ-/kz Jkq Jkgtzjzzl Ph)Ji2 + tk7kz PRIy ]umz(gmﬂ]f , (A27¢)
M(Hf) (— 1)]u+]k;_J12K(N) ZZ( 1)1+2]k;+2/k7vazh)lfl”2dl
“ mul Tk
X(uﬁa[(?}gj‘])vyﬁs(s:;%j)) [( I)Jkﬁlez lethkl(Ph)le +(— 1)1A7+jk8 112tk7k2(Ph)112]uk38'()”kJ;1)’ (A27d)
L J
MIE = (=1t i T K G Z2 SN T4 801020/ T+ S
“ mul Bk
% s (Tja)y ks s (Tiq)\* ey iy — iy — kg ¢ Rsr (P Taka (ph) T2 Ty ks 5 (7 )
X (V8,1 0V 8 D) (=)=l =gt P00 gt [ypg 200, (A27e)

where we used the primed superscripts (¢’ and f’) to indicate that Eqs. (A27c) and (A27d) are actually linear combinations
of (50a) and (50b).
Similarly, Egs. (43c), (43d) and (47¢), (47d) for the N5, amplitudes give

NI (L ym sz_JuK(v)le ZZ k7k8112+( 1)2J|2tk1k2J12]
T.a

mvl k7kg
(uk75<””)uk85<””>) u’@a“”\/ U4 8ol T+ 841, (A28a)
N(Ilb+d) (— I)Ju ]kg_JIZKmle ZZ k7k8J12 + (- )Zletglznglz]
krk;
VL ks e
(ukv(g(ﬂjq)vkgg(ﬂjq)) Vizgr(nﬂiq) (7h1)1(;;,1 (A28b)

while the coupling of particle-hole interactions from the diagrams of Fig. 7 and Egs. (50d)—(50f) are

N(He) =(— l)ja Jis J]zK("‘)le( I)ZZ (— 1)Jk1+J"2 letk2k7(Ph)112+( l)jA7+Jkg J]ztklkS(Ph)le]

Ja mul ok

X (V8 fs s T Yl gty (e (A28¢)
3

ml~ av=1’

J
(IIf") Joa—Jky =] 12 iy i — ke —J kzk7(Ph)le klks(Ph)Jw
N = (AP 30 Y [y ey o)

mul ks
(L{k7 5(7rjq)Vksa(ﬂjq))*v(ph)llz Vk; 5(71111)

[=Lam='"m Ty p

(A28d)

N(Hg) (— 1)./0( iy J]zK(“‘) 12 ZZ (— 1)Jk1+Jk2 Jky— jkstkz/ﬁ(Ph)le +tk1ks(Ph)le]

]ot mul kg
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% s (T @)y gks (T i)\ * J ks 5 jq)
x (ummﬁj U8 ) VI 8002 1+ 81U, 8. (A28e)

mv,al

Finally, energy denominators for the skeleton ADC(3) self-energy are given by

FIP = KOK S 800 D UNUS) VTH 805028 0/ TH Spald U, (A292)
abgd

Fir" = KOKGT 18 2 Ve ViV T+ 80ty o/ T+ 0a(VVi) (A290)
abgd

]:(Il’h) K( )K(N )8k3 kf,a’lz Tis |:Z (ukl sz)* ;Zh)ljgd luk4vk5 (_l)jkl +ik, =12 Z (ukzvkl)* ;Zh)ljfgzd IZ/II“‘V"S
afys afys

ub‘gd‘ ub‘gd‘

_(_1)J'k4+jk57112 Z (uk] sz)* (ph)J12 u?vfzx + (_l)jk1+jk2*fk4*jk5 Z (ukzvkl)* (ph)Ji2 UEV;{A] (A29¢)
afyé afyé

c. Nonskeleton diagrams
Using Egs. (A9), the normal and anomalous singlet BCC amplitudes, Egs. (55) and (59), can be reexpressed as
Sénjq)vgl (— l)jkl g, uabU%}

— s(mjg) 1,4 (Tjg) _ (ﬂjq) 1V i K
tkz ~ k& L Z _(€£0) +€£0)) 8pp = 3 (Smk],—mkz( L)% e (A30)
ab

and

(5ab)*U§' Ukz( l)jkz My, 8(”/‘])

kiky _ s(Tjq) bk (ﬂjq) _ (ﬂjq) vk e ki
" = ;1,}52 My, ,—Mi, Z _2(610) + 65‘0)) 5 8 (Smkl,—mkz( 1) 1 1" s (A31)
ab ki ka
(xja) SEAVEV DR T, ia) _ setja)
T 5 b
lik, = O ff D 8 = = 5728y (=D T (A32)

w2 )

One can now write down the composite M5, amphtudes at second order:

M(Ilh+1) (— 1)1a+]k3—./]2K( )= 12 Z /1 +8¢¢IU¢,1 - /T4 80

Jo mvl

x 8(”161) (Vk7) S(JTM)[ K — (= l)ij]tkl]Ukza(”JQ)Vksa(”M)
m,kl — ]
k7

ki 5 jq) s (T jq) N STk ¢ 1\24k k2 Txks £ (T )
+U,1 8705 (V) 882l — (=DM ]vye %

mmk vk

K
* s i)y ke (T i) o (T ) B\ s@ja) Djia k1 K
FURSTIIURS T80y (U/) ST~ 1P — ] (A33a)
ks
J
MF™ = DR RO YT Bt/ T+ O

Jo mvl

(jq) BN s@ia ok _ . Tyike s(Tia)yks s (T ja)
x sm!a (Vi) 810t tk7k]]Uv 5v!;2 \% 61’;3

— ki kg
k7
% 5T ja) s (2 jg) BN s@iof ok _ . Tyks s(mia)
FURSTIOS T Y (VE) ST — g VR
k7
+Uk1a(ﬂ]q)Ukz(sfjﬂkj:l)a(ﬂ]q)Z( 1)2];(3 Uk7 S(qu)[t/wk; t’]:ﬁé] , (A33b)
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as well as the corresponding A, amplitudes

N(IIh-H) ( l)ju ]k;—llzK(N)JIZ
Ja

(mq) k7 <n/q> 2 k1 ki Tk s (T ks o (T ja)
XZ 5" Z (U 5 [( Dt t%]vvamZz Ups%

mvl k7

ki 5(7ja) s (T jg) T\ sGIDT 1\ ks _ Jorgks sTia)
Vs, 18,7 2 (Ub)” 87 [(=D¥ery — 2 ]Ups Y
k7

+VE ANV TIN5 (VFY* 3"”‘1)[’“7—( 1)%#@] I+ 80022 1+ Sal, (A34a)
5

N(H_H—k) ( l)ja Jiy J]ZK("")JIZ
Ja

(ﬂjq) 2 k7 (7 ja) k7k1 vk s(Tja)y ks (T jq)
<y 5" Z( 1)%n (U X [t tk7k1]Vv8v,Zz Ups Y

k k7
mvl
ki s (T jq) s (7 jgq) 12k (TR SO ol _ . Ty 7ks s (Tjg)
_’_VmSm,'/;'l 81,]2 Z( 1Y) 2(Uv) 822}7 [[ tk7k2]Ul 81.23
2
% Ji
Vk1S(WJQ)szBi”kJZII)(g(ﬂJq) (VZ7) (SIZTM)[ k7k3 —fr ] S, Uv]’nllz) u T+ Sal- (A34b)

k7

The energy denominators for the composite self-energy at third order read

1d B
f( ) K(N)K(N )( ki, k4 kz k5 (_1)Jk] iy le(gzz Eztakl k5)8]12 Jas

<A Y AR U + Vi (V)] (350

ab
I i ik, —J12
H(“f) K(N)K(N )( kl k4 k2 k5 (_ l )Jkl +jk2 J1~8; ,7(448};1 ,;5)8‘/1},-/45

1 . o
LS B () T 1 U V) ) s
ab

3. J-coupled Gorkov eigenvalue problem

The angular-momentum-coupling conventions just described allow us to decouple the Gorkov equations (33) into several
independent eigenvalue problems, one for each set (7, J, g) of the parity, total angular momentum, and particle number parity
of the many-body state |\Ile(")) Moreover, we use antisymmetry to limit the sums over the ISCs to ordered combinations of the
first two indices. For example,

Yo=Y L (A36)

¥ K Szz,flz,E

where the configurations with ;1 = Aké are included only when (—1)/*/=/12 = —1 and the sum on the right-hand side runs
implicitly over quantum numbers that satisfy the constraint (x,, J,, ¢,) = (i, J, g¢). With this choice, the /(1 + 8;1;2)/ 2 terms
from Egs. (A16) through (A19) drop out. The Gorkov Eqgs. (33) for channel (m, Ji, gi) become

u* . Ut
% Tab — /‘L~8ab + Aw hap Ca.T’ D;f,’a %
Va (pa)* —tap + Wy — (Ap)* Do (—DPCin || Vs
1V c: D & ’ i | (A37)
We b7 b v Ws
P Ds (=D Cpz =& 7 s
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with implicit sums over repeated indices ng and 7. The matrix elements of the coupling amplitudes are

1
Cav = 7 27: M5 Py 7,

1
Diy = 7 ; Prw N a,

and the energy denominators

&y =

The ISC components of the eigenvectors (A37), W;E and

0) (1)
7+ Z,Prrz]:rzr; 3,7

(A38a)

(A38b)

(A39)

va, correspond to the angular-momentum coupling of Egs. (32),

respectively following the conventions (A16a) and (A16d). The normalization condition becomes

SR+ VI S+ 2 =

with the sums over 7 as specified by Eq. (A36).
Finally, the GMK sum rule for total energy is given by

Ey = Qo+ u(N) =
(ks Jiqr)

APPENDIX B: STATIC SELF-ENERGY UP
TO THIRD ORDER

The complete static self-energy is given by the diagrams of
Fig. 1 and Egs. (37) and its computation requires the knowl-
edge of the exact (dressed) propagators (18). In some cases it
can be useful to access the separate contributions at each order
in perturbation theory. The first-order terms are simply given
by Eqgs. (37) but with the spectroscopic amplitudes replaced
by the HFB wave functions from Eq. (54). These terms read

Eggn _ E(<>o)22(1) Zv"”’ ka*\_ﬂ;, (Bla)
kys
= () = DB @iy

kyB

To extract the specific contributions at second and third or-
ders, the dressed propagator must be expanded according to
Eqgs. (26). The first-order contribution is simply

G(l)(a)) ZG(O)( )Z(OO)IG((S(I)S)(Q))’ (B2)

where the sums over Nambu indices is implicit in the matrix
algebra. The second-order self-energy is obtained by inserting
Eq. (B2) into the frequency integrals for X as

E;?.z)n Z/C
= Z Vay,Bs8

kiky

DI
T Ve ﬂaG(y) (w)

ki Hfb X7k ki Hfd  k2\*
UBIlekZV ] (U le1k2V52)
—(e2 +€) +in

(B3a)

2j+1 7ia) (T Toir ok
> e Zs< T8ty + (1 = wp)éus]Vy V-

(A40)

(A41)

E(oo 2)12

da)
Z/ Vo3, y(sG(l)lz(w)
CT

k Tk v *
= Z vaﬁ,y& Uf/l lesz ’ (VBIQ?])]QVI)?)
2 —(e) +e) +in

124
kiky

(B3b)

where C 1 is a counterclockwise path along the real axis and
including the whole positive imaginary plane and Qk ks
defined below in Eq. (B7b).

For the second-order expansion of the propagator two dif-
ferent terms arise, one from iterating two static first-order
self-energies,

Gl (@) =) GG (@) G (w), (B4)

yuv

and the other including a single second-order self-energy,

Gy (@) = ) GR@)E[ P @)GH ().

y$

(BS)

Both Egs. (B4) and (BS) imply similar frequency integrals
combining three poles. After performing such integrals, one
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obtains
dw
(00,3a)11 (2a)1l
D = Z/%UQWGSV (w)
yé
> 1
= Vay,Bs ©) (©0) . (0) (0) ;
kaks [_('Ekl T €, ) +”7][_(6k1 T &, ) +”7]
Y
k> Hfb ks nfb \* _ (Tke ofd \¥xTks Hib ki ofb ¥ (11 Hff  \*
X{UBZkakl (UVSQkSkl) - (Vészlkz) V)/ leks + (Vﬁ]kakl) (U)}kakz)
ki Afb ks ky Aff ki Afb Tky Aff V¥ (17k Hfb
+U5 Qi V3 O, + U Qi Vi O, + (V5 Qi) (U Q1) (B6a)
1 dw
(c03a)12 _ Qa2
25 =3 2 [ S o
y8
=y o 1
B () (0) . ©) 0) .
kikaks 2 [_('Ekl T €, ) "'”7][_(% T €, ) "'”7]
Y
kb (Tkinfb \*_ (Thkaofd V7 1ks Hfb Tk Afb \* (ks Aff \F
X{UVZkakl (VSBQlﬁkl) - (V)/2Qk1k2) U53Qk1k3 + (Vyl kakl) (V83Qk3kz)
b 11k Aff ff 11k Afb | (Thaoff \*(Tki Afb \F
+Ul;l Qlilszfslet:skz +UJk/2Qk2k3U51Q1r€3k1 + (V]}(/ZQ}jzks) (V5]Qk1k3) }’ (B6b)
and

do
2(00,317)1] — v G(2b)ll )
p ; i ay.BéYsy ( )

'R, (RE,UP)” — (Vi'RE,) R,V

:%:Uay»/%[_( O 0 O OV (€9 4+ €+ e? 4

€, t€&, T& TE&, €, TE&, T& Té& )+ ir/]
rk4k5
k C k C Tk * Tk *
USRY, R, Vi — USRE,RI VS + (VAR RY, UY)” — (VERE RE, U)
+ Z Vay.ps ) © ©_ O - ©) 4 Oy, - ’ (B6c)
” [—(a, +e, +ea, +ea)+in][-(q, +e))+in]
rk4k5
7(00.30)12 _ 1 do . G2
=520 | SpivepyiCr @)
yé
ks \ * S * k
_ 3 lebs USRE (R, Vs) — (VIRE,) R, Uy’
- ) (0) ) 0) : ) (0) ) 0) :
v6 2 [_(Gk. &, T6&, T, ) + ’”][_(Gk, 1€, T&, T &, )+ ”7]
rk4k5
5t USRI RD, U~ URD UL + (VRLRLVS) — GRRLRE V)
) (0) 0) 0) : 0) ) :
s 2 [_(Ekl 1€, t&, &, ) + ”7][_(% + € ) + ”7]
rk4k5
In Egs. (B3) and (B6) the following tensors of rank two and four in the quasiparticle indices have been employed:
i K\ D17k ke o (D11 57k \* K\ * e (D12 7k ks (s~ (D12 k| *
lekz = Z [(Ua]) Zaﬁ U/SZ _Vutzzaﬁ (Vﬁ]) + (Ual) Zaﬁ Vﬂz +U0t2 (Zaﬂ Vﬁl) ]’ (B7a)
ap
b _ K\ (D11 (o} * ko = (D11 7k \ * V5 (D12 (ko * Tk (D12 7kp \ *
lekz = Z[(Ua]) Eaﬂ (Vﬂz) _Uazzzxﬂ (Vﬂl) + (Uot]) Eaﬂ (Uﬂz) + (Vazzaﬂ Vﬂl) ]’ (B7b)
af
and
* = ERANES
RE = Y [C0(U5)" + DOV, (B8a)
o
RE = Y [(DOUE) + (€ 94). (B8b)

o
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where CV aned DV are the first-order coupling amplitudes defined in Egs. (39) and the index r encapsulate three quasiparticle
excitations as defined in Eq. (35).

APPENDIX C: FREQUENCY INTEGRALS

The ADC coupling amplitudes and denominators discussed in Sec. III are obtained by direct comparison to the analytic
expression of all relevant diagrams [23]. The Feynman rules for computing diagrams have been introduced in Ref. [25], where
the full calculation of all ADC(2) diagrams has also been discussed in detail. The case of third-order diagrams is essentially
analogous, involving more complicated frequency integral. However, one must also pay attention in grouping together classes of
different diagrams in such a way that important symmetries are preserved, and in particular permutations signs imposed by the
Pauli principle. This last section outlines the computation for the third-order diagrams of Fig. 5 as an example. Let us start with
the computations of diagram 5(a) contributing to '!(w). By applying the Feynman rules from Ref. [25], we have

i0.5(a da)1 da)z da)3
Elllg(FgS( ))( ) — 4 2_7_”2_7_” i Vo, v LL/(wZ)Gi},'(w + w) — a)Z)v,u’U’,y’é’
X Gi,l,y(a)3)65,8(a) + @1 — @3)v,5 51 G (1), (CI)

where we use the convention that repeated indices are summed over. The fist step is to substitute the spectral representation (18)
of the propagators and apply Cauchy’s theorem to perform integrals over w; and ws3

11 Fig.5 dw
(1g (a))( )— Z/ = Vo, v

k1k2k3
kaks

bl (Uhus)” VhDk) RV
« w7ty ( Wy ) : ( 12 ) w v : vy,’v’,y’é’
a)+w1—(wkl+a)k2)+ln a)—}—w]—l—(wkl—{—a)kz)—zn
UsUS UsUy)” (ViD) Dy
" Uys.Bx

w + w —(a)k4+a)k5)+in w+a)1+(wk4+a)k5)—

X

USU* 2%
XA : 4 A A } ) (Cz)
W) — wk} + m (] + a)k3 —1n

The final integral yields six (time ordered) Goldstone contributions. We consider only the three forward going ones,
Vo (VI VY VIV 0,0 1 USUE DR UBUSYS)™ 1
Y 5 Uys.pr
—(a)/<l + wp, + wi, + a)ks) +in 2w— ((Uk4 + wi, + wk;) +1in 27 &
o USUEVE (USUSVE)" 1 vuwys (VEVR) VEVSvy5p0 1
oA, LY — = — =
o— (wr, + ox, + 01,) +in 2 — (w1, + n, + g, + wrs) +in 2
1 UbUR VR (USUS) USUS USUSVE) 1
yls! 8,81
2 w— (a)k, + wy, +a)k3) +in oy w— (ka + +wk;) +”72 b

i 11(Fig.5(a))(w) —

of

+Uakuv + ...

1 * 1 2a) *
Zjolef)kk—(Mﬁkkk) +Makkk—(j(a )
s 3 0) . SKaKsk3 SK1K2k3 0) . B.kikak
4K5K3 _gk4k5k3+”7 _Skakz_’_ln 1K2K3
1 1 1 *
_gtepr) —(M ) +.-- (C3)
0 ko ksk 0 K Bkaksks ’
_515 lzzk1+”72 e _5154135/('4_'_[”

+ My kiioks

where we have defined

1 _
Makoks = Evak,wuﬁlufzvﬁ (C4)
1 (f}l/il ]_}52) V/Ii]’ sz Vv ukzxu;f/s sz

Vy SV T —
o V8 —(w/q + wi, + Wi, +U)k5) +in

(2a)
k70[ Jkaksks

1 Var Yok, pv
V2 2
and £© and £?P are given by Egs. (39¢) and (45).

(VavlY el vg, (C5)
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Matrices M and J define the coupling amplitudes between single-particle states and ISCs. However, the sole diagram
of Fig. 5(a) is not sufficient to guarantee the correct antisymmetrization among quasiparticles. Part of the missing terms are
introduced by the third diagram in Fig. 5,

-1 da)1 da)2 da)3
2 2mi 2i 2mi

x Gy} (3)Gy5, (0 + @1 — 03)v,5 57 Gy} (1)

S 11(Fig. 5(c)) i
Eaﬁ 18. (¢ (w) = Vo, v G Mu. (02)G,, (@ + 01 — W)V s

1 1 *
_ (2a) * (2b)
- = zja,likgkg S(O) R (Mﬂ,k4k3k5) + Ma,k|k2k3 5(0) . (jﬂ,k]kzk3)
- kyksks + ln ® = kikaks + ln
1 1 *
— Mo kikaks O Iiplf)k k 0 . (Mﬂ”ﬂk}kﬁ) +o (C6)
w— g/ﬁ]/izk; + l7] R - 524135/63 + ln
with
1
(2b) k7 sk kikay sk
Tt = ﬁva,\ w(Viu 5) hh iU (CT

The first terms on the right-hand side in Eqs (C3) and (C6) become fully antisymmetrized once they are summed together.
By using the antisymmetry of M ik, and J & k 1, With respect to the exchange of their first two quasiparticle indices and the

independence of S,EOZ +, under any permutation, one finds
‘7(2,?4),(%( j(zki)k;k;( @ kaksks T Ma,k3k4k5)* — jof,z,i)km( —
j(zlz;)lqk;( whiksks + Masskeks + Makskoks)
Tk (V3C, k)

— (2a) (2a) (2a) c! *
- 7["70{,/(4]{5](3 jvt k5qu4 "7 k3k4k5]( o k4k5k3)

(la) ) *
CO( Jkqksks (Cot,k4k5k3) ’ (CS)

where Eq. (A15) was also used. Similarly, diagrams 5(b) and 5(d) provide the missing contributions needed to antisymmetrize
the second term of Egs. (C3) and (C6), respectively. The full antisymmetrization of the terms with double denominators requires
all four diagrams of Fig. 5. When all contributions are added together, one obtains

*

— 2Ma,k4k3k5) M koksks)

o k4k5k3

~11(F 1 *
11(Fig. 5a+b+c+d) _ [pla) (1b) )
s ()= [C); ks T Ca’k]kz,g]T_’_,(Cﬂ k k2k3)
kikoks T 1
1 *
) (I1a) (11b)
+ Ca,k1k2k3 [ ﬂ,klkzkj; + lB,k[kzkj;]

) :
- gklk2k3 +m

% 1

+ Ca,klkqu 5(0) +in

kikoks

1 %
(Ch )+ - (C9)

X e —
0) :
w— 5k4k5k3 +in

The perturbative expansion of 1 (w) is obtained by sub-
stituting Egs. (36) into Eq. (29a) and then expanding the
inverse matrices with respect to the £ appearing in the
denominators. By comparing the third-order terms of this
expansion to Eq. (C9), one identifies the amplitudes and de-
nominators of Egs. (43a), (43b), and (44).

The above example clarifies how a proper approximation
to the self-energy may require to gather contributions of spe-
cific time ordering across different Feynman diagrams. The
ADC(n) framework ensures that all Feynman diagrams are
included in full up to order n, while all other terms beyond this
(including nonperturbative resummations) appear for selected

1
(pp) (pp) (pp)
E[ kiky,kaks 8k3kﬁ + gk3k1,k(,k48k2k5 + gk2k3,k5k(,6k]k4]

(

time ordering and do not necessarily constitute full Feynman
amplitudes. We note that there exist mixed approximations in
the literature [that is, intermediate among different ADC(n)
orders] that can be obtained by suppressing some of the
Goldstone distributions. For example, third-order corrections
due to CYD are known to be important to reproduce correct
separation energies of dominant quasiparticle peaks, both in
atomic nuclei and molecules. This was the basis of the outer-
valence Green’s function (OVGF) method, one of the earliest
approximations used by quantum chemists for ionization
potentials and affinities [63]. Conversely, the two-particle—
one-hole Tamm-Dancoff approximation extends ADC(2) by

044330-27



BARBIERI, DUGUET, AND SOMA

PHYSICAL REVIEW C 105, 044330 (2022)

including the £ contributions to the energy denominators
but neglects the remaining ADC(3) contributions [64,65]. In

each of these cases, one needs to add consistently selected
time orderings from different diagrams.
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