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The study of inhomogeneous neutron matter can provide insights into the structure of neutron stars as well as
their dynamics in neutron-star mergers. In this work we tackle pure neutron matter in the presence of a periodic
external field by considering a finite (but potentially large) number of particles placed in periodic boundary
conditions. We start with the simpler setting of a noninteracting gas and then switch to a Skyrme-Hartree-
Fock approach, showing static-response results for five distinct Skyrme parametrizations. We explain both the
technical details of our computational approach, as well as the significance of these results as a general finite-size
extrapolation scheme that may be used by ab initio practitioners to approach the static-response problem of

neutron matter in the thermodynamic limit.
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I. INTRODUCTION

The examination of neutron matter properties provides an
important basis for the understanding of the structure and
dynamics of neutron stars. Pure neutron matter constitutes a
strongly interacting many-body system, which has connec-
tions to the nuclear symmetry energy, as well as the B-stable
matter, which exists in the interior of neutron stars. Fascinat-
ing connections exist between the microphysics of neutron
matter and the study of gravitational waves: we are now in
the new era of multimessenger astronomy, during which the
merging of two neutron stars can be directly detected. Finally,
neutron matter at low density is quite similar to ultracold
atomic systems probed in a number of laboratories around the
world [1-7].

In recent decades, considerable progress has been made in
tackling neutron matter using ab initio many-body techniques,
namely first-principles computational methods, which directly
solve the many-body Schrédinger equation using controlled
approximations. Such approaches typically produce as one
output the equation of state (EOS) of neutron matter [8—13]. A
lot of effort has been expended in a related direction, namely
that of producing high-quality microscopic two- and three-
nucleon interactions [14-29]. A distinct approach is more
phenomenological: energy-density functional theories for nu-
clei and for infinite matter (sometimes cast in the form of a
Hamiltonian formalism with an effective interaction) employ
a number of parameters, which are fit to observed properties
of nuclei and matter, as well as to synthetic data coming from
ab initio computations [30-50].

The study of neutron matter is not limited to ground-
state properties. For example, the single-particle excitation
spectrum (and the related concept of the effective mass) are
related to a neutron star’s maximum mass as well as to giant
quadrupole resonances [51-57]. The present paper revolves
around another way of going beyond the ground state, namely
the placing of strongly interacting matter within a periodic
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external potential. This latter problem is known as that of
the static response of neutron matter: in addition to being
important in and of its own, it is also related to optical lat-
tices in cold-atom physics as well as to the study of neutron
star crust (which involves both nuclei and extended neutron
matter, which is therefore inhomogeneous).

Most work on the static response of neutron matter has
been in the context of a mean-field-like technique [58—66]. Ab
initio work has been limited to quantum Monte Carlo (QMC)
studies [67—69], but there is no a priori obstacle keeping
other techniques from tackling this problem in the future.
Most such first-principles techniques are forced to use a finite
particle number due to computational-scaling considerations.
As will become clearer in what follows, the finite-size (FS)
effects resulting from the use of such a finite (typically small)
particle number are much more pronounced in the study of
inhomogeneous matter than they are for homogeneous matter.
Thus, it is worthwhile to produce a general-purpose finite-size
extrapolation scheme that makes use of a more widely appli-
cable technique; this was reported on in Ref. [69], without
discussing implementation aspects or showing intermediate
results. The present paper discusses the formalism and results
in considerable detail, so that other practitioners may be able
to benefit from them in the future.

II. STATIC-RESPONSE THEORY

Consider a homogeneous and isotropic system such as
neutron matter. This may be described by a Hamiltonian Hy
with the ground state Wy (r), energy Ej, and number density
po(r) = |Wo(r)|?. The constant density is denoted by py(r) =
po- With the addition of a static external potential v(r), the
Hamiltonian for this perturbed system may now be written as:

H, = Hy + /dr,?)(r)v(r), (D
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where effects due to v(r) are coupled through the one-body
density operator p(r) = Zi\;l 8(r —r;). N is the number of
particles in a finite volume V satisfying N/V = py, which is
maintained in the thermodynamic limit (V — oo, N — o0).
With these definitions in place, we see that the perturbed
Hamiltonian is a functional of the external potential v(r) and
we may in turn write the ground-state energy E, = Ey[v] and
density p,(r) = po(r, [v]) as functionals of this potential. The
functional expansion for the density p, (r) with respect to v(r)
is

=1
pv(r):po+ZE/dr1"'dl'kX(k)(l‘1 —-r,...,ry—r)
k=0 °

xv(ry) - - v(rg), @

where we note that py(r, [0]) = po is the unperturbed uniform
density and the

_ Spo(r, [v])
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terms are the (static) density-density response functions.

We now write an analogous expression for the energy E,
using first-order perturbation theory to derive the appropriate
functional form:
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The external potential v(r) may be decomposed into its
Fourier components:

v(r) = > vgexpliq-r]. 5)
q

Both Eq. (3) and Eq. (4) can then be rewritten to express the
variation in density and energy per particle in wave-number
space:
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where the bar notation means energy per particle. For a
monochromatic potential of the form v(r) = 2vq cos(q - r) =
vq(expliq - r] + exp[—iq - r]), Eq. (6) and Eq. (7) to third and
fourth order in vg, respectively, take the form:

3p(q, z) = 2cos(q2)x (g,
+ cos(q)xV(q. 4. —q)v; + 0(v;)  (®)

and
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where we took, without sacrificing generality, our coordi-
nate system’s z axis to point along q [thereby giving rise to
cos(gz)].

For fixed values of q (the periodicity of the potential),
the energy per particle of the system can be evaluated at
various v, values (external potential strength parameter). The
polynomial described in Eq. (9) is then used to produce an
even-degree polynomial fit in powers of vq to these points. We
are interested in the leading term of this fit, # X(”(q)v;, from

which the linear density-density response function x(q)
may be extracted. It is important to note that the fidelity of
this fit is dependent on both the number of external potential
strengths sampled as well as the order of the polynomial fit
used, with fits of degree higher than two producing better
results in comparison to a simple quadratic fit. We have found
that for the number of points used in our fits, a fourth-degree
fit provides the best results while mitigating inaccuracies due
to overfitting. More details on the fit are given in later sections.
The dynamical response function of a system is related
to its dynamical structure factor (as per the fluctuation-
dissipation theorem). The linear static-response function can
be related to this as well via the Kramers-Kronig relations. At
zero temperature the relation is
P [ S(g )

d , 10
nhoww (10)
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where S(g, w) is the dynamical structure factor. In the ¢ — 0
limit this expression is related to the thermodynamic com-
pressibility as:
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This is known as the compressibility sum rule. We can express
this in terms of the EOS of the homogeneous system. At zero
temperature there is no heat transfer so pressure is given by:
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where the second step is an application of the chain rule and
the third step is from py = N/V. Rearranging Eq. (11) at zero
temperature and using Eq. (12):
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Thus the EOS constrains the ¢ = 0 response function.
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III. NONINTERACTING PROBLEM

As a preliminary step before tackling the interacting neu-
tron matter problem, we first characterize the properties of
an infinite system of a free, noninteracting Fermi gas (FFG)
in three dimensions. Not only does this system provide for-
malism and guidance in tackling the interacting problem, we
also use the free gas as a first step towards applying FS fixes
to the response function computed by one’s finite many-body
method of choice.

In free space, the single-particle spatial wave func-
tions ¢;(r) are governed by the independent-particle time-
independent Schrédinger equation:

hZ
—5- V2gi(r) = e;¢hi(r), (14)
m

where e; is the eigenenergy associated to the state ¢;(r). The
set of solutions are plane waves, which are non-normalizable.
The standard method for dealing with this comes from con-
sidering translational invariance. We consider N particles
contained in a box of volume V = L* and apply periodic
boundary conditions to this box. The wave function is nor-
malized within this volume. The standard is to center the box
at the origin and have the box extend from —L/2 to L/2 in all
three Cartesian dimensions. The periodic boundary conditions
are that the value of the wave function does not change when
shifting any of the x, y, z coordinates by an integer multiple
of L. The infinite system is considered to be an infinite tes-
sellation of these boxes due to the translational invariance.
The assumption that in the thermodynamic limit, which takes
N — 00, V — 00 : N/V = constant, the properties of the
system will have converged to their thermodynamic values.
The single-particle wave-function solutions normalized to
the box are then given by: ¢;(r) = (1/ JV )e® T with single-
particle energies e; = /i’k?/2m and the periodic boundary
conditions impose the restriction k = (27 /L)(ny, ny, n;) for
Ny, Ny, n; € 7. For a Fermi gas, the lowest-energy states are
filled first according to the Pauli exclusion principle. In the
case of neutrons, a spin-1/2 system, each state may be pop-
ulated by each of the +1/2 and —1/2 spin projections. With
this in place, the energy of the finite system may be simply
calculated as the sum of the single-particle energies:

n? 5
Erg= - > K (15)

IK|<|K|max,0

In the TL, the occupied k space becomes a sphere and the
maximal occupied wave-vector magnitude kr is the radius
of this sphere. The relationship to number density is kr =
(372 pp)!/3. The energy per particle in the TL is
P 3, 3 Rk2

e s T 5 om
In the context of many-body methods applied to complex
systems, calculations will often be limited to a finite number
of particles restricted to a box similarly to the finite treatment
of the noninteracting problem. This results in discrepancies
from the TL, which are called finite-size (FS) effects. The nice
thing about studying simpler systems such as the noninteract-
ing Fermi gas is that one is also able to perform calculations
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FIG. 1. Relative error of N particle energy compared to TL en-
ergies shows magnitude of finite-size effects versus particle number.
Inset: Energy FS effects on a linear scale.

for large particle numbers, as well as in the TL directly.
The discrepancies between small and large particle number
results for the free gas gives insight into FS effects. One may
choose to apply these to the complex system for the purpose
of extrapolating finite-particle results to the TL.

Since we are forced to deal with FS effects, it is useful
to try and minimize these prior to extrapolating to the TL.
This can be handled in part via more complicated boundary
conditions but it is also important to choose an appropriate
number of particles. Typically, one works at shell closures
of the free Fermi gas where the energy per particle is close
to the TL value. A shell closure is defined as any particle
number where all available states at the highest occupied
energy level have been occupied. Shell closures are meant to
remove the ambiguity of state selection as much as possible;
this ambiguity may be unavoidable where one introduces an
external perturbation such as in the static-response problem.
The particle number closures will vary at larger strengths
of the external potential. We work with a free-gas particle
number closure and limit the size of the external strength
parameter to minimize shell effects. Note that the relevance
of free-gas shell closure to a many-body method is clear in
methods such as quantum Monte Carlo where the trial wave
function is built from the noninteracting many-body wave
function.

The shell closures for the free Fermi gas occur at N =
{2, 14, 38, 54, 66, 114...}. For a many-body method such as
quantum Monte Carlo applied to nuclear systems, the compu-
tational complexity becomes unmanageable somewhere above
100 particles. It is fortuitous that there exists a local minimum
in relative error from the TL energy per particle at 67 particles.
The relative error is still quite small at 66 particles, one of the
shell closures. In fact it is even smaller than the error at 114
particles. This can be seen in Fig. 1 where the relative error
is plotted versus a logarithmic scale in the particle number.
For this reason, 66 particles are widely used by ab initio
many-body methods in studies of neutron matter. We have
done the same and have therefore also used 66 particles in
our noninteracting-gas calculations.
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We now turn to the static response of the noninteracting
Fermi gas. This is our starting point for illustrating the steps of
extracting the response function from energy calculations. In
aresearch problem, one would apply these steps to the results
obtained from some many-body method. More specifically,
in this paper we show how one may extrapolate their energy
results and then apply this methodology to compute response
in the TL. Although the extrapolation is done on the energy
per particle level, computing the response functions of simpler
systems at both small and large particle numbers gives an
appropriate qualitative look at the size of FS effects. With all
this in mind, we limit this section to response calculations in
the noninteracting Fermi gas.

As described in Sec. II, consider a perturbation of the form
v(r) = 2v, cos(gz). 2v, is the amplitude of the potential. We
have decided to always work with a whole number of periods
of the potential in the box of length L: i.e., ¢ = 2rn/L, where
n is this whole number. This is done to make the calculations
easier and to preserve the translational invariance. The single-
particle free-gas Schrodinger equation is modified to:

2
—;—mvz¢i(r) + 2v4 cos(q)¢i(r) = eigi(r).  (17)

The solutions to this equation have been modified in the
z component. That is, after separation of variables so that
¢:(r) = X;(x)Y;(y)Z;i(z), the orbitals in x and y remain as plane
waves: X (x) = [1//(L)]e**, Y (y) = [1//(L)]e’*”. The or-
bitals in z are the well-studied Mathieu functions [70]. The
energy contribution from a single-particle state has been sep-
arated into x, y, and z contributions from their respective
orbitals. The total energy and many-body wave function are
given by filling up the lowest available single-particle states
analogously to the free Fermi gas problem. Alternatively, the
calculations may be performed via solving the Hartree-Fock
equations as described later and will yield consistent results.

The values of g at which we can compute x(q) are lim-
ited by the restriction described above. We mainly studied ¢
values corresponding to 1, 2, 3,4, 6, 8, and 10 periods of the
potential traversing the box containing 66 particles. Thus, we
have extracted x (g) at the lowest four available g values, and
have skipped some of the larger available values, which are
less interesting.

The steps to computing x(g) are as follows. Choose a
density and a particle number to work at. These are fixed for
all of the calculations. The box size is determined by these
and the available values of ¢ are restricted in turn. Select a
value of g to compute the response at. Compute the energy per
particle of the system with external potential 2v, cos(gz) for
several values of the strength parameter v,. After obtaining a
set of these values, which we label E (vg), subtract out the non-
perturbed energy Eo(N) so that AE(v,) = E(v,) — Eo(N).
Perform a least-squares fit to a truncated version of Eq. (9):

xV(@) ,
Vg
0o
and x(q)/po is extracted as the coefficient to the quadratic
component of this quartic.

We have selected the values of v, with quantum Monte
Carlo simulations in mind. This is because our FS prescription

AE ~ + Cavj) (18)

requires one to compute the energy per particle in both the
complex system and the simpler system at the same g and
vy values. As a result we have excluded very small values
of v, for which the error in QMC would dominate over the
slight change in energy induced by the perturbation. We also
do not go to very large values of v, in order to minimize
shell effects (as mentioned earlier) as well as to keep the
truncation of Eq. (9) as valid as possible. The values we use
are 2v,/Er = 0.25,0.3,0.35,0.5.

We need to compute y (¢) for both small and large particle
numbers. For the purposes of our FS prescription, we must
compute energy per particles at the exact same set of ¢ and v,
values for both particle numbers. Typically 66 is the smaller
particle number. The choice of density has already restricted
the box size and the available periodicities for the potential.
In order to preserve a whole number of periods in the box, we
only work with boxes with linear dimensions that are integer
multiples of the small box containing 66 particles. Thus in
moving towards the TL starting from N = 66 we are restricted
to N = {66, 528, 1782, 4224, 8250, ...}. We now introduce
the first version of our FS prescription, which estimates FS
effects from the noninteracting Fermi gas:

AE(TL) = AEab inilio(Nsmall) - AE_‘NI (Nsmall)
+ AEn;(Npig), (19)

where the ab initio subscript refers to any first-principles
many-body method. The NI subscript is for the noninteracting
gas. It is implied that the changes in energy per particle are all
evaluated at the same g and v, value. The prescription applies
this equation to every g and v, case. Thus in words, we have
estimated that the FS effects may be removed by shifting the
change in energy per particle by the same amount as it shifts
in the noninteracting Fermi gas when moving from small to
large particle numbers. We have also taken Ny, = 66 and
Npig = 8250 for this work. The TL response is computed by
applying the fitting method described earlier to the extrapo-
lated value in the left-hand side (LHS) of Eq. (19).

We determined that 8250 particles sufficiently approxi-
mates the TL for our purposes. This can be seen in Fig. 2
where the noninteracting response at a density of 0.1 fm ™ is
estimated for both 66 (circles) and 8250 (squares) particles.
The CSR value is shown at g = 0 (triangle). The solid curve
is the TL response for the noninteracting gas known as the
Lindhard function:

x(q) = — mar |:1 + q—F<1 — (i)z) In '—q +2qr
(20)

212K q 2gF q9—2qr

The 8250-particle response agrees well with the Lindhard
function across all g values. There are some discrepancies at
low g, which are much too small to impact our results. The
relative error, which is always below 2%, is small in compar-
ison to other errors typically present in quantum many-body
theory. It is also apparent that both finite-particle responses
agree well with the TL for ¢g/gr > 3. However, unlike the
8250 case, the 66-particle response displays large deviations
from the TL at lower g values. We can see in Table I that the
relative errors in the 66-particle case have a maximum value
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FIG. 2. Noninteracting Fermi gas linear response functions at a
density of 0.1fm™>. The circles and squares correspond to 66 and
8250 particles respectively. The line is the TL response function.

0of 29.3% at g/qr ~ 1. These deviations are the FS effects and
it is at precisely these g values where the FS prescription has
the largest impact on response extrapolation to the TL. The
noninteracting response has been estimated for many more g
values for 8250 particles compared to 66 particles. These ¢
values are not available for the smaller system because the
periodicities do not respect the translational invariance. For
the remainder of this work, we only present responses at the
same set of g values for both 66 and 8250 particles.

We wrap up this section with an example of the compress-
ibility sum rule. We apply Eq. (13) to the noninteracting Fermi
gas:

9% (poE(po) ]~
=[]

9* (3 W 22/3 .5/3 - mqr
=L (mmerrear)] == o
which agrees with the ¢ — 0 limit of the Lindhard function
as can be seen in Fig. 2.

We applied Eq. (19) to QMC calculations of neutron
matter in previous work [67,68] but found large discrepan-
cies between the low-g response and the CSR values. We
have since published results using an improved prescription,
which goes beyond the noninteracting Fermi gas. In Ref. [69]

TABLE I. Relative error of the linear response function due to
finite-size effects for 66 and 8250 particles at a density of 0.10 fm .

q/qr N = 66 Error [%] N = 8250 Error [%]
0.503 3.26 1.67

1.005 29.3 1.03

1.508 2.96 0.879

2.010 18.3 0.785

3.015 0.575 0.0261

4.021 0.0917 0.0217

5.026 0.0231 0.0149

we reported on an improved extrapolation scheme based on
Skyrme-Hartree-Fock calculations; it is to the details of this
approach that we now turn.

IV. SKYRME ENERGY-DENSITY FUNCTIONALS

The limitations in the prescription thus far can be attributed
to the lack of information concerning the interparticle inter-
actions in the extrapolation. It is reasonable to consider a
phenomenological theory in place of the noninteracting gas,
but one that is still able to handle many more particles than
would be possible in a first-principles calculation. The Skyrme
interaction was specifically designed to provide a framework
from which one could study nuclear matter without many of
the limitations imposed by the full problem. Thus, while one
loses contact with the microscopic many-body Schrddinger
equation, the advantage that a new class of further calculations
now becomes accessible (which are not going to be carried out
any time soon using an ab initio technique).

Skyrme’s interaction approximates the nuclear potential
through the composition of two- and three-body effective
interaction terms vl.(f) and vff,f

V=Y P+ > v (22)
i<j i<j<k
The two-body interaction may be written as a short-range
expansion in coordinate space of the form [30,71,72]:

vl.(?) = to(1 + x0P5)8(xr; — ;)

+36(1 4+ xP)[8(r; — r))P? + P28(r; — ;)]
+ (1 4+ x2P,)P" - 5(r; —1;)P, (23)

where P, is a spin-exchange operator. The ¢, x; : s =1,2,3
and f#, parametrize the mean central potential. All are free
parameters corresponding to the constraints of the system.
Additionally, the P is the operator (V| — V,)/2i acting to the
right and P’ is the operator —(V{ — V;,)/2i acting to the left.
The three-body interaction potential can similarly be taken to
be a zero-range interaction of the form:

3) _

Uijk = t35(l‘i — rj)S(r_,- — l'k) (24)
or, more commonly:
o
1 r+r;
vl(f,f = 6[3(1 + x3P5)8(r; — l‘j)P( 5 ]) ) (25)

which is parametrized by the density p and the parameters #3,
x3, and «. It is important to notice that both the two-body and
three-body interactions are each written in terms of § distribu-
tions as this provides an easily integrable form approximating
the nuclear potential through zero-range contact interactions.
The spin-orbit terms of the interaction have been neglected,
since we are studying pure neutron matter, a spin-saturated
system.

Many Skyrme functionals have been produced and used
across the literature. In this work we focus on the commonly
used SLy4 and SkM parametrizations, as well as KDEOvl1,
NRAPR, and SKRA, which have been shown to respect a set
of constraints coming from neutron matter [41,73].
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The many-body wave function for N neutrons is approx-
imated by the Slater determinant of the single neutron wave
functions ¢;(x;) :i=1,...,N:

1
-,XN)ZW

where x; denotes the tuple (r, o) of spatial coordinates and
spin for a given state. In general, the total energy of the system
is given by the expectation value:

¢(x1, .. det|g; (x;)I, (26)

E = (¢|H|¢) = / HEdr. @7

The energy-density functional H(r) for neutron matter, ne-
glecting spin-density terms, is given by the expression:

H =K+ Ho+ Hs + Her + Hn. (28)

Each of these terms represents a different component of the
nuclear Hamiltonian:

hZ
K= %T(r),

1
Ho = (C° +CP0)p*(0) = J1o(1 = x0)p*(x),

1
Ha = (G0 + %) (1) = 311 = x3)p*™ (1),

Her = (C§ + C)p(r)T(r)

1
g =x)+ 36(1+x)]lp(r)T(r), and

Hﬁn

—(Gy" +C*) (Vo))

3
ﬁ[h(l —x1) — (1 +x)I(Vp(r))? (29)

are the kinetic energy, zero-range, three-body, effective mass,
and finite-range interactions, respectively. The C; coefficients
are the Skyrme parameters in the isospin-representation basis
and are defined in terms of the original Skyrme parameters in
Appendix.

The definitions of the neutron density p(r) and kinetic den-
sity 7(r) follow from the definition of the Slater determinant
wave function and are expressed in terms of the single-particle
wave functions ¢;(r, o) = (r, o|p;):

p(r) =Y |¢i(r, o)
T(r) =Y |Vgi(r,o)P, (30)

where the i index runs from 1 to N and o sums over spin-up
and spin-down components.

Without any perturbation, the ground-state orbitals for this
energy-density functional are given by plane waves. That is,
the ¢; are the same as that of the noninteracting gas. Thus we
have:

p(r) =Y |gi(r, o) = po 31

0.4

E 0.3;

< r

I f

H-l C

Z 02F

= r
7

= F

0.1F

% 100 1000
N

FIG. 3. Relative error of N particle energy compared to TL ener-
gies shows magnitude of finite-size effects. SLy4 parametrization at
po = 0.1 fm=3.

and

k;|?
t(r) =) IVgi(r,o)> =2 ) %

|ki|<=kp

|ki|2> Erg
(2 Y EE), Ere
< |ki|<=kr N (g_m)

3
_ 5(3712)2/310(5)/3, (32)

where the kinetic density is given in the TL. For a finite
number of particles one would sum over the occupied k states
instead. Since the densities are constants across space the
energy is given by

E =H(po)V (33)
and the energy per particle is
- H(po)
E(pp) = ——= (34)
0o

in the TL.

One may perform a FS study similarly to the noninteracting
gas. A qualitative analysis shows a minimum in FS effects
for SLy4 in the energy per particle around 66 particles at
po = 0.1 fm~3. This can be seen in Fig. 3, which has the same
trend as Fig. 1. Midshell, the Skyrme results exhibit much
larger finite-size effects than the noninteracting Fermi gas;
it is precisely such interaction-based effects that we will be
interested in capturing in what follows (though we will now
also turn on an external potential, thereby complicating the
calculation).

With the choice of our external potential, the energy den-
sity functional becomes:

Ho(r) = H(r) + 2v, cos(gz)p(r). (35)

Solving for the ground-state energy is more difficult for the
inhomogeneous problem and is done via a self-consistent
mean-field approach described in the next section.
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A. Hartree-Fock equations

Hartree-Fock theory is used to minimize the energy within
a certain space of wave functions. This involves the Slater
determinant of single-particle orbitals as outlined in Eq. (26)
that satisfies antisymmetry properties required for fermionic
systems. The total energy is minimized with respect to varia-
tions in the single-particle wave functions through the method
of Lagrange multipliers:

8
W(E‘?ef/ arLinieor)

M, v, Ot
g7 (r,0) IV (r, o)

—ei¢i(r,0) =0, (36)

which yields the single-particle Hartree-Fock equations:

2
-V. ( i Voi(r, 0)) +U()¢i(r, o)
2m*(r)
+ v(2)pi(r, o) = e;¢pi(r, 0), 37

where we define the effective mass term:
i i

2mA(r)  2m

1
+ g[tl(l —x1) +36(1+x)]p) (38)

and the interaction potential term:

24+«

oy (1 — x3)p' % (r)

1
U(x) = Sio(1 = x0)p(r) +
1
+ g[tl(l —x1) + 361 + x)]r(r)
3
— gl —x) —nd + 1)1V p(r). (39)

In addition, it is important to note that due to a lack of spin
polarization, Eq. (37) is the same differential equation (DE)
for all orbitals regardless of spin. This allows us to choose a
solution of orbitals half of which are purely spin up, and the
other half, which share the same spatial orbital functions as
the spin-up states, but are spin-down instead. This is the same
orbital structure we saw in the noninteracting Fermi gas where
we had the same plane waves occupied twice each due to spin
up and spin down. We write this as:

¢i(r, ) =0, 0<i<N/Z
¢i(r,?) =0, N/2<i<N;
¢i(r, ) = ¢i_np(r,1), N/2<i<N, (40)

where the zero-spin components trivially satisfy the HF equa-
tion and the double degeneracy of spatial orbitals is allowed
because the DE is the same for both spin components so it is
valid to use the same spatial solution twice for different spins,
as per the Pauli exclusion principle.

We can thus rewrite the density and Hartree-Fock equa-
tions in terms of the N/2 unique spatial orbitals for which we
use a new notation ¢;(r) and introduce a factor of 2 for spin

degeneracy:

N/2

p(r) =23 " |gi(r)

i=1

2m*(r)

+U(r)¢i(r) + v(2)¢i(r)
= e;p;(1). 41)

In infinite neutron matter, in the absence of an external
potential (i.e., v, = 0), the density and kinetic energy den-
sity must be homogeneous and isotropic throughout due to
the symmetry of the system. Plane waves for the ¢; satisfy
the homogeneous Hartree-Fock equations, thus validating the
statements made in the previous section. However, with the
addition of the external potential along the z axis this symme-
try is broken and the number density and kinetic density now
depend on the z coordinate.

N/2 hz
) =2) V)P - V- (—Vqs,»(r))
i=1

p(r) = p(z), t(r)=r1(2), (42)

Noticing that the effective-mass term Eq. (38) and the inter-
action potential term Eq. (39) only depend on r through the
density and kinetic density functions, we will again observe
that these terms are also dependent only on the z coordinate.

2 2
2mr(r)  2m*(z)

U@r) =U(z). (43)

Expanding Eq. (41) and employing the separation of variables
technique by decomposing the single-particle wave function
into the form ¢;(r) = X;(x)Y;(y)Z;(z) the following decou-
pled second-order ordinary differential equation governing the
single-particle wave functions is recovered:

2
LX) N0 L7
X;(x) () | Zi@)
d
. (EmE 40 U@+v@-—a @
I ) I -
| Z) B
2m*(z) 2m*(z)

In the same manner as the noninteracting-gas treatment, we
work in a finite periodic box of volume L. This imposes the
standard periodic boundary conditions:

Xi(x)=Xix+1L)
Y(y)=Y,(y+L)
Zi(z2) =Zi(z+ L). (45)

The solutions in x and y are still plane waves:
1 1
Xi(x) = —=explik;«x],  Yi(y) = —=explikiyy]  (46)

with corresponding wave numbers:

Nix, Niy e 7. (47)
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The ordinary DE governing the z-axis component wave func-
tion is then given by

m d? S, d B d
el Pre] el
2 4n? 2 )
+ [U(z)+v(z)+ @) F(n,-,)C + ni,y)}zi(Z) = ¢;Zi(2).

(48)

Note that since Eq. (48) depends on the sum n} + n3, we will
have to solve several DE’s for various values of this sum in
order to find all the orbitals of the ground state. We define
S(x,y)=n>+ nf We denote the z orbital solutions to the DE
corresponding to S by ¢ (z) and their eigenvalues by ;. The
set of DE’s that need to be solved are

Pood s [d i ]
2m*()zaﬁ() 422 ) dz¢ (2)
2 7.[2
+ [U(z) +u(2) + ) FS]@S(Z) =€ ¢l (z), (49)

where the maximal relevant value of S depends on the number
of particles N.

B. Finite-difference method

We now consider the numerical methods to be used in
computing the single-particle wave functions and energies. In
our case, this reduces to solving a second-order linear ordinary
differential equation with periodic boundary conditions, given
by Eq. (49). We relabel the coefficients:

2

A(Z)=—m,
O
) = _[d_zZm*(z)]’

s —[U U@+ " 4”5}
(2)=|U@)+v() o 2o

A(z) ¢> (2)+ B(z)—¢> @)+ C3 ()] (2) = €, ¢} (2)
(50
with periodic boundary conditions
¢} (2) = ¢’ (z+L);
A@) =AGz+L), Biz)=B(z+L), C5(z)=C5z+L).
(51)

We introduce a finite-difference scheme [74] by discretizing
the space. For a periodic box of length L, the single-particle
orbital ¢f (z) is discretized and written in vector form:

[0°]
P L[] =45Gan, Az=—
i : i i , M’
[¢;S~]M—l
(52)

where M is the number of equally spaced points in the box
where the orbitals are evaluated at. This discretizes the entire
problem including the density quantities, which are functions
of the orbitals and their derivatives so that:
pl = p(jAz), T/ =1(jA),
Al =A(jAz), B =B(jAz), [C°V =C%(jAz). (53)

With the basic discretization scheme in place, a five-point
stencil is used in approximating the first and second deriva-
tives of the orbitals. They are given by:

i S N N
=% () = e ——[—¢7 (2 +2A2) + 8¢7 (z + Az)
—8¢7 (z — A2) + ¢} (z — zAz)] +0(AZYH
d2
28O = s[4+ 280 + 166} + A7)
—30¢5(2) + 1697 (z — A2) — ¢5(z — 2A2)]
+0(AZY. (54)

Using these approximations, one can replace the derivatives in
the DE with the orbitals evaluated at the five locations of the
stencil. Thus the discretized version of the DE is

B A/ B B/ [¢S]modﬁ+2,M)
12A72 12Az7 !

16A/ 8B/ s7mod(j+1,M)
+ (12Az2 * 12Az)[¢"]

. 3047 .

CS J _ S J

+<[ ] 12AZ2>[<z>,]
16A7 8B/ symod(—1,M)

+ <12Az2 12Az)[¢" ]

A/ BJ smod-2.M) _ s
— 55
+( 12A72 + 12AZ>[¢ ] [¢ ] ©3)
for 0 < j < M — 1. The function mod(K, M) returns the re-
mainder of K divided by M in the interval [0, M — 1] and is
used to enforce the boundary conditions. Equation (55) recasts
the DE into an matrix eigenvalue problem:

F¢} = e} ;. (56)

FS is an M x M matrix with nonzero entries located at
FPoamy Where K =j—2,j—1,j, j+1,orj+2 and
0 < j <M —1, and the matrix element is the corresponding
coefficient in front of the [qbf]m‘)d(K'M) term in Eq. (55). The
solutions to the eigenvector problem are a set of M eigenvec-
tors (I)f , 1 <i < M with corresponding eigenvalues e .

Note that while the eigenvectors correspond to the z com-
ponents of the orbitals, the eigenvalues are the Lagrange
multipliers for the entire single-particle state. For no interac-
tions, the ¢;’s are the single-particle orbital energies from the
time-independent Schrédinger’s equation. With Skyrme inter-
actions, they no longer correspond to the same quantity (i.e.,
one cannot sum up the ¢;’s of occupied states to compute the
energy of the system). However, the states are still occupied

in order of increasing eigenvalue cardinal number.
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The goal is to find the N/2 smallest eigenvalues and their
eigenvectors across all (7, n,) pairs. These are the occupied
states, which we labeled as Z;(z), e¢; for 1 < i < N/2. Gener-
ally, the larger the value of S, the larger the eigenvalues of
FS. That is, the quantity min(e?) = ¢} increases as S(x, y)
increases. Thus, if ef/ of F¥ is greater than the N/2 smallest
states found thus far, then this implies that max(S) < S’ where
max(S) is the largest S value containing occupied states.

The quality of the eigenvector approximation is best at the
minimum eigenvalue and degrades as the cardinal number of
the eigenvalue increases. Thus one should work at M large
enough to produce enough good-quality orbitals to accommo-
date all of the particles in the finite system.

C. Iterative solution techniques

‘We now outline the basic iterative procedure for solving the
Hartree-Fock equations. The densities are a function of the
orbitals. The effective mass and effective interaction/matrix
elements are functions of the densities. This dependence of the
densities on the eigenvectors poses a self-consistency prob-
lem. Solving the matrix eigenvalue problem changes/updates
the orbitals, thus updating the densities. However, this
changes the DE/matrix itself. One needs to arrive at a set of
orbitals, which self-consistently satisfy the eigenvalue prob-
lem. This is to say that a fixed-point solution is required,
which is defined as one where the densities do not change
after solving the eigenvalue problem.

The simplest method, which we use here, is to solve and
update the densities iteratively until the density and/or energy
converges to some fixed-point value. In this work the iterative
procedure is as follows:

(i) The number and kinetic densities are initialized with
the values corresponding to the homogeneous prob-
lem where v, is set to 0. These are the same as the
noninteracting densities at the same average number
density.

(i1) The matrices are initialized from the densities and the
eigenvalues and eigenvectors are computed. The ma-
trix eigenvalue problems are solved across all (n,, ny)
pairs in order of increasing S, starting with § = 0. As
the eigenvalue problems are solved:

(a) The sets of ¢iS are sorted by eigenvalue cardinal
number for each (n,, n,) pair.

(b) The sorted sets from each (ny, n,) pair are com-
bined and resorted.

(iii)) The search for states ends once the N/2 smallest
eigenvalues and their eigenvectors across all (n,, ny)
pairs have been found.

(iv) With the sorted list of single-particle spatial orbitals
produced and normalized prior to, or at this point,
the density p(r), kinetic density t(r), and energy per
particle E are calculated. Taking into account spin
degeneracy:

N/2

2
P@) =15 D 1Zi)P,
i=1

N/2 )
2 4
T =13 > [F(nfx +n;,)Z (2)
i=1

d 2
+<EZZ-(Z)> } and
_ 1
E = N/Vdr?-lv(r). 57

(v) Steps (ii)—(iv) are repeated with the newly calculated
densities to produce the matrices. This is done un-
til the energy per particle has converged to within
a specified tolerance or has reached a minimum,
corresponding to the completion of the energy min-
imization procedure.

The iterative procedure trivially agrees with the analytic
solutions in the homogeneous case since those solutions are
self-consistent in the Hartree-Fock equations. The purpose of
this algorithm is to solve for the energy in the inhomogeneous
vy # 0 case. The convergence in the number density for the
case of an (unperturbed) density of 0.10 fm™ is shown in
Fig. 4 for 8250 particles using the SLy4 parametrization; the
inset shows that the energy settles down to a given value as
the iteration count increases. In Fig. 5 we show results at
the same density for the same Skyrme functional, this time
for 66 particles. You can see that the number of iterations
required increases with the particle number. Note also that the
specific form of the (converged) inhomogeneous density looks
quite different in the two cases: this is to be expected, as the
spatial integral of the number density gives the total number
of particles. In order to illustrate our ability to handle different
periodicities as well, Fig. 6 shows results at the same density
for 8250 particles using the SLy4 parametrization when five
periods fit inside the box.

The previous three plots were all produced for the same
(unperturbed) density of 0.10 fm 3. We now turn to the case
of lower density, where we find similar, yet distinct, behavior.
Let us start from SLy4 results for one period in the box

0.2 :

0 iterations
--- 1 iteration
2 iterations
3 iterations ||
= = 4 iterations
— 15 iterations| |

0.15-

p(z) [fm™]
o

10 ®eccccvcccee

0.05} . -
L I PR ! | 4
0 5 10 15
iteration
0 | | L | |
0 10 20 30 40

z [fm]

FIG. 4. SLy4 density of 8250 particles with external potential
parameters: 2v, = 0.25E, 1 period in the box and average density
0.10 fm .
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T
0.1417 0 iterations| |
--- 1 iteration
r 2 iterations| |
3 iterations
0.12+ = 4 iterations| —
8 iterations
&
E 0.1
a
0.08
| | | |
O'060 2 4 6 8
z [fm]

FIG. 5. SLy4 density of 66 particles with external potential pa-
rameters: 2v, = 0.25Ey, one period in the box and average density
0.10 fm .

involving 66 particles at an unperturbed density of 0.04 fm =2,
shown in Fig. 7: these qualitatively look very much like the
higher-density 66-particle results of Fig. 5. When we turn to
the case of 8250 particles at the lower density, see Fig. 8, we
discover as before that convergence took longer to reach. In-
triguingly, the converged density now exhibits a new feature,
a dimple near the center. In an attempt to understand whether
this is a numerical artifact, we went ahead and carried out a
corresponding low-density calculation for 4224 particles, see
Fig. 9: we now find a characteristic bubblelike structure in
the center. As a further probe of what is going on, we also
studied the case of two periods fitting in the box, for the same
low density, see Fig. 10: in this case (as for that of higher
periodicity) the dimple or bubble is no longer present. That
being said, what does appear is an asymmetry between the two
peaks, an effect, which was not present at the higher density,
see Fig. 6. This appears to be a numerical instability that
arises only for specific Skyrme parametrizations, only at low

0 iterations |
- 1 iteration
2 iterations |
3 iterations

0.14

0.12 = 4 iterations |

10 iterations| |

£ o1 4

S |
[oN

0.08 —

0.06 =

\ \ \ \ i

0 10 20 30 40
7 [fm]

FIG. 6. SLy4 density of 8250 particles with external potential pa-
rameters: 2v, = 0.25Ep, five periods in the box and average density
0.10 fm .

0.07 ‘
0 iterations | |
--- 1 iteration
0.06 2 iterations |-

3 iterations
= = 4 iterations |
----- — 10 iterations

0.03 - ) =

z [fm]

FIG. 7. SLy4 density of 66 particles with external potential pa-
rameters: 2v, = 0.25Ey, one period in the box and average density
0.04 fm 3.

density; we have checked and, indeed, these types of effects
are more pronounced at even lower density.

It is worth noting that even when the density takes such
strange (likely unphysical) shapes, the energy stays con-
verged. In other words, when setting up this computational
framework, it would have certainly been possible for us to
miss these features, had we merely focused on the energy
evaluation. Speaking of which, we have found that the den-
sities and energies may diverge away from their initial settling
point if too many iterations are carried out. This (distinct)
numerical instability is avoided by limiting the number of
iterations and specifying a tolerance for convergence that is
not too small. It is later shown that response calculations at
large particle numbers using such energies agree well with the
analytic response in the TL (the instabilities do not arise for 66
particles). Thus, despite the complications discussed here, the
results should be valid well within our allowed error tolerance.

0 iterations
--- 1 iteration
2 iterations
3 iterations
= = 4 iterations
— 15 iterations| ]

0.08

0.06

o

=3

=
|

p(z) [fm”]

0.02 =

| | | | |
O0 10 20 30 40 50 60

z [fm]

FIG. 8. SLy4 density of 8250 particles with external potential
parameters: 2v, = 0.25E, one period in the box and average density
0.04 fm .
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0 iterations
--- 1 iteration
2 iterations
3 iterations ||
= = 4 iterations
— 16 iterations| |

0.06

p(2) [fm”]
32

0.02

0 10 20 30 40 50
z [fm]

FIG. 9. SLy4 density of 4224 particles with external potential
parameters: 2v, = 0.25EF, one period in the box and average density
0.04 fm ™.

V. SKYRME RESPONSE

The 66- and 8250-particle response functions yield impor-
tant qualitative information about FS effects. This information
comes from the change in energy per particle versus v, data
points that are obtained using the methods described in the
previous section. We computed energies at the same sets
of periodicities and potential strengths as described in the
noninteracting-gas response section. For 66 particles the pe-
riodicities are: 1, 2, 3, 4, 6, 8, and 10 periods in the box. For
8250 particles, a system with 5 times the linear dimensions of
the 66-particle system, these exact same periodicities corre-
spond to: 5, 10, 15, 20, 30, 40, and 50 periods in the larger
box, respectively. In both cases, these sets of periodicities,
respectively, correspond to ¢ =~ 0.5, 1.0, 1.5, 2.0, 3.0, 4.0,
and 5.0 gp. In all cases, energies are computed at potential
strengths of 2v, = 0.25, 0.3, 0.35, and 0.5 Er. Thus, the
response functions are computed by fitting four AE versus
v, points to AE ~ Cyv; + Cyv, where G, = x(q)/ po.

0.08— -

0.06 . o Y A -

o
=3
=
T
|

p(z) [fm”]

0 iterations [\s» “~~--- S~
--- 1 iteration - A .

2 iterations ‘ . T

3 iterations .
= = 4 iterations
— 19 iterations

OO 10 20 30 40 50 60

z [fm]

0.02

FIG. 10. SLy4 density of 8250 particles with external potential
parameters: 2v, = 0.25EF, two periods in the box and average den-
sity 0.04 fm .

0 —
= |
e,
> T
o -2 —
EE LN 1
ke N
" 3 .
al | quartic fit: C,=-0.0462 £ 0.0002 [MeV_l] i
e 5 periods
5 \ \ \ \ p
0 0.1 0.2 0.3 0.4 0.5

2Vq/ E.

FIG. 11. SLy4 change in energy per particle versus the poten-
tial strength parameter for 8250 particles at an average density of
0.10 fm~* with five periods of the potential in the box. The dashed
line is the fourth degree fit.

The magnitude of the response is roughly related to the
degree of concavity in the energy versus v, data sets. An
example fit is given for SLy4 at an average density of 0.1 fm >
for 8250 particles with five periods of the potential in the box.
The change in energy per particle versus v, points are given
in Fig. 11 alongside a least-squares fit to the quartic form de-
scribed. The leading coefficient of —0.0462 + 0.0002 MeV !
is an estimate for the linear static-response function at
q ~ 0.5gF.

The degree of curvature in the energy curves is largest at
low periodicities and flattens out to 0 at high periodicities.
This can be seen in Figs. 12 and 13, which show energy
curves across periodicities for SLy4 at py = 0.04fm™> for
both 66 and 8250 particles. Even now, when we have not yet
shown any Skyrme-based response functions, this behavior is

e—e | period

= -m 2 periods
3 periods

A-4 4 periods
6 periods
8 periods
10 periods

A, ,(66) [MeV]

0 0.1 0.2 0.3 0.4 0.5
2Vq/EF

FIG. 12. SLy4 change in energy per particle versus the poten-
tial strength parameter for 66 particles at an average density of
0.04 fm 3. Here (and below) the straight lines serve to guide the eye.
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L ]
_ ]
o -1 |
g |
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S 2 e—e 5 periods ]
=< | =-m 10 periods
a 15 periods
3
\%1 4-4 20 periods
r 30 periods
4 40 periods
| 50 periods .
-5 ‘ ‘ | )
: o 02 03 0.4 0.5

2vq/ E.

FIG. 13. SLy4 change in energy per particle versus the poten-
tial strength parameter for 8250 particles at an average density of
0.04 fm=3,

expected: we now that the Lindhard function dies off as the ¢
is increased, see Fig. 2.

Speaking of which, we are now ready to extract the static-
response functions from our energy results. The response
function corresponding to these energy curves is shown on
the second panel from the left in Fig. 14, which shows the
responses extracted from KDEOv1, SLy4, SKRA, and SkM
from left to right, respectively. The response magnitude is
largest at ¢ =~ 0.5¢f and drops down to O to at large gq.
The 66- and 8250- particle response s are denoted by solid
and hollow squares, respectively. The dashed line shows the
Skyrme response in the TL, obtained using the random phase
approximation (RPA) (see Appendix). The importance of not
truncating the fit too early can be seen in the 66-particle SLy4
response at two (g =~ 1.0gr) and three (¢ ~ 1.5gF) periods.
The energy versus v, curve shows greater curvature at the
smaller g, but the response magnitude is larger at the bigger
g value. If the fit was truncated to the quadratic term the esti-
mates would have the reverse ordering. The general trends are
the same across these Skyrme functionals. The 8250 particle
responses show good agreement with the TL response. The
FS effects, quantified by the difference between 66 and TL

é > o q~0.5 g, 66 particles oy
= n-mq~l dp 66 particles
4r- q~0.5 g 8250 particles
3 -
[ >
2 1 l 1 l 1 l 1 l 1
0 0.1 0.2 0.3 0.4 0.5
2Vq/EF

FIG. 15. Energy per particle versus external potential strength
for SLy4 at a density of 0.04fm~>. The solid (circles) and dashed
line (squares) correspond to 66 particles with one and two periods
of the potential in the box, respectively. The dotted line (triangles)
correspond to 8250 particles with the same periodicity as the solid
line system.

responses, are largest at the two smallest periodicities and
vanish at high q.

The large error bars on the lowest-g 66-particle response
points are due to changes in the set of lowest-energy orbitals.
This change is induced at certain values of v, and may reveal
itself as a sudden change in slope in the energy versus v,
data. This is shown in Fig. 15 where the 66-particle energy
versus v, data at one period (circles) suddenly changes slope
around 2v, = 0.25EF. This results in the large error bar at
q ~ 0.5gr in the SLy4 response. This is not an issue at 8250
particles because there are considerably more states and thus
a smaller fraction of total states are changed with increasing
vy Indeed the energy versus v, curve for 8250 particles at
this periodicity (triangles) is smooth. Other g values for 66
particles have small errors and this is also reflected by smooth
energy versus v, curves. For example, see g ~ 1gr (squares)
in Fig. 15.

0l T . . — T T . . — s
T - 66 KDEOVI | L = 66SLy4 | | = 66SKRA | - = 66SkM |
= 8250 KDEOv1| | o 8250 SLy4| | = 8250 SKRA| + = 8250 SkM|
0.16 1~ KDEOVI RPA| -+ = SLy4RPA| SKRA RPA| - SkM RPA | |
0141 -+ EE 4+ E
3z 0.12 b =
20
:O 01 — E —t -3 < E <4 E —
= L * 1T 1T - 1 - ]
= 0.08F T
0.06 - . -+ g -+ -+ B
L - T = E 3 £ 3 - E 3
0.041- -+ -+ -+ B
0.02— e € s T 2 B .
ol | | T + | | | T * Wl | | B S | i S
0 1 2 3 4 50 1 2 3 4 50 1 2 3 4 50 1 2 3 5
q/qg a/qy q/qg a/qy

FIG. 14. Linear response functions of the Skyrme parametrizations KDEOv1, SLy4, SKRA, and SkM (left to right) at a density of
0.04 fm~3. The dotted lines are the response in the TL. Solid and hollow squares correspond to 66 and 8250 particle responses, respectively.
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FIG. 16. 0.04 fm~* SLy4 response functions for different particle
numbers. The circles and squares and line correspond to 38 particles,
114 particles, and the TL respectively.

In addition, the reason why the error is largest at this
specific g value is a consequence of the number of particles
employed. In an investigation of 38 particles, the largest error
bar for SLy4 occurs at g & lgp. This is shown in Fig. 16
(circles). The energy versus v, curve in Fig. 17 is smooth at
one period for 38 particles (squares), resulting in a small error
bar. Lastly, it can be seen that FS effects for smaller systems
are consistently largest around ¢ = gr. The SLy4 response for
114 particles (squares) in Fig. 16 was included to strengthen
this claim for the three separate particle numbers (38, 66,
and 114).

The prescription for taking FS effects into account applied
to Skyrme is

AE(TL) = AEy initio(66) — AEg(66) + AEg(8250),
(58)

7 T

65—t 2 per?ods
L =--u | period |

E [MeV]
T

45

3.5 -

| | | |
30 0.1 0.2 0.3 0.4 0.5

2Vq/EF

FIG. 17. 0.04fm~? energy versus external potential strength for
38 particles for the two smallest periodicities. The circles and squares
correspond to one and two periods of the potential traversing the box.
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FIG. 18. SLy4 change in energy per particle contribution to the
FS fix versus the potential strength parameter at an average density
of 0.04 fm™>.

which is to be compared with Eq. (19). The impact of the term
—AEg(66) + AEg(8250) on the size of the response is simi-
lar to the difference between the 66- and 8250-particle Skyrme
responses. An example of this fixing term is given in Fig. 18
for SLy4 at a density of 0.04 fm~3. The extrapolation to the
TL depends on the difference between 66- and 8250-particle
responses of the system used for FS estimation. Different
Skyrme parametrizations will yield slightly different results.
A clearer example of this dependence comes from comparing
Skyrme with the noninteracting response. Figure 19 contains
finite responses for the noninteracting gas (circles) and the
NRAPR Skyrme parametrization (squares). Solid and hollow
points correspond to 66 and 8250 particles, respectively. The
TL responses are given by solid and dashed lines. respectively.
The triangle is the analytic CSR value agreeing with the RPA
response. See Appendix for a discussion on the Skyrme CSR

0.16 \ ‘ \
o o0 finite-N free gas 1
0.141 ™, — Lindhard function 7
r ‘s mo finite-N NRAPR b
0.12 ~ - NRAPR RPA _

| %+ NRAPRCSR value ]

e
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\

\

-1
-x(@/n; [MeV ]
o o
S 8
\
!

0.04

FIG. 19. Free-gas (circles) and NRAPR (squares) response func-
tions at a density of 0.04 fm 3. Solid and hollow symbols correspond
to 66 and 8250 particles, respectively. The solid and dotted lines are
the corresponding TL responses of the noninteracting and NRAPR
systems.
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FIG. 20. Averaged Skyrme change in energy per particle con-
tribution to the FS fix versus the potential strength parameter at an

average density of 0.04 fm =3,

value. The NRAPR response is similar to the other Skyrme
responses. One of the most significant differences between
the Skyrme and noninteracting responses are the FS effects
at the lowest ¢ value. In the noninteracting gas, the 66- and
8250-particle responses are practically the same there. Un-
der the FS prescription of Eq. (19) this corresponds to no
changes when extrapolating to the TL. However, the Skyrme
responses always show sizable increases in the magnitude of
the response moving from 66—8250 particles at g =~ 0.5gF and
this is reflected when one employs a finite-size prescription
scheme based on Eq. (58) [69].

To a smaller extent, the results of FS extrapolation are
dependent on the specific Skyrme functional employed. In an
effort to include all five of the Skyrme functionals employed
in this work, we have averaged the energy values of SLy4,
SkM, KDEOv1, NRAPR, and SKRA. The FS fix contributions
at each periodicity are given in Fig. 20. The differences from
the SLy4 FS fix in Fig. 18 are especially apparent at the two
lowest periodicities (circles and squares). At each g and vy,
the AEg; (N) values for N = 66 and N = 8250 from Eq. (58)
are defined by

_ 1 _
AEg(N) = 5 D AE(N). (59)

where the index s runs over SLy4, SkM, KDEOv1, NRAPR,
and SKRA. In addition, we have assigned an uncertainty to
each of these averages:

error = min(max(AE;(N)) — AEg(N),
AEg(N) — min(AE(N))) (60)

and propagate the errors in Eq. (58) in quadrature. This is
done in an attempt to account for the spread arising from
different Skyrme parametrizations, i.e., in order not to bias
the answer in favor of any given Skyrme functional. Thus, the
average Skyrme fix shown in Fig. 20 is the main result of the
formalism developed and applied in this paper; similar plots
could be produced at the other densities we studied.

VI. SUMMARY AND CONCLUSION

In conclusion, we examined how neutron matter behaves
in the presence of a periodic external field, employing the
Hartree-Fock approach for Skyrme energy density functional
theory. We constructed a toy model of the complete system by
modeling neutron matter first as a noninteracting free Fermi
gas and examining the effects the addition of an external
potential. This provided insight into multiple areas concerning
this study. We were first able to quantify the size of system
needed to be able to minimize finite-size effects. In contrast to
traditional ab initio computations that use at most 100-particle
systems, we found that the Hartree-Fock methods used al-
lowed for a significantly larger system of 8250 particles to
be studied due to the reduction in computational resources
needed. We were able to make use of this fact to greatly
reducing finite-size effect contributions by carrying out cal-
culations for both small and large particle numbers at many
external-field strengths and periodicities.

We were able to compute the linear density-density static-
response functions for finite particle numbers. These showed
very good agreement with analytic results over both a wide
range of densities and at high and low periodicities of the
external potential. As such, the Skyrme-Hartree-Fock method
recommends itself as a robust technique for modeling the
infinite neutron matter system, while also providing insights
into its structure not achieved through analytic methods. It’s
worth reiterating that our results, while Skyrme based, may
help to guide ab initio computations for strongly interacting
quantum many-body theories, when the latter attempt to go
beyond the simple problem of homogeneous matter.
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APPENDIX
1. Skyrme RPA

In the random phase approximation applied to Skyrme
forces, the linear density-density static-response function for
neutron matter is given by [58,75]:

2
XRPA(Q):2XO|:1 —Wixo+ W, <%X0 - 2k12vX2>

5 —1
q
+IWalPki | —xoXa + X3 — —————X0 ,
' T nke ()
(A1)

where once again terms coming from the spin density have
been neglected; a spin-orbit term should in principle be in-
cluded, but its contribution is small (vanishing in the limit of
zero momentum transfer). The constants showing up in this
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equation are
W =2(C00 +C°) + 2+ )1+ )[C + TP ] o
—q*[2C5 +2C17 + 5C5 + 5CT]
WZ CO + Cl s (AZ)

which are expressed in terms of the Skyrme interaction pa-
rameters in the isospin representation:

cy’ =31
ct =~ yult +0)
&t =3
O == 5it5(5 + )

€7 == A+ 3 +x)
=303 +x)+ 503 +x)
Cl =it + (3 +x)

Ci ==t +x) + (s ).

The generalized Lindhard functions x;(k):i = 0, 1, 2 depend
on g through the dimensionless variable k = ¢/2kr. They are
given by [76]:

(A3)

k 1
—ﬁ[l AL — K*lo g‘
872 (5,7 )

kr

16”2(2?;*)

k+1
k—1

kr

k=——"——|5
1) 24n2(£)[

2m*

k+1
xok) = * ]

x2(k) = — [3+k2+(1+k2)%[1 — K

49
+ K AR AR Y

1 k+1
—[1 — Klog|—— 1| |. A4
sz[ ]og‘k_l] (A4)

The effective mass for homogeneous neutron matter with the
Skyrme interaction is given by:

"2 i

2m*(r)  2m

1
+ g[tl(l —x1) + 361 +x)]p0.  (AS)

2. CSR applied to Skyrme

We can easily apply the compressibility sum rule to analyt-
ically compute the ¢ = 0 response for a Skyrme interaction in

the TL. For the homogeneous system we have:

1 _ _32(,005(,00)) _ _d2H(po)
x(0) g T=0 dp;

and using the analytic expression for the EDF in the TL:

(A6)

2

h
H=—1+(C5"+

5 cr)og

+(Co +CP)pg ™ 4 (C5 + CF ) pot

2 5(3 2)2/3 5/3+(C(/)),0+Cio,0)pg

3
(G )+ (G +CDFen

(A7)
the CSR yields:
_x(©) _i[dzwpo)}l
Po pol dpg
hZ
_ |:2 3(3 2)2/3 2/3+2(CP0+CPO)
+ Q24 a)(14a)(Cy* + ) pyt
8 —1

+(cg +C{)§(3n2)2/3p3/3} ) (A8)

For calculations involving a finite number of particles, the
second derivative in the CSR can be taken via a finite differ-
ence approach:

1 _ _
O A ﬁ((ﬂo + E(po + h) — 2poE (o)

+ (po — WE(py — h)). (A9)

We applied this approximation using a density spacing of
h = 0.01 fm~3 for several particle numbers and found an ex-
cellent match with the analytic x (0). (We also tested for A
values around 0.01 fm—> and found that the CSR estimate had
essentially flattened out/converged.) In all cases the estimate
given by the finite difference gave very similar results. Thus
we have that 66 particles yields basically the same thing
as 8250 particles (which, in turn, is almost identical to the
analytic TL value). This is qualitatively simple to understand:
the CSR comes from the homogeneous EOS: the finite-size
effects in the homogeneous case are dramatically smaller than
the finite-size effects of the static-response problem (which
are studied in the rest of the present paper).
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