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Building a testable shear viscosity across the QCD phase diagram
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Current experiments at the Relativistic Heavy Ion Collider (RHIC) are probing finite baryon densities where
the shear viscosity to enthalpy ratio ηT/w of the quark gluon plasma remains unknown. We use the hadron
resonance gas (HRG) model with the most up-to-date hadron list to calculate ηT/w at low temperatures and at
finite baryon densities ρB. We then match ηT/w to a quantum-chromodynamics-based shear viscosity calculation
within the deconfined phase to create a table across {T, μB} for different crossover and critical point scenarios at
a specified location. We find that these new ηT/w(T, μB ) values would require initial conditions at significantly
larger ρB, compared to ideal hydrodynamic trajectories, to reach the same freeze-out point.
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I. INTRODUCTION

Relativistic heavy-ion collisions at the Large Hadron Col-
lider (LHC) and Relativistic Heavy-Ion Collider (RHIC) have
successfully reproduced the phase transition from the quark
gluon plasma into a hadron resonance gas in the laboratory.
Since 2006 it has been understood that this phase transition
is a smooth crossover [1–6]. For this reason, the definition
of the pseudocritical temperature Tpc is not unique, but rather
depends on the observable considered. If quantum chromo-
dynamics (QCD) exhibits a critical point at large baryon
densities, one expects the different pseudocritical tempera-
tures to converge to the critical temperature Tc [7–11] at
the critical point. However, it also possible that there is no
critical point and only a crossover is seen at larger baryon
densities.

One crucial achievement of heavy-ion collisions was the
discovery that the quark gluon plasma is a nearly perfect fluid
with a shear viscosity to entropy density ratio η/s which at
μB = 0 is close to the KSS limit [12] (that we now know is
no longer a strict bound [13–18]). Because of the extremely
short lifetime of the produced quark gluon plasma, relativistic
viscous hydrodynamic calculations have been vital to under-
stand the dynamics of this crossover phase transition. It is
common practice in the field to use η/s as a free parameter,
and extract its value from experimental data by comparing
flow harmonics to theoretical predictions from relativistic hy-
drodynamics [19–27]. However, because there are many other
free parameters that influence the extraction of η/s, this is not
a trivial task.

Ideally, η/s would be calculated directly from lattice QCD
but this turns out to be an ill-posed problem, as it involves
inversion methods over a discrete set of lattice points for

the correlator of the energy-momentum tensor. Moreover,
the signal for this specific correlator is dominated by the
high-ω part of the spectral function [28,29], which makes
the inversion even harder. For these reasons, one must turn
to alternative approaches such as the hadron resonance gas
(HRG) model [30–42], transport theory [43–46], holography
[12], color string percolation model [47], linear sigma model
[48], quasiparticle models [49,50], or QCD-motivated alter-
natives [51–54], to name a few. These calculations are often
only performed at μB = 0. Hence, they would be appropriate
primarily for LHC and top RHIC energies, but not for large
baryon densities.

While calculations currently exist from some of these
models at finite baryon densities, there are difficulties in
systematically studying ηT/w(T, μB)1 for different types
of phase transitions (crossover vs a critical point within
the dynamical H or B university classes) because some of
these models are only applicable within the hadronic phase
(e.g., HRG model [38,56], UrQMD [57], and SMASH [45]
calculations), or they are beholden to dynamic university class
of the model itself (e.g., holography in universality class B
[8,58], which is also limited to a constant η/s(T, μB) = 0.08

1Note that at finite μB the enthalpy w = ε + p is used rather than
entropy. While ηT/w is the same as η/s at μB = 0, the thermo-
dynamic equation, Eq. (5), shows that the equation of state should
change nontrivially with the introduction of chemical potentials and
one would expect to see a reflection of this in the dynamics. More
generally, ηT/w, not η/s, reduces to the kinematic viscosity, which
gives the best measure of “fluidity” in the system, in the nonrelativis-
tic limit [55].
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for current studies at finite μB
2). Furthermore, at larger baryon

densities repulsive interactions have been shown to be more
relevant [59,60], which should be taken into account in the
hadronic phase.

In this paper we establish a framework for combining
ηT/w(T, μB) in the confined phase—from an interacting
hadron resonance gas (HRG)—and in the deconfined phase—
with a QCD-based assumption—in the presence of a crossover
phase transition. The key element is that we use the finite
μB behavior from the HRG model to construct ηT/w(T, μB)
across the phase diagram relevant to heavy-ion collisions.
We note that the framework is generic enough to be easily
updated if more realistic QCD-based calculations become
available at finite μB. We use an interacting hadron resonance
gas with the most up-to-date particle resonance list from
the Particle Data Group (PDG16+) [61], which was shown
to be a reasonable fit compared to lattice QCD data, can
describe net-Kaon fluctuations [10], off-diagonal susceptibil-
ities [62], thermal fits [63], and works well within relativistic
viscous hydrodynamic calculations [27]. We base the treat-
ment of the deconfined phase on the parametrized version of
η/s(T, μB = 0) from Ref. [53], which is adjusted to match
the hadron resonance gas model at the phase transition assum-
ing a minimum value η/s ∼ 0.08. In this work we construct
four different profiles for ηT/w(T, μB): We first consider the
cases of a smooth or sharp crossover, then the case with a
critical point, first at {T, μB} = {143, 350} MeV—to match
to the publicly available BEST collaboration EoS [64], then
at {T, μB} = {89, 724} MeV—matching the prediction from
holography in Ref. [58].3

II. HADRON RESONANCE GAS MODEL

With the HRG model one can calculate the pressure, energy
density, and total particle density of species i assuming that
the hadrons are pointlike particles:

p(T, μB, μS, μQ)

T 4
=

∑
i

(−1)Bi+1 gi

2π2

∫ ∞

0
p2 ln

× [
1 + (−1)Bi+1e(−

√
p2+m2

i
T +μ̃i )

]
d p, (1)

2Alternatives to η/s(T, μB = 0) = 0.08 exist [13–16] at vanishing
baryon densities where an action is formulated that allows for deriva-
tives up to the fourth order. However, these calculations have not yet
been incorporated into nonconformal AdS. Because nonconformality
is vital for understanding the QCD phase transition, the current
framework cannot provide nontrivial information about η/s(T, μB )
at a critical point.

3We remind the reader that, while the result in Ref. [58] is a predic-
tion on the location of the critical point, the BEST collaboration EoS
allows the user to pick its location, and the one mentioned here is the
one used in Ref. [64] for illustration purposes.

ε(T, μB, μS, μQ)

T 4
=

∑
i

gi

2π2

∫ ∞

0

×
p2

√
p2 + m2

i

(−1)Bi+1 + e(−
√

p2+m2
i

T +μ̃i )

d p, (2)

ni(T, μB, μS, μQ)

T 3

= gi

2π2

∫ ∞

0
p2

[
exp

(√
p2 + m2

i

T
−μ̃i

)
+(−1)Bi−1

]−1

d p,

(3)

where

μ̃i ≡ BiμB/T + SiμS/T + QiμQ/T, (4)

and gi is the degeneracy of each hadron, mi is the mass, and
Bi, Si, and Qi are the baryon number, strangeness, and electric
charge carried by each hadron. Additionally, μB, μS , and μQ

are the corresponding chemical potentials for each conserved
charge.

The other thermodynamic quantities follow:

s(T, μB, μS, μQ) = ∂ p(T, μB, μS, μQ)

∂T
,

ρi(T, μB, μS, μQ)

T 3
= ∂ p(T, μB, μS, μQ)/T 4

∂ (μi/T )
,

p + ε = sT +
∑

i=B,S,Q

, μiρi (5)

where s is the entropy, ρi where i = B, S, Q is the net density,
and ε is the energy density. Note that for the rest of the paper
we will abbreviate μB, μS, μQ ⇒ μi.

In this paper we first compare two different lists of hadrons
from the Particle Data Group, one from 2005 (PDG05) and
another developed in Ref. [61] from 2016 that includes all *-
**** states (PDG16+).

A. Excluded volume

One method for taking into account repulsive interactions
is the excluded volume approach [65] wherein each hadron is
delegated a volume v, and the excluded volume pressure pv

can then be written as

pv (T, μi )

T
= n(T, μi ) exp(−vpv (T, μi )/T ), (6)

which can be solved analytically using the Lambert W func-
tion,

pv (T, μi ) = T

v
W (v n(T, μi )), (7)

where n(T, μi ) = ∑
i ni(T, μi ) is defined in Eq. (3). The re-

maining thermodynamic quantities can be obtained using the
thermodynamic relationships from Eq. (5) and are denoted
with a subscript v for excluded volume. Here we are assuming
that all particles have the same volume. In fact, one could relax
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FIG. 1. Comparison of the PDDG05 and PDG16+ lists with
various excluded volumes to s/T 3 results from lattice QCD [2]. The
band for the PDG16+ denotes the minimum and maximum r that fits
within constraints from lattice QCD.

that assumption as in Ref. [66] or even consider a multicom-
ponent van der Waals [67], but we leave this for future work.

We obtain the effective hard-core volume from v = 4 ×
4πr3/3, where r is the effective core radius. The pointlike
thermodynamic properties in Eqs. (1)–(5) can be then restored
with r → 0.

In the excluded volume calculations, there is always the
issue of constraining the volume size, because it is an uncon-
strained free parameter. In an attempt to constrain the hard
core radius, we vary r such that is fits within lattice QCD
error bars up to T ∼ 150 MeV using the entropy from lattice
QCD results shown in Fig. 1 for the entropy and in Fig. 2
for the pressure. We find that, for the PDG05, there are so
few resonances that the largest possible excluded volume that
we can use corresponds to a radius r = 0.1 fm, whereas for
the PDG16+ we have significantly more resonances and we
can accommodate an excluded volume with a radius up to
r = 0.25 fm. Beyond this value, we can no longer reproduce
the lattice QCD results within error bars. A quick comment
on this result compared to previous papers [37,68] is that here
we use the most up-to-date lattice QCD results, whereas in
previous work [68] the lattice QCD results were not yet in

FIG. 2. Pressure comparison to lattice QCD results from [2] with
an ideal vs excluded volume HRG model.

FIG. 3. Ratio η/s as a function of the temperature. The excluded
volume result for the PDG05 list and r = 0.1 fm (black line) is
compared to the results obtained with the PDG16+ list with r = 0.1
fm (blue solid line) and r = 0.25 fm (blue dashed line).

the continuum limit and were, therefore, much lower in the
confined phase (see, e.g., Fig 18 from [2]) yielding a larger
extracted excluded volume. With current continuum extrapo-
lated lattice results and the most up-to-date particle list, we
do not find a need for a large excluded volume. Additionally,
in Refs. [37,69] Hagedorn resonances were added beyond the
PDG, which required a larger excluded volume. This result
still holds: If more resonances were eventually measured, a
larger excluded volume would become necessary. While in
this work we only explore a single excluded volume, other
types of interactions and/or volumes that vary with the hadron
mass or flavor content [70] would lead to different conclusions
and may be relevant at large μB. We leave this extension for
future work.

B. Shear viscosity

At vanishing baryon density, an excluded volume descrip-
tion was used in Refs. [37,68] to estimate η(T ) within the
hadronic phase. We use this formalism here at finite μB:

ηHRG = 5

64
√

8

1

r2

1

n

∑
i

ni

∫ ∞
0 p3e−

√
p2+m2

i /T +μ̃i d p∫ ∞
0 p2e−

√
p2+m2

i /T +μ̃i d p
, (8)

assuming—as mentioned earlier—a single radius for all
species. Note that, in this case, the following relationship
between number densities holds:

ni,v

nv

= ni

n
, (9)

i.e., one can exchange the excluded volume number density
ratio and the ideal gas number density ratio. If this assumption
is relaxed, ni,v and nv must be used in Eq. (8).

After constraining the radius r, it is possible to calcu-
late η/s as shown in Fig. 3. Using the PDG05 list, we find
that η/s(T ) is extremely large and is not remotely able to
reach the 1/4π estimate from the KSS bound [12]. Be-
cause of the larger number of states present in the PDG16+
list, a significant decrease in η/s(T ) occurs, which brings it
down to η/s(T ) ∼ 0.8 at T=165 MeV and η/s(T ) ∼ 0.34 at
T=199 MeV.
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FIG. 4. Comparison of ratio ηT/w from SMASH group in [45]
with ratio from excluded volume HRG model.

In Fig. 4 a comparison between our excluded volume ap-
proach is shown at different values of μB to the SMASH
results from [45]. Similarities exist at high temperatures but
large deviations occur at low temperatures. While our ex-
cluded volume approach is able to incorporate a significantly
larger particle list than SMASH, there are certain physical
mechanisms that we are not able to take into account with our
approach. For instance, SMASH is able to calculate 2 ↔ 2
(although in practice this is effectively a series of 2 → 1
and 1 → 2 reactions; see Sec. II B from [45]) and incor-
porate certain cross-sections. The best approach would, of
course, consider multiparticle interactions beyond 2 ↔ 2 (see
[30]). However, a straightforward phenomenological method
to study these interactions has not been developed yet.

Our next step is to connect to the deconfined phase ηQGP/s
from Refs. [52,53]. To avoid confusion, we first define the
following temperatures.

Tmin(μB): Pseudocritical temperature, i.e., the tempera-
ture where the minimum of ηT/w is reached for a fixed
μB.
Tsw: Switching temperature where the connection be-
tween ηHRG/s and ηQGP/s occurs. This might correspond
to a lower temperature Tsw � Tmin.
Tch(μB): Chiral transition line temperature, which varies
with μB. At vanishing chemical potential one has Tch,0 =
Tch(μB = 0).
TYM: a parameter in the definition of ηQGP/s from
Refs. [52,53].
Tc: critical temperature, in the case where there is a
critical point (the critical point has a corresponding μB,c

as well).

Because the value η/s(T ) ∼ 0.8 is still larger than what
one would expect from comparisons of viscous hydrody-
namics to experimental data [71], we propose the following
solution.

Assume a higher pseudocritical temperature Tmin for
shear viscosity. This is not an unreasonable assumption
in light of Refs. [8,52,53,72], wherein the minimum
η/s(T ) is found around Tmin ∼ 200 MeV. This leads to
a lower η/s(T ) in the hadronic phase of ∼0.34.
Renormalize the minimum to η/s(Tmin) = 0.08.

Utilize the parametrized η/s(T ) from Ref. [53] above
Tsw, which we also normalize to η/s(Tmin) = 0.08. Then,
in the deconfined phase we have

ηQGP/s = f

[
a

α
γ

s,HQ(cT/TYM)
+ b

(T/TYM)δ

]
, (10)

where the function αs,HQ(z) reads

αs,HQ(z) = 1

β0

z2 − 1

z2logz2
, (11)

the constants a = 0.2, b = 0.15, c = 0.79, and the expo-
nents δ = 5.1, γ = 1.6, β0 = 11 − 2n f /3 (where n f is
the number of flavors), and f is an overall normalization
constant that we need to ensure the correct normalization
at T = Tmin and μB = 0.

This allows us to build a η/s(T ) at μB = 0 that has a
temperature dependence at least motivated by the HRG model
(even if the overall magnitude is not).

The parametrized η/s from Refs. [52,53] shows good
agreement with lattice results for a gluonic plasma around
the critical temperature and perturbation theory at high tem-
perature. However, this parametrization has no explicit μB

dependence; rather here in the QGP phase a μB dependence
only enters in the switching and chiral transition temperatures,
and the values of ηT/w at these temperatures at finite μB.

We must also implement a finite μB dependence, which is
somewhat nontrivial because it depends on the existence and
location of a critical point. Subtle differences appear when
only a crossover or a critical point are present in the phase
diagram. We also must state quite clearly, that we do not
incorporate any critical scaling of the shear viscosity within
this framework. However, because the shear viscosity scales
as ξ (4−d )/19 where d is the number of spatial dimensions (in
comparison the bulk viscosity scales as ξ 3 [73]), we argue that
criticality would not considerably affect the shear viscosity.
What in turn will affect the shear viscosity is the exact profile
of the line of pseudocritical temperatures Tmin(μB), i.e., the
location of the minimum of ηT/w across the phase diagram.
For this reason, in the following we consider very different
choices depending on whether only a crossover or a critical
point is present.

C. Crossover

The implementation of a crossover phase transition is
straightforward. We test two different approaches: a sharp
crossover vs a smooth crossover. In both cases we connect
to ηQGP/s.

One of the main purposes of this work is to construct
a temperature-dependent shear viscosity over enthalpy ratio
ηT/w (recall ηT/w = ηT/(ε + p), which simplifies to η/s at
μB = 0). In fact, we would like to construct a shear viscosity
that can vary across the entire four-dimensional QCD phase
diagram relevant to heavy-ion collisions, i.e., spanning over
{T, μB, μS, μQ}. Unfortunately, such a model does not exist
in the QGP phase beyond Ref. [8], although the authors of
Ref. [52] may eventually incorporate a dependence on the
baryon chemical potential, which would be quite useful. For
this reason, in this paper we let the behavior of the HRG model
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FIG. 5. Flow chart of our ηT/w{T, μB} procedure for a crossover.

drive the μB dependence of the shear viscosity as follows (a
flow chart of this procedure is shown in Fig. 5). We reserve for
future work the extension to the full {μB, μS, μQ}, which we
can anticipate will further influence hydrodynamic trajectories
[74].

First, we calculate the excluded volume shear viscosity
across {T, μB}. The enthalpy is then calculated once again
in the HRG model with the excluded volume corrections.
With the simple assumption μS = μQ = 0 one finds that, at
large μB, there is a suppression in ηT/w, which was already
demonstrated in a number of previous papers [38,56].

As previously discussed, we do not have a good theory to
describe the shear viscosity of the QGP phase across {T, μB}.
Thus, we simply take the same parametrization form as in
Eq. (10), and vary the overall magnitude as well as the switch-
ing temperature with μB. Everything remains the same as
in Eq. (10), except for TYM and f . To determine TYM(μB)
and f (μB) we need to determine the temperature at which
the matching of the ηT/w in the confined and deconfined
phases occurs. We use a Taylor expansion for the switching
temperature such that

Tsw = Tsw,0

(
1 − κ2

( μB

Tch,0

)2
− κ4

( μB

Tch,0

)4
)

. (12)

Note that this has the same format as what is used in
the lattice QCD community for the chiral phase transition.
The values we employ for the chiral phase transition are
[5,75] as follows: Tsw,0 = Tch,0 = 158, κ2 = 0.0149, and κ4 =
0.00032. However, there is no reason to assume that the
minimum of ηT/w should occur exactly at the chiral tran-
sition temperature Tch; we then study two different scenarios
with a crossover phase transition. First, we define a “smooth”
crossover in which we identify Tsw exactly with the chiral
transition line, which in turn leads to a flat region at Tsw <

T < Tmin. Second, we contrast this with a “sharp” crossover
where we set Tsw = Tmin, which leads to a clear kink in ηT/w
at Tmin. Switching temperature parameter values for all four
ηT/w profiles are listed in Table I.

The final results for ηT/w(T, μB) are shown in Fig. 6. We
can clearly see that, at vanishing chemical potential, the ηT/w
has a longer flat region in the case of a “smooth” crossover.
This small difference at μB = 0 has large effects at finite μB

as well. In fact, the smooth crossover leads to a much larger
ηT/w across all μB values, because the matching to the HRG
occurs at lower temperatures, hence leading to a strong μB

dependence. In contrast, matching the HRG model results at
higher temperatures (as in the case of a sharp crossover) leads
to a weaker μB dependence, which in turn significantly de-
creases ηT/w at large μB. This can be seen even more clearly
in Fig. 7, where the minimum value of ηT/w is approximately
twice as large for the smooth crossover than for the sharp
one at around μB ∼ 600 MeV. This indicates that the exact
temperature for the switch from the deconfined to a confined
phase has a significant effect on ηT/w. In other words, the
transition line for the minimum of ηT/w, specifically how that
varies with μB, plays a large role in the overall magnitude of
ηT/w.

D. Critical point

In the case of a critical point, we need two separate Tpc

descriptions: one for the crossover regime and one for the

TABLE I. Shown are the parameters that define the pseudocrit-
ical temperature where the minimum of ηT/w occurs, based on
Eq. (12).

Transition parameter values
Transition Tsw,0 Tch,0 κ2 κ4

CO smooth Crossover 158 158 0.0149 0.00032

CO sharp Crossover 199 158 0.0149 0.00032

Crossover 199 199 0.08 0.005
CP(143,350) First order 158 158 0.0149 0.001

Crossover 199 199 0.038 0.0005
CP(89,724) First order 158 158 0.0149 0.00032
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FIG. 6. Temperature dependence of ηT/w(T, μB ) for all four phase diagrams along slices of constant μB.

first-order phase transition line. At low μB, in the crossover
phase, we use T0 = 199 MeV from Eq. (12), but adjust the
κ2 and κ4 parameters to ensure that the minimum of ηT/w
hits the critical point. Once the first-order phase transition is
reached, we readjust the parameters in Eq. (12) such that the
first-order phase transition falls onto the chiral transition line
described by T0 = 158 MeV, κ2 = 0.0149, and κ4 = 0.00032.

The results for our critical point scenarios are shown in
Fig. 6. The closer the critical point lies to μB = 0, the more
steeply the minimum of ηT/w must drop to reach the critical
point. Because the low-T region of ηHRGT/w has a stronger
dependence on μB, the magnitude of ηT/w must increase
dramatically. We conclude that if a critical point is present
at low μB, the shear viscosity (at least with our setup) must

FIG. 7. Minimum ηT/w(T, μB ) as a function of μB.

be quite large. In contrast, if the critical point is far from the
μB = 0 axis, such as in Ref. [58], then the minimum of ηT/w
can decrease more gradually across μB, which in turn leads to
a smaller overall ηT/w at finite μB. It is suggestive to compare
the minimum of ηT/w across μB for our two setups with a
critical point, as shown in Fig. 7. We observe that the critical
point at low μB has a significantly larger minimum ηT/w. The
kink in Fig. 7 arises at the critical point because the transition
line changes to the chiral transition one once the first-order
regime is reached.

Finally, in Fig. 8 we show density plots of ηT/w to illus-
trate its different profiles. In the two crossover setups, one
can see clear differences in the trajectories of the minimum
of ηT/w across the phase diagram. In the two cases with a
critical point (shown as a red dot), one can clearly see the
difference in the transitions lines between the crossover and
the first-order phase transition line.

III. FLUCTUATING HYDRODYNAMICS AT√
sNN = 19.6 GeV

Because of event-by-event fluctuations from the initial con-
ditions, large variations in the local temperature in a quickly
expanding and cooling QGP droplet, and entropy creation
because of viscosity, it can be somewhat misleading to argue
that a specific beam energy only probes a single isentropic
(where the ratio of entropy over baryon number s/ρB = const)
trajectory [76]. Rather the expanding, cooling fireball probes
a range of temperatures over time as shown in Ref. [77].
Furthermore, it was argued that applying different cuts in
rapidity could provide a method for fine tuning μB at a fixed
beam energy [78–80]. Thus, to determine the ηT/w(T, μB)

024903-6



BUILDING A TESTABLE SHEAR VISCOSITY ACROSS … PHYSICAL REVIEW C 105, 024903 (2022)

FIG. 8. Profile of ηT/w for our four different scenarios. The crossover line is shown in red dashed, the critical point is a red dot, and the
solid black line is the first-order phase transition line. Values of ηT/w > 5 are shown in white.

ranges explored at a set beam energy, we first determine the
path across {T, μB} taken by AuAu collision with energy√

sNN = 19.6 GeV.
First, we compare the commonly used isentropes calcu-

lated from lattice QCD to the T − μB evolution of a single
hydrodynamic event from Ref. [77] at

√
sNN = 19.6 GeV.

From hydrodynamics it is possible to calculate the evolution
of the mean temperature 〈T 〉 and chemical potential 〈μB〉,
which is shown in Fig. 9. Realistically, entropy is produced
because of the finite viscosity of the quark gluon plasma (both
bulk and shear viscosity contribute to entropy production), so
one does not expect the relationship s/ρB = const. to actually
hold. Close to the phase transition a minimum of ηT/w is
present, so it is not surprising that exactly at this point the
lattice QCD isentrope most closely matches the hydrodynamic
calculation. It appears that the lattice QCD isentropes can
provide reasonable estimates at the phase transition, but not
at higher temperatures.

Additionally, in Ref. [78] it was pointed out that forward
rapidity can be used to fine tune μB to refine the search for
the critical point. This does indeed appear to be the case, as
shown in Fig. 10, so we expect to also see changes in the
ηT/w(T, μB) ranges scanned at forward rapidity. In Fig. 10,
two different rapidity cuts are shown: |ηs| < 0.5 and 0.5 <

|ηs| < 1 (note that rapidity is typically denoted ηs, so we

add the subscript to indicate spacetime rapidity and avoid
confusion with viscosity).

FIG. 9. The temperature and chemical potential dependence of a
single hydrodynamic event from Ref. [77] at

√
sNN = 19.6 GeV for

the mean temperature (dashed line) and μB compared to one standard
deviation from the mean (solid lines) at midrapidity |ηs| < 0.5. The
isentrope at the same beam energy taken from lattice QCD data is
also shown in blue.
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FIG. 10. The temperature and chemical potential dependence of
a single hydrodynamic event from Ref. [77] at

√
sNN = 19.6 GeV

for the mean temperature (dashed lines) and μB, compared to one
standard deviation from the mean (solid lines) at midrapidity |ηs| <

0.5 (black) and 0.5 < ηs < 1 (red).

Finally, in Fig. 11 we compare the values of ηT/w probed
across ±1 standard deviations from the mean T and μB at
the rapidity cuts |ηs| < 0.5 and 0.5 < |ηs| < 1. Here we only
compare our setups with a crossover and that with the critical

FIG. 11. Approximation of ηT/w probed within relativistic vis-
cous hydrodynamics vs time [using the (T, μB ) from a single
hydrodynamic background from Ref. [77]].

FIG. 12. Comparison of {T, μB} trajectories with various initial
conditions for s/ρB with either ηT/w = 0 (ideal hydrodynam-
ics), ηT/w = 0.08, or ηT/w following our “sharp” or “smooth”
crossover transitions.

point from Ref. [64]. We find that, because the average μB

is still relatively low (approximately μB ∼ 200 − 300 MeV),
the location of the minimum ηT/w is relatively compatible
between the different cases. Because of the longer flat region,
the smooth crossover actually sees a smaller ηT/w over a
longer period of time. In contrast, in the case with a critical
point we observe a larger ηT/w. We find that, at forward
rapidity, the quark gluon plasma sees a slightly higher ηT/w
at around τ = 1-4 fm. Thus we expect that, while forward
rapidity does reach large μB, we also anticipate that it would
be farther from equilibrium.

IV. INFLUENCE ON T, μB TRAJECTORIES

In this section we give a qualitative idea of the effect of
using different ηT/w profiles on the trajectories taken through
the QCD phase diagram by the expanding hydrodynamic sys-
tem. Here, we only explore the effect of a crossover transition.
The hydrodynamic setup is identical to Ref. [76], other than
a replacement of the EoS with the one developed in Ref. [81]
with μS = μQ = 0. This is done to compare the effect specifi-
cally with a crossover transition. The EoS used here is directly
obtained from lattice QCD through a Taylor expansion of the
pressure in powers of μB/T . The bulk viscosity has the form,

ζT

w
= 36 × 1/3 − c2

s

8π
, (13)

so that all of its functional dependence on thermodynamic
variables enters through the speed of sound. The hydrody-
namic equations exhibit Bjorken symmetry and are readily
solved as a set of coupled ODE’s. We compare the sharp vs
smooth crossover form of ηT/w to either a constant ηT/w =
0.08 or an ideal hydrodynamic expansion. For an ideal fluid,
entropy is conserved so one can describe that expansion
through isentropic trajectories.

The effect on the trajectories can be seen in Fig. 12, where
they all begin at a temperature of Ti = 500 MeV, and a chemi-
cal potential of μi = [200, 400, 800] MeV. The green lines are
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isentropes produced by running ideal hydrodynamics given
the same initial conditions. The results are consistent with
what is shown in Fig. 6. At lower T and μB, the smooth
and sharp shear viscosities behave very similarly, and one
would expect the associated hydrodynamic trajectories to look
similar if initialized in this region. Hydrodynamic runs that
begin at large μB, on the other hand, are more strongly influ-
enced by the actual profile of ηT/w, which leads to different
trajectories [76].

We note that the effect of ηT/w is mainly to shift the tra-
jectories towards μB = 0, such that a very small initial s/ρB is
necessary to see dramatic effects around the phase transition.
For example, we reach here a similar freeze-out point with the
initial condition s/ρB = 13 for both crossover ηT/w profiles,
as the hydrodynamic simulation shown in Fig. 9 where the
isentropic trajectory corresponded to s/ρB = 48.4. This is not
surprising, because ideal hydrodynamics has maximum en-
tropy, whereas a viscous system produces entropy over time,
so that entropy production drives the system from a smaller to
a larger s/ρB.

We also compare to a constant ηT/w = 0.08 to show
the overall effect of having a dependence on T and μB. It
can be seen in Fig. 12 that, the higher the initial chemical
potentials, the more the associated trajectories deviate from
each other. It becomes apparent that, at higher μB, one be-
comes more sensitive to the T and μB dependence of ηT/w
as well. Nonetheless, any viscosity (even constant ηT/w =
0.08) causes substantial deviations from the isentropic lines.
We conclude that heavy-ion collisions at low beam energies
are more affected by the T and μB dependence of ηT/w
and we anticipate large deviations from isentropic trajectories,
especially if the ηT/w profile deviates substantially from
a constant value. There are some indications of this from
Bayesian analyses [82], which imply that extreme caution
should be exercised about any conclusions drawn from work
based on ideal hydrodynamics at large baryon densities (see
Ref. [83] for further discussion).

V. CONCLUSIONS

We used a hadron resonance gas picture with a state-of-
the-art list of resonances to study the QCD shear viscosity at
large baryon densities. We developed a phenomenological ap-
proach to produce profiles of ηT/w(T, μB) on the QCD phase
diagram, which can be used in relativistic viscous hydrody-
namic codes simulating collisions at the RHIC Beam Energy
Scan. We considered four variations: a “smooth” or “sharp”
crossover, and a critical point at {Tc, μ

c
B} = {143, 350} MeV

or {Tc, μ
c
B} = {89, 725} MeV. We have demonstrated that the

trajectories followed by hydrodynamic evolution are sensitive
to different behavior in the shear viscosity. It is clear that
a shear viscosity with a functional dependence on thermo-
dynamic variables may probe different areas of the phase
diagram than a constant one, especially if the differences are
large at early times. We note that this framework does not
incorporate critical scaling in ηT/w(T, μB), because this is
expected to be extremely small [73], but does ensure that its
inflection point [i.e., minimum of ηT/w(T, μB)] does con-
verge to the critical point.

Using this framework we found that the minimum
ηT/w(T, μB) increases with μB and that this effect is strongly
influenced by the exact location of the transition line one
chooses for the minimum of ηT/w(T, μB). For instance, a
critical point at low μB would dramatically increase the mag-
nitude of ηT/w compared to a critical point at larger μB.
We showed that the trajectories from heavy-ion collisions that
pass through the QCD phase diagram would have significant
deviations from isentropic lines, the larger the chemical poten-
tial is. The effect of viscosity is mainly to push the trajectories
towards lower μB at freeze-out. This implies that a signifi-
cantly smaller value of s/ρB is needed as an initial condition,
to reach the same point of freeze-out compared to an ideal
hydrodynamics system. We only consider a crossover phase
transition for this particular part of the study but the presence
of a critical point would only enhance this effect because
of the critical scaling of bulk viscosity, as shown already in
Ref. [76]. We also expect early times (τ ∼ 1-4 fm/c) to be the
regime probing the minimum of ηT/w.

The algorithm created here will pave the way for testing
temperature and μB dependent ηT/w across the QCD phase
diagram using relativistic viscous hydrodynamic codes. While
the current excluded volume HRG calculations produce ηT/w
about a factor of 3 too large (requiring renormalization for our
algorithm), future improvements can hopefully bring a better
matching of the ηT/wHRG to ηT/wQGP at the transition re-
gion, removing the need for an overall normalization of these
profiles. These improvements could be made once a better
description of the baryon-rich QGP phase ηT/w is available
or through improvements to the HRG ηT/w such as baryon
content dependent volume corrections [84], the addition of
new particles into transport codes, or incorporating finite μS

and μQ.
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