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Measurement of the cross section for the *C(a, n)'°0 reaction and determination
of the cross section for the °Q(n, a)'*C reaction
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The angular dependence of the differential cross sections for the *C(a, 1n)!°0 reaction was measured in the
energy range 2.0-6.2 MeV using the time-of-flight method for separating neutrons corresponding to the ground
state of the residual nucleus. The integrated total cross sections were derived from the measured data and the
cross sections for the '°0(n, a)'3C reaction were determined using the reciprocity theorem. The cross sections
obtained for the reaction '®Q(n, op)'*C support the evaluation given in the ENDF/B-VIILO library.
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I. INTRODUCTION

An accurate knowledge of the 1°Q(n, «)'3C reaction cross
section is important for predicting the k.g of nuclear reac-
tors [1,2] and for assessing the accumulation of helium in
reactor materials under irradiation with fast neutrons [3]. The
importance of the inverse '3C(a, n)'°O reaction is due to
the fact that it creates a background for measurements of
geoneutrinos [4,5] and is a source of neutrons for the s pro-
cess in nucleosynthesis [6]. The available experimental data
obtained both for the direct [6-9] and the inverse reactions
[4,6,10-13] are discrepant in the entire investigated range of
neutron energies (2-10 MeV). Much effort has been made to
reconcile the existing experimental data sets [2,14,15], create
new evaluations of the cross sections [16-20], and conduct
new experiments [5,20,21] to address this problem. However,
at the moment there are still significant differences in the
evaluated cross sections [19,20], and there is no understanding
of the origin of the discrepancies in the experimental data of
different authors. It was pointed out [2,3,14] that the problem
cannot be solved without new experiments. The present work
has been undertaken to meet this demand.

A detailed analysis of the available experimental informa-
tion showed that the agreement between different data sets
can be significantly improved by renormalization [2,14,15].
Thus the main problem to be addressed is reliable measure-
ments of the absolute cross-section values. To that end it was
decided to carry out measurements in such energy ranges of
a particles where there were no narrow resonances and the
cross section was relatively large. Based on these criteria, the
measurements were performed in the following ranges of the
a-particle energies: 2.0-2.4, 3.0-3.5, and 4.6-6.2 MeV. To
reduce systematic errors, two experimental runs were carried
out using different '3C targets, with special attention paid to
the experimental parameters that were critical for normalizing
the data (neutron detection efficiency, number of projectiles

*Corresponding author: prusachenko.pavel @ gmail.com

2469-9985/2022/105(2)/024612(10)

024612-1

hitting the target, target thickness), the determination of which
was duplicated. In the first run, angular distributions of the
differential cross sections for the '*C(«, ng)'°O reaction were
measured for 38 values of the a-particle energy using a target
of amorphous carbon-13 deposited on a gold substrate 9 mm
in diameter. In the second run, the excitation function of the
BC(a, n9)'°0 reaction at an angle of 0° was measured with
the 13C target (14 mm in diameter) deposited on a molybde-
num substrate. In order to determine the cross sections for the
inverse '°0O(n, a)!3C reaction through the reciprocity theorem
in all the energy ranges studied, a time-of-flight method was
employed to separate neutrons corresponding to the ground
state of the residual nucleus. The total cross sections were
derived from the measured angular distributions of the differ-
ential cross sections by integration over the solid angle.

II. EXPERIMENTAL METHOD

A. Experimental setup

The schematic diagram of the experimental setup is shown
in Fig. 1. The He++ pulsed beam with a repetition rate of
4 MHz from the IPPE 3-MV tandem accelerator was colli-
mated by two apertures 5 and 6 mm in diameter located at the
distance of 350 mm from each other. The energy calibration
of the accelerator was made before the measurements using
the method described in [22]. The '3C target was tilted by
10° to the beam line in order to reduce neutron scattering
in the target body at 90°. A silicon surface barrier detector
(SBD) was located at an angle of 165° relative to the beam
line at a distance of 185 mm from the target. It served as an
independent monitor of the number of the particles hitting the
target and the monitor of the carbon buildup on the target
during the measurements. The target holder was used as a
Faraday cup, the secondary electrons being suppressed by a
guard electrode.

The neutrons emitted from the target were registered by
a detector with a 40 x 40mm p-terphenyl single crystal.
The flight path between the target and the neutron detector
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neutron detector

FIG. 1. The schematic diagram of the experimental setup (not to
scale).

was measured using a FLUKE 424d laser rangefinder and
amounted to 71.3 £ 0.4 cm for the first experimental run and
to 65.2 £ 0.4cm for the second one. The signals from the
photomultiplier (PMT) anode were fed to the analog input
of the wave-form digitizer (WFD) with a sampling rate of
500 MHz and the analog to digital converter resolution of 14
bits. The signals from the PMT last dynode served to trigger
the digitizer. The signals from the pickup electrode of the
accelerator chopper-buncher system were used as the start
signals of the time-of-flight neutron spectrometer and were
fed to the second analog input of the WFD. Both signals,
from the PMT anode and from the pickup electrode, were
simultaneously digitized and recorded in the list mode.

B. Target thickness measurement

The thickness of '3C targets was determined by nu-
clear reaction analysis [23] through the '3C(d, po)'*C
(Q =5.952MeV) and 3C(d, ap)''B (Q = 5.169MeV) re-
actions. The targets were placed in the scattering chamber
at the center of the goniometer, perpendicularly to the beam
axis and irradiated with a deuteron beam from the IPPE tan-
dem accelerator. The beam was collimated to form a spot of
1 mm in diameter on the target. The reaction products were
detected by the surface barrier detector located at 150° to
the beam. The solid angle subtended by the detector was
1.02 msr. The deuteron beam energy was chosen to be
970 keV where the 3C(d, po)'*C and *C(d, ap)''B reac-
tion cross sections were close to the maximum [24] and the
cross section for the '>C(d, po)'*C was well known. The
reaction cross sections reported in [24] were verified at this
energy by measurements with a thin natural carbon layer
deposited on a gold foil, assuming a '*C content of 1.1%.
The cross sections for the '*C +d reactions were determined
through the ratio of the areas of the corresponding peaks to
the area of the '>C(d, p0)13C reaction peak, the evaluated
cross-section values for which was taken from SigmaCalc
[25]. The results appeared to be in an agreement with the
data given in [24] within the uncertainty (3.6%) reported
in [24]. The cross sections [24] were then employed in the
spectra simulation using the SIMNRA (version 7.03) program
[26] by fitting the target thickness parameter until the theo-
retical values of the peak areas from the '*C(d, a)!'B and
13C(d, po)'"C reactions were matched with the experimental
ones. The Rutherford scattering of deuterons from the gold
and molybdenum backings was used as an internal standard
to double check the product of the solid angle by the number
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FIG. 2. The pulse-height spectrum of the charged particles
detected at an angle of 150° for the '3C target on a gold backing irra-
diated with deuterons. Dots: experimental values; line: simulation.

of projectiles incident on the target derived from the measured
accumulated charge. The statistical error (1o) was ~2% for
the peak corresponding to the '*C(d, ap)!'B reaction, and
~3% for the peak corresponding to the '3C(d, po)'*C re-
action. The number of '3C nuclei per unit target area thus
obtained appeared to be (2.20 £ 0.09) x 10'® atoms xcm™
for the gold backing target and (2.25 4 0.09) x 10'® atoms
xcm~2 for the molybdenum backing target. The homogeneity
of the targets was confirmed by measurements at five different
points on each target. The concentration of the '>C atoms
derived from the '>C(d, po)'*C reaction yield (see Fig. 2) was
used to estimate the targets’ enrichment with the '*C isotope.
The '3C enrichment for the Au substrate target was found
to be 94% and that for the target on Mo backing was 90%.
The total target thickness in the energy units was approxi-
mately the same for both targets and ranging from 35 keV at
6.2 MeV to 72 keV at 2.0 MeV. A typical measured spectrum
is shown in Fig. 2 along with the results of the simulation.
The determination of the thickness of the targets was made
twice—before the work and at the end. No deterioration of
the targets was found.

C. Monitoring >C buildup and number of « particles
impinged on the target

To monitor carbon buildup, backscattered «-particle spec-
tra were periodically measured with SBD (see Fig. 3) at an
energy of the incident o particles of 4280 keV. This energy
corresponds to the right wing of a strong '>C(a, a)'*C res-
onance located at 4.26 MeV and a very small cross section
of elastic scattering of « particles from '*C [27]. This made
the '2C(a, a)'>C peak clearly visible against the background
of a particles backscattered from '3C and the target substrate.
The measured spectra for different time intervals elapsed since
the start of the experiment and their simulation with SIMNRA
are shown in Fig. 3. The obtained data on the thickness of
deposited carbon (Fig. 4) were used to adjust the value of the
energy of « particles reaching the target. It should be noted
that, based on the '3C content in the natural mixture of carbon
isotopes, the amount of additional 13 added to the target due
to deposited carbon was insignificant (<0.5%).
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FIG. 3. Pulse-height spectra of o particles detected by SBD
(dots) and results of the SIMNRA simulation (lines). The spectra
are given for different time intervals elapsed since the start of the
experiment.

The total charge of particles impinged on the target was
measured using an Ortec 439 digital current integrator. The
charge measurements were calibrated using a KEITHLEY
6220 precision current source, the output of which was con-
nected to the target holder. The deviation between the current
set at the source and the current measured by the integrator did
not exceed 2% in the range 50-200 nA. This value was taken
as an uncertainty in measuring the charge since the average
beam current during measurements was ~100 nA.

In order to double check the charge measurements,
backscattered «-particle spectra were recorded using SBD
followed by SIMNRA simulation. The number of particles im-
pinged on the target was found through fitting to the height of
the spectrum produced by the « particles backscattered from
the target backing. Further processing of the time-of-flight
spectra was carried out only under the condition that the
measurement results of using the current integrator and SBD
coincide within the uncertainty limits.
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FIG. 4. Dependence of carbon deposits on the time elapsed since
the beginning of the experiment.
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FIG. 5. Time-of-flight distribution of the neutron pulses, corre-
sponding to the beam energy of 5910 keV and angle of 0°.

III. DATA ANALYSIS
A. Signal processing for the neutron spectrometer

At the first stage of signal processing, the time stamp
positions for the start signal and the signal from the neu-
tron detector were determined. For the start signals having a
unified shape, the position of the cross-correlation function
maximum was used as a time stamp. The pickup electrode
signal, averaged over 2000 pulses and shifted to the zero
position on the time scale, was used as a reference signal. In
the case of the signal from the neutron detector, a software
emulation of the constant fraction timing algorithm was used,
similar to that described in [28], with the constant fraction
value of 20%.

For the n/y separation the correlation analysis of signals
was used [29,30]. The signal from y rays averaged over 5000
events in a narrow (850-900 keV electron equivalent) ampli-
tude range was used as a reference signal for calculating the
cross-correlation function. The value of the cross-correlation
function maximum, normalized to the signal area calculated
by numerical integration in a time window of 200 ns from the
pulse start, was used as a separation parameter. The dynamic
separation parameter threshold [30] was set to select events
corresponding to neutrons.

A typical neutron time-of-flight spectrum thus obtained is
shown in Fig. 5. The main factor influencing the timing res-
olution of the experiment was the width of the timing profile
of the a-particle pulse, since the intrinsic timing resolution of
the neutron detector used in the work was <0.5ns. A typical
a-particle pulse width, determined by full width at half maxi-
mum analysis of the prompt y-ray peaks, was about 3—4 ns
in the entire «-particle energy range. As can be seen from
Fig. 5, the timing resolution of the experiment was sufficient
to separate neutrons corresponding to the ground and the ex-
cited states of the residual nucleus, and to reject the spectrum
part corresponding to neutron scattering in the walls.

B. Analysis of the neutron spectra

The differential cross section do/d2 for the
BC(a, n9)'®0 reaction was determined according to the
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FIG. 6. Integral time distribution of « particles in a bunch. The
distribution is given for the beam energy of 5884 keV.

expression

Sa(0)y (0)

10%* b, 1))
Nyne2

do
10 0) =
where S, is the number of counts under the corresponding
neutron peak in the time-of-flight spectrum for the angle 6
after background subtraction; y (0) is the correction factor for
the influence of multiply scattered neutrons; ¢ is the intrinsic
efficiency of the neutron detector; N, is the number of « par-
ticles incident on the target determined through the charge in-
tegration; 7 is the number of the '3C atoms per unit target area
in cm?, Q is the solid angle subtended by the neutron detector.
The solid angle was determined based on the geometrical
parameters of the detection system (the flight path and the
neutron detector diameter). The neutron peak area was de-
termined by channel-by-channel summation within the time
window corresponding to the beam pulse duration. The dura-
tion of the pulse was preliminarily estimated for each value
of the a-particle energy using SBD. The fast signal from SBD
was digitized and the pulse amplitude and time stamp were de-
termined for each digitized signal. Then, signals were selected
from the narrow amplitude window near the maximum energy
of o particles scattered on the target backing. An example of
the integral time distribution for the o particle pulse is shown
in Fig. 6. For most of the energy values, 99% of the « particles
fell within the time range (#y.99) 10-20 ns after the pulse start.
The integration time range of the neutron peaks was chosen to
be larger than this value (1.2¢y99) to take into account the pos-
sible difference in the time characteristics of the two detectors.
To determine the background, ten points were selected to the
right and left of the neutron peak integration limits followed
by linear interpolation.

C. Neutron detector efficiency

The intrinsic efficiency of the neutron detector was ob-
tained by Monte Carlo calculations using the GEANT4
framework [31,32]. The simulation was carried out using the
G4NDL-4.6 library in combination with the NRESP71 model
to simulate reactions on carbon [33]. The simulation results
are shown in Fig. 7. The uncertainty of the simulation results,
with the uncertainty of the detector geometric parameters and
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FIG. 7. The intrinsic efficiency of the neutron detector. Open
dots: results obtained with a fission chamber as a neutron flux
monitor; filled dots: results based on the measurements of the neu-
tron time-of-flight spectra from the >H(d, n)>He reaction; solid line:
Monte Carlo calculations. The energy range of neutrons detected in
the experiment was 3-9 MeV.

the uncertainty in determining the neutron detection threshold
being taken into account, was ~3% for the neutron energies
of interest (3-9 MeV).

The simulation results were experimentally verified using
two different methods, in which the 2H(d, n)>He reaction was
used as a neutron source. In the first case, the measurement of
the intrinsic detection efficiency of the neutron detector was
performed using a fission chamber with four identical double-
sided 2%U3 Og (@30 mm of the active area) layers for mon-
itoring the neutron flux. The number of 23U atoms in each
layer was found using an HPGe detector based gamma spec-
trometer. The spectrometer efficiency was determined using y
sources, the activity of which was known with an accuracy of
2%. A correction for different diameters of uranium layers and
y sources was performed by means of the simulation using
GEANT4. The ?*3U y rays with the energy of 143.7, 163.3,
and 185.7 keV were used for the analysis, the branching ratio
for the y lines being taken from the ENDF-B/VIILO library
[19]. The detection efficiency for the fission fragments in
the chamber was determined in a separate experiment by the
method proposed in [34] and was found to be 91 £ 3% in
a good agreement with the simulated fission fragments reg-
istration efficiency (92 £ 1%). The monitor detector and the
investigated one were located at angles of +20° relative to the
beam line inside shielding collimators. The quasimonoener-
getic neutrons were generated by the gaseous deuterium target
with a gas cell length of 20 mm and the deuterium pressure
of 2 atm irradiated by the pulsed deuteron beam. The total
systematic measurement uncertainty in this case was the sum
of the uncertainty in the total number of >*U atoms in the
layers (~3%), the uncertainty in the detection efficiency of
fission fragments (~3%), and the uncertainties in the distance
from the target to the corresponding detector (~2%).

In addition, the detection efficiency of the neutron detector
was found by measuring the neutron time-of-flight spectra
from the >H(d, n)>He reaction, the total and differential cross
sections for which are well known [35-37]. The target used
was a thin layer of deuterium-saturated titanium deposited on
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FIG. 8. Correction factor for multiple neutron scattering for selected a-particle energies. (a) a-particle energy of 2219 keV, (b) 3389 keV,

(c) 4709 keV, (d) 5180 keV.

the molybdenum backing. The number of deuterium atoms in
the target was determined by nuclear reaction analysis through
the 2H(d, p)3H reaction, as described in [28], and appeared to
be equal to (1.30 £ 0.07) x 10'° atoms x cm™2. The neutron
detector was placed in the central channel of the massive
shielding collimator at an angle of 0° relative to the beam line.
When calculating the uncertainties of the efficiency measured
by this method, the uncertainty of the number of deuterium
atoms in the target (~5%), the uncertainty of the differential
cross sections for the 2H(d, p)3H reaction (4% according
to the data of [35]), the uncertainty in measuring the beam
current (2%), the solid angle uncertainty (1%), and statistical
uncertainty (1o, 1-3% depending on the neutron energy) were
taken into account. The results of measuring the efficiency
by both methods are shown in Fig. 7 in comparison with
the simulated curve. Additional simulation aiming to estimate
the influence of multiple scattered neutrons on the results of
the efficiency measurement showed that their contribution to
the measured spectra was less than 2% for the measurement
geometry used. The simulation results and the results of the
two experiments were in good agreement with each other
within 4%. Hence, to calculate the differential cross section
by the formula (1), the simulated efficiency curve with an
assigned uncertainty of 4% was used.

D. Correction for multiple neutron scattering

The background from neutrons scattered in the walls of
the experimental hall was well separated from neutrons cor-
responding to the 3C(a, 19)'®O reaction by time of flight.

However, the events caused by neutrons scattered on the de-
tector package and its mounting elements may fall within
the integration range of the neutron peak. The contribution
of these events was calculated by the Monte Carlo method
in the GEANT4 environment. For this, the geometry of the
experiment was simulated in detail, including the materials
surrounding the detector and the target holder of the ac-
celerator. For each value of the «-particle energy and the
position of the detector relative to the beam line, the calcu-
lation was carried out twice with the same number of primary
particles—taking into account all the materials that make
up the experimental setup (option a), and when all materi-
als were removed except for the detector material (option
b). The correction factor was calculated as the area ratio
of the two neutron distributions, obtained for option a and
option b, summed up within the integration limits of the
experimental neutron peak for the current energy and angle
values. The simulated correction factors for several values
of the a-particle energies are shown in Fig. 8. As can be
seen from the figure, the correction factor has a weak depen-
dence on the angle except for 105°, where neutrons have to
pass a long way through the target holder flange material on
their path to the detector. When estimating the uncertainty
of the obtained factor, the uncertainty associated with the
differences in the cross sections in different nuclear data li-
braries was taken into account in addition to the statistical
error (lo). For this purpose, a number of additional calcu-
lations were performed for several values of the «-particle
energy using different nuclear data libraries (ENDF/B-
VIIL.O, JENDL-4.0u). The maximum variation in the obtained
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FIG. 9. The angular distributions for the *C(e, 19)'°O reaction in the a-particle energy range 2090-4807 keV. Dots: experimental data;

solid lines: approximation by Legendre polynomials.

correction factors did not exceed 2% and this value was taken
as an uncertainty.

IV. RESULTS AND DISCUSSION

The acquired angular distributions (see the Supplemental
Material [38]) for the '3C(«, 1g)'°O reaction are shown in
Figs. 9 and 10. Each angular distribution was approximated
by Legendre polynomials followed by integration over the
entire solid angle to obtain a total reaction cross section.
The statistical uncertainty for total cross sections was in the
range 0.5-1.5%. The systematic uncertainty budget is pre-
sented in Table I. The a-particle energies were calculated at
the center of the target taking into account carbon deposits.
The thickness of the '3C layer was the main factor affecting
the energy resolution of the measured cross-section values,
while the effect of the beam energy ripple (<0.1%) was
negligible. The energy resolution determined from full energy
losses of « particles in target in this experiment is in the range
70-36 keV depending on the beam energy. The cross section
for the inverse '°0Q(n, ap)'>C reaction was derived by applying
the reciprocity theorem.

The differential cross sections for the *C(«a, ng)'°O re-
action measured at an angle of 0° in two experimental runs
together with data from the literature [12,27,39] are shown in
Fig. 11. As can be seen from the figure, all the results except
for [12] are in a good agreement and the data of [12] should
be multiplied by a factor of 2.25 in order to harmonize them
with [27] and the present measurements.

The cross sections obtained in this work (see the
Supplemental Material [38]) were compared with the evalu-
ations given in the ENDF-B/VIIL.O [19] and JENDL-4.0/HE
[20] libraries, as well as with the experimental data of other

TABLE I. Systematic uncertainty budget.

Uncertainty source Contribution, %

Target thickness 4
Detector efficiency 4
Beam current 2
Solid angle 2.5
Multiple scattering 2
Total 6.8
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authors (Figs. 12 and 13). The comparison took into account
the energy resolution indicated in the published works. The
present data are conforming with the evaluation given in the
ENDEF-B/VIILO library for the '°0O(n, g)'*C reaction cross
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section over the entire range of neutron energies. The results
published by Khryachkov ez al. [8] are consistent with the data
obtained in the present work only for neutron energies above
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FIG. 11. The comparison of the differential cross sections for the '*C(«, 19)'®O reaction measured at an angle of 0° in two experimental
runs with data from the literature for 2.0-3.5 MeV [39] (a) and 4.75-6.20 MeV [12,27] (b). The Robb data were multiplied by a factor of 2.25.
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FIG. 12. The '°Q(n, ap)">C reaction cross section in the neutron
energy range 4.0-5.2 MeV, obtained via direct (a) and inverse (b) re-
actions, in comparison with the ENDF/B-VIIIL.0 and JENDL-4.0/HE
evaluations, and other experimental data [4,7-9,11,13]. The data by
Bair are given with the normalization recommended by the authors.

both in the direct and inverse reaction measurements, differ
significantly from the present data and from each other. The
data by Davis et al. [9] and Sekharan et al. [11] are presented
with large uncertainties (~20%), which makes comparison
with them problematic.

V. CONCLUSIONS

The differential and integral cross sections for the
BC(a, )90 reaction were acquired for the energy range

L —— ENDF-B/VIII.O
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FIG. 13. The same as in Fig. 12 but for the neutron energy range
6.0-7.5 MeV. The experimental data are from Refs. [4,5,7-13].

2.0-6.2 MeV. The time-of-flight method in combination with
the digital signal processing was used for suppressing the
contribution of the neutrons from the first exited level of the
residual nucleus. In order to minimize systematic errors the
determination of the experimental parameters critical for nor-
malizing the data was duplicated. The 150 (n, p)'3C reaction
cross section was calculated using the reciprocity theorem.
The obtained results support the ENDF-B/VIILO evaluation.
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