PHYSICAL REVIEW C 105, 024324 (2022)

Accessing ground-state and excited-state energies in a many-body system after symmetry
restoration using quantum computers
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We explore the possibility to perform symmetry restoration with the variation after projection technique on a

quantum computer followed by additional postprocessing. The final goal is to develop configuration interaction
techniques based on many-body trial states preoptimized on a quantum computer. We show how the projection
method used for symmetry restoration can prepare optimized states that could then be employed as initial
states for quantum or hybrid quantum-classical algorithms. We use the quantum phase estimation and the

quantum Krylov approaches for the postprocessing. The latter method combined with the quantum variation
after projection leads to very fast convergence toward the ground-state energy. The possibility to access excited
states energies is also discussed. Illustrations of the different techniques are made using the pairing Hamiltonian.
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I. INTRODUCTION

The development of novel generations of nuclear many-
body forces has promoted ab initio methods as a tool of choice
to describe microscopically atomic nuclei from the underlying
bare nucleon-nucleon interaction. Nowadays, a large variety
of approaches are being developed that, depending on the
underlying approximations, can be applied to certain regions
of the nuclear chart. Among the important challenges that
should be considered for the applicability of ab initio theo-
ries, we mention the following two. First, methods treating
exactly many-body systems face the problem of the expo-
nential growth of the Hilbert space size when the number of
single-particle states increases. This is, for instance, the case
for the Faddeev-Yakubovski [1-3], Green’s function Monte
Carlo [4-6], and no-core shell model [7,8] approaches that
are restricted to rather light systems.

In view of this first difficulty, several approaches have
been proposed since the early 2000s to reduce at maxi-
mum the Hilbert space size by using the symmetries of
the problem and/or by having a more appropriate scaling
(polynomial scaling generally) to tackle up to medium-mass
nuclei. Among these methods, we mention the many-body
perturbation theory (MBPT) [9-12], coupled cluster [13,14],
in-medium similarity renormalization Group [15], or self-
consistent Green function [16,17] methods. These methods,
that take advantage of the symmetries of the problem, have
made important progress in recent years and are now able to
treat problems on a wider range of the nuclear charts, espe-
cially those using methods based on traditional shell model
with a valence space combined with modern nuclear interac-
tions [18-27] (see also recent reviews [28-30]).
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An alternative strategy that might be extremely powerful
for atomic nuclei, especially for the precise description of
open shell nuclei or medium/heavy systems, is the possibility
to take advantage of the symmetry breaking techniques fol-
lowed by symmetry restoration [31-35]. An intensive effort
is now being made to extend some of the approaches listed
above in such a way that they start from a symmetry-breaking
trial state: the Bogoliubov many-body perturbation theory
[36,37], the Gorkov self-consistent Green function [17,38,39],
and the Bogoliubov coupled cluster [40—42]. We note that
these techniques have been sometimes supplemented by sym-
metry restoration through projection techniques, eventually
followed by further configuration-interaction (CI) diagonal-
ization in a reduced Hilbert space [43—45]. Among them,
we mention the projected Bogolyubov MBPT [46], the pro-
jected Bogoliubov coupled cluster [47,48], the projected
quasiparticle random phase approximation (QRPA) [49], or
very recently the projected generator coordinate method—
perturbation theory [50-52]. Still, the later methods have been
mainly tested in rather simple models. For a comprehensive
recent review, we recommend Ref. [45].

In view of the current scientific emulation, we ex-
plore here the possibility to follow a strategy of symmetry
breaking—symmetry restoration followed eventually by fur-
ther postprocessing using quantum computers. We believe
that such exploration is particularly timely with the current
boost in building quantum devices. The status of quantum
computers, called noisy intermediate-scale quantum comput-
ers (NISQ) period does not allow for performing complicated
many-body calculations. Nevertheless, an increasing number
of pilot applications are being nowadays made in different
fields of physics [53-66].

We consider here a long-term strategy to prepare future
applications beyond the NISQ period. We first discuss be-
low a methodology to prepare a many-body trial state on
a quantum computer that takes advantage of the symmetry
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breaking—symmetry restoration technique. A first milestone
in that direction is achieved by optimizing a parametric state
using the standard variational quantum eigensolver technique
[67-72] leading to a method we call hereafter quantum-
variation after projection (Q-VAP). We then explore the
possibility to use this state for further postprocessing either
directly on the quantum computer or using hybrid quantum-
classical technologies.

II. VARIATION AFTER PROJECTION
ON A QUANTUM COMPUTER

Our strategy to perform the variation after projection (VAP)
on a quantum computer closely follows the method that is
used in classical computers. We consider a quantum many-
body system that is mapped onto a set of N qubits labeled by
i=0,N — 1. A complete basis of the system is then given
by the states {®fv= Bl |s;)} where |s; = 0;, 1;) correspond to the
two states associated to the ith qubit. A wave function can be
written in the full Fock space as:

W) = Y Wl ). ()
}

,3‘,‘6{0,1

Our first objective here is to obtain wave functions in a quan-
tum computer that can properly describe interacting fermions
under the action of a many-body Hamiltonian H. One of the
strategies used nowadays to tackle this problem is to express
the trial-state vector in terms of a set of parameters denoted as
{6:}i=1....n, For recent reviews on the subject see for instance
Refs. [67-72].

In general, the trial state that is optimized during the min-
imization of the energy is obtained from a set of unitary
operations starting from the vacuum, denoted hereafter simply
as |0) = ®?’:51 |0;), such that:

Ny
w({6:h)) = [ U610} )
k=1

By using the expectation value of the Hamiltonian as the cost
function, variational methods are firstly targeted to reproduce
the ground-state energy of the problem. The precision on the
energy will obviously intimately depend on the transforma-
tions that are used in Eq. (2). One of the issues for quantum
computers is the possibility to reduce the circuit depth by us-
ing the symmetry of the underlying problem (see for instance
Refs. [73-75]).

Here we take a different approach and suppose that the trial
state defined by Eq. (2) might break some of the symmetries of
the underlying Hamiltonian. This technique where symmetry-
breaking (SB) states are used is rather standard in many fields
of physics [31,32] and is known as a very accurate method
to grasp complex internal correlations when the system en-
counters spontaneous symmetry breaking. Typical examples
are superfluid systems where the U (1) symmetry associated to
the particle number conservation is broken by forming Cooper
pairs. As underlined in the Introduction, atomic nuclei are
complex systems where it can be advantageous to break sym-
metries like particle number, parity, or rotational symmetries.

The possibility to use SB states in quantum computers has
already been explored for instance in Refs. [76-79].

One prerequisite to obtain a precise and meaningful de-
scription of the ground-state energy is that the symmetries that
are initially broken are restored in a second step. Symmetry
restoration (SR) by projection is nowadays a standard tool
to treat atomic nuclei within the energy density-functional
framework and was introduced more recently in the context
of ab initio approaches [12,17,36-39,41,42,45]. One usually
distinguishes the projection after variation (PAV) and the vari-
ation after projection (VAP) [33-35]. Let us assume that a
certain symmetry S is broken by the state (2) and denote
generically by Ps the projector associated to the restoration
of this symmetry. In the PAV approach, the expectation value
of the energy of the SB state given by

Esg({6:}) = (Y{ODIH|W({0:})), 3

is minimized. Then the PAV energy is given by the expectation
value of the Hamiltonian after projection of the trial state:

(W{O:DIHPs|W({0:})
(WHODIPsIW({6:)

where we use the fact that 7332 = Ps and that [H, Ps] = 0. In
this context, it is interesting to mention that such constraint
might require specific attention especially when using multi-
body interactions [80,81].

The VAP approximation is more challenging and consists
in minimizing directly the energy given by Eq. (4) for the pro-
jected state. This energy is denoted by Eyap({6;}). Thanks to
the use of the variational principle and because both PAV and
VAP states belongs to the same Hilbert subspace that respect
the restored symmetry, we automatically have the property
Egs < Evap < Epay at the minimum of the VAP method. Egs
denotes here the exact ground-state energy.

A first milestone in transposing the SB-SR methodology
on quantum computers has been reached in Ref. [78] where
a quantum algorithm was proposed to perform symmetry
restoration. In this reference, the quantum-phase-estimation
(QPE) algorithm [68,82-85] was used to perform the projec-
tion. The QPE method is designed to obtain the eigenvalues
and eigenvectors of a unitary operator using the quantum
Fourier transform [82] together with a set of additional an-
cillary qubits. Repeated measurements of the ancillary qubits
give access to the different eigenvalues. Provided that the
number of qubits is sufficient to separate each eigenvalue,
the state after each measurement is projected onto the set of
eigenvectors associated to this eigenvalue.

The original idea that was proposed in Ref. [78] is that the
QPE method can be directly used as a projector for symmetry
restoration. For this, it is sufficient to use the QPE with an
operator with known eigenvalues such that each eigenvalue
is associated with a subspace of the total Fock space having
the proper symmetry. An illustration was given in Ref. [78]
where the U(1) symmetry was restored using an operator
proportional to the particle number. Another example is given
in Ref. [86] where the method was applied to project spin
states onto eigenstates of the total spin S%.

Until now, the technique proposed in Ref. [78] has only
been used for the SR and, as far as we know, has never been

Epav({6;}) = 4)
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combined with a variational method on a quantum computer.
Below, we give an example of such combination. We then
perform the equivalent of the PAV and VAP methods on
a quantum computer. In analogy with their counterparts in
classical computers, we call the two procedures quantum-PAV
(Q-PAV) and quantum-VAP (Q-VAP), respectively. In the fol-
lowing, as the first step of our study, we consider a schematic
illustration of the methods Q-PAV and Q-VAP. We mention
that projected states were used in Ref. [79], employing a
completely different projection technique that was supple-
mented by an additional correlator (the so-called pair-hopper
operator).

III. APPLICATION TO THE PAIRING HAMILTONIAN

We consider here a pairing Hamiltonian [87-90]. The sys-
tem is composed of fermions distributed on a set of doubly
degenerated single-particle levels p =0, N — 1. The two-
body Hamiltonian of the system is written in second quantized
form as

H=> eN,—g> PP, (5)
P pq

The operators entering in the Hamiltonian are respectively the
pair occupations and pair creations operators defined as:

IV,, = a;a,, + a;a,—,, 13; = a;a:—,, (6)
where (a;f,, a;) are creation operators of time-reversed single-
particle states associated to the energies ¢,,.

This Hamiltonian, that gives a schematic description of
superfluid systems, has already been used as a test bench
for quantum computers algorithms using different fermions
to qubits mappings [78,79,84,85,91]. The mapping can be
made using the standard Jordan-Wigner transformation JWT)
[59,68,92-95] either at the level of the single-particle states
[78,84,85] or directly at the level of the pair creation oper-
ators [79,91]. We consider here the second method that has
the advantage to reduce by a factor 2 the number of qubits
to encode the problem and the shortcoming that only even
systems can be considered. For each qubit p, we introduce
the standard Pauli matrices denoted by (X, Y,, Z,) that are
completed by the identity ,. Mapping directly the pairs using
the JWT method, we have the correspondence:

1 , 0 0
p—>Pp+=§(xp—sz)=[1 0}, (7
p
. 0 0
N,,—»N,,:l—z,,z[o 2}. ®)
P

The JWT mapping gives the equivalent Hamiltonian acting on
the N qubits:

H= (e, — g/l —Z,] - g 3 XX, + YY) 9)

P P>q
The pairing problem is an archetype of a problem where it
is advantageous to break a symmetry to treat certain correla-
tions. In this model, above a certain threshold of the two-body
interaction strength, the system encounters a transition from
a normal to a superfluid phase. Then, the problem becomes

0/1
10) (i)
0/1
10) (i)
" QFT!
0/1
j0) —{]

o e ———

FIG. 1. Schematic view of the QPE method applied to the opera-
tor V with n, ancillary qubits. The circuit shown here and the ones in
the following are made using the quantikz package from Ref. [96].

highly nonperturbative with respect to a symmetry-conserving
Slater determinant reference state [46]. The internal correla-
tions can then be treated while maintaining relatively simple
trial states, provided that the U (1) symmetry associated with
the particle number is broken. This is actually the essence of
the BCS and HFB theory [31,90].

A. Quantum BCS ansatz

As a starting wave function, we consider the standard BCS
ansatz, that, with our method of directly encoding the pairs
and using the convention of Ref. [90], takes the form:

N-1

({0,D)) = ® [sin(6,)|0,) + cos(8,)[1,)]
p=1
N—1 N-1
=[]Ryx —26,)X)10,) (10)
i=0 p=0

with the convention R} (¢) = e~"%/2. The quantum circuit
used to prepare this state corresponds to independent rotations
of each qubit.

B. Particle number projection

The state (10) mixes different particle numbers. Here we
follow Refs. [78,86] and use the QPE to project the BCS state
on a given number of particles. The QPE is rather well docu-
mented [68,82] and we only give here the useful ingredients
for the following discussion.

Assuming a unitary operator V with a set of eigenvalues
written as ¢>"*« and associated with the eigenstates |¢, ), the
QPE is a practical way to obtain the phases {¢,} and the
eigenstates with some precision, assuming that all ¢, verifies:

0< gy < 1. (11)

The QPE method works as follows. The method uses a set of
ancillary qubits n,. A set of controlled-V?' operations, with
Jj =0,n, — 1, is performed to transfer the information about
the eigenstates of V to the ancillary qubits. The associated
circuit is shown in Fig. 1. The approximate values of ¢, and
the projection onto the associated eigenstates are obtained
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from the measurement of the ancillary qubits after performing
an inverse quantum Fourier transform on the n, quantum reg-
ister. In practice, the projection is performed by appropriately
selecting the operator V and the number of qubits. An illus-
tration of the operator for the particle number projection was
given in Ref. [78]. Here we consider the following operator:

N—1
N, 1 0
V =exp <2n12—£> = l_[ <O ei”/zn"l> ) (12)
P

p=0

where we use the operator Np = Zp N,/2 that counts the
number of pairs. The operator Np has eigenvalues O, ..., N
for N levels. We recognize on the right-hand side of (12) a
simple product of phase operators. The condition ¢, < 1 fixes
the minimal number of ancillary qubits to be used for properly
resolving the different eigenvalues. This gives the constraint:

InN
> —.
In2

In practice, the method we propose for the projection works
like a filter for the SB initial states. After each measurement of
the ancillary qubits, we obtain a binary number 6, - - - ,, that
corresponds to the binary fraction of one of the eigenvalues
@, or, equivalently, to a given number of pairs denoted as
Ap. After the measurement of the ancillary qubits, the BCS
state is projected onto the corresponding symmetry restored
state with exactly Ap pairs. It is worth noting that, event by
event, different values of Ap can be obtained depending on
the initial mixing. The only way to influence the result of the
measurement is through the initial mixing in the BCS state.
Most often, we are interested in a precise value of Ap as the
outcome of the quantum projection procedure. This implies
that some of the events are rejected after measurements and
only events with the targeted value of Ap are retained for
further postprocessing.

13)

ng

C. Illustration of Q-PAV and Q-VAP
for the pairing Hamiltonian

We show in Fig. 2 the results obtained using the BCS
ansatz for eight particles, i.e., four pairs, on N = 8 doubly
degenerated levels and for various interaction strengths. In this
figure, we use the correlation energy E, defined as the total
energy minus the reference Hartree-Fock energy defined as
the energy of the system when filling the N/2 least energetic
doubly degenerated levels. The error is then defined as [44]:

AE ECaPPrOX _ Eéxact
= ¢ 1% 100. (14)

I

In different applications, we consider the case of equidis-
tant single-particle levels with e, = pAe (p=1,...,N). We
assume /i = 1 and all quantities are shown in Ae units. In this
model, provided that the number of levels N is not too large,
the exact solution can be obtained by direct diagonalization of
the Hamiltonian in the reduced Hilbert space of zero seniority
Slater determinant. For instance, in the case of eight particles
on eight doubly degenerated levels, the size of the reduced
Hilbert space is Cg = 70. The exact results that are shown in

1001 = = . e BCS
80 [ ] ] Q-PAV
. . ¢ QVAP
g\ci 601 ¢ o —— Exact
W o
0 40+ -
< . ® o
200
0 ¢ 4 4 4 3 m . 9 g ¢
02 04 06 08 10 1.2
g/le

FIG. 2. Tllustration of the precision in energy [using the quantity
defined by Eq. (14)] obtained using the BCS (green circles), Q-PAV
(blue squares), and Q-VAP (red diamonds) for the pairing problem
with eight particles on N = 8 equidistant levels for g/Ae ranging
from 0.2 to 1.2. The black solid line indicates the exact result, i.e.,
AE/E = 0. Results have been obtained using the hybrid quantum-
classical minimization procedure and projection procedure described
in the text. Note that, for the case considered here, the transition from
normal to superfluid occurs at g = g. = 0.29Ae. Below this value,
the PAV and HF states are identical.

Fig. 2 and in following sections have been obtained using this
method.

The results shown in Fig. 2 have been obtained using the
Qiskit emulator [97]. In addition to the BCS result, the hybrid
quantum-classical methods Q-PAV and Q-VAP were used to
obtain the set of {6,},—1 g that minimizes the energy with an
additional constraint on particle number.

In the implementation, the expectation values of the Hamil-
tonian are obtained by decomposing the Hamiltonian as a sum
of Pauli chains denoted by {V;} such that:

H = Zﬁ,V,. (15)
1

Each Pauli chain V; is composed of the product of Pauli
matrices. Then (H) is obtained by computing each expectation
value (V;) separately using a standard Hadamard test [82].

The different steps for the hybrid quantum-classical cal-
culation are closely related to the standard way to solve the
BCS on classical computer except that some of the tasks are
performed by the quantum computer. Explicitly, we use the
following iterative procedure:

(1) Some initial values for the set of angles {6,} and for
the Fermi energy A are chosen.

(2) While the condition [(Np) — Ap| < &1 18 not satisfied
(where g is set here to 1073), the following steps are
performed:

(2.1) The cost function:

C{6p}) = (H — L(Np — Ap))g,y  (16)

is minimized with respect to the set of param-
eters {0,}. Here (.)jp,) is a short-hand notation
meaning that the expectation value is taken on
the state |W({0,})) and Ap is a constant that
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is fixed a priori. In the present case, it is set
to A/2 where A is the number of particles of
interest. The minimization is performed using
the COBYLA optimizer. The expectation value
over H is obtained using the decomposition (15)
and computing each (V({6,})[Vi|¥({6,})) on a
quantum computer. The expectation over Np is
calculated by a classical computer using the for-
mula

(WAGDINAW({E,1)) = D cos>(@,). (17)
p

(2.2) Using the set of optimized parameters {6,}, we
compute the variation of the Fermi energy A.

(2.3) We then use the new set of {6, A} to restart the
process at 2.1.

The different calculations, i.e., BCS, Q-PAV, and Q-VAP
use the same procedure but differ in the circuits to construct
the trial states. In the BCS case, the wave function (10) is used
in the minimization and the cost function is the one shown in
(16). In the Q-PAV case, the same minimization is performed
but after convergence, the BCS state is projected onto the pair
number A/2. The Q-VAP case is more complex because the
projected state is directly used in Eq. (16) during the iterative
process which means in practice that the QPE algorithm is
used at each iteration of the minimization to project onto a
specific particle number before calculating the expectation
values.

The energies obtained in Fig. 2 using the hybrid quantum-
classical algorithms have been compared to their counterparts
obtained on a classical computer (not shown here). In all
cases, very good agreements were found validating the com-
bined projection-optimization methodologies.

IV. QUANTUM AND HYBRID CLASSICAL-QUANTUM
POSTPROCESSING

The construction of symmetry-restored states is the first
step of a more ambitious goal, which is to obtain eigenvalues
of a complicated many-body problem. As a first illustration
of pure quantum postprocessing, we apply the QPE technique
we used above for restoring symmetries but this time to obtain
eigenvalues and eigenvectors of the many-body Hamiltonian.
We then discuss alternative methods that could reduce the
quantum resources.

A. Quantum phase estimation algorithm for energy spectra

The use of the QPE algorithm for energy spectra is quite
demanding in terms of quantum resources and is difficult to
implement within the current NISQ period. Nevertheless, it
remains a good reference for methods that give access to both
the eigenvalues and eigenstates of the Hamiltonian. We note
that it has already been applied to the pairing Hamiltonian
with a different fermions-to-qubits encoding in Refs. [84,85].

Here we are interested in the eigenvalues of the Hamilto-
nian H. As discussed in Refs. [84,85], the constraint (11) to
all eigenvalues is a serious limitation for the QPE application.

One possible way to satisfy this constraint is to assume:

H—-E in
1% :exp{ —2m<ﬁ)}, (18)
max — Lmin

where Enin < Enax are two constants chosen so that all eigen-
values of H verify Ey C [Enin, Emax[. As already discussed in
Ref. [84], one of the drawbacks of the QPE is that it already re-
quires approximate knowledge of the eigenvalues boundaries
to be applicable. In all the calculations presented here, we
used Ei, = 0. There is lots of flexibility in the choice of Eyx,
the only constraint being to be above all eigenenergies of H.
We denote by &, the highest eigenvalue. For a fixed number
of ancillary qubits, the closer &,y 1S to Enay, the better is the
precision on the eigenvalues. In general, the eigenvalues are
unknown and the default value proposed by Qiskit is Ep,x =
>, 18| that could be inferred from Eq. (15). This default
value can be considered as a canonical choice and is equal to
Emax = Zp 12¢, — gl + [gIN(N — 1)/2 for the pairing Hamil-
tonian. In the illustration below, since we have access to the
true value of Ep,x, we simply used Epax = Emax2™ /(2% — 1).

We applied the QPE algorithm using three different initial
states with an appropriate number of particles: (i) the pure
Hartree-Fock solution where the initial state is the Slater de-
terminant occupying the lowest N/2 single-particle states (the
corresponding energy is denoted Eyg), (ii) the Q-PAV state
obtained directly by projecting after the BCS minimization,
and (iii) the Q-VAP trial state that minimized the projected
energy.

The QPE approach applied to the operator V requires the
quantum simulation of the propagator U (t) = =" for vari-
ous time intervals. Here we follow the standard Trotter-Suzuki
method [70,98] where we discretize t into small time steps
At. The propagator over At is then decomposed as U (A1) =
U, (AT)U (A7) with (for more details see Ref. [91]):

1 0
Us(At) = 1:[ |:0 exp (—i(2e, — g)At):|p, )

and for the two-body interaction part:

1 0 0 0
. 0 cos(gAt) isin(gAr) O

Ue(Ar) = 1_[ 0 isin(gAr) cos(gAt) O (20)
P10 0 0 1

pq

In practice, we have used AtAe ~ 1072 that ensures good
precision for the Trotter-Suzuki method.

We show in Fig. 3 the results of the QPE method with
varying number of ancillary qubits n, =4, 6, and 8 and for
the three initial states. We see in this figure that peaks appear
rather rapidly as n, increases. As shown in the figure, these
peaks correspond to the eigenvalues, denoted by {E,}, of the
many-body pairing Hamiltonian. We denote by |«) the cor-
responding exact eigenstates and assume that the initial state
decomposes as follows:

W) = c(a)la). 1)

For a nondegenerate state, the height of the peak correspond-
ing to an eigenvalue E, converges approximately to |c(a)|?
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FIG. 3. Tllustration of the results obtained by the QPE method (blue histograms) for the pairing Hamiltonian for eight particles on eight
doubly degenerated single-particle levels and g/Ae = 0.5 using n, = 4 (left column), n, = 6 (middle column), and n, = 8 (right column)
ancillary qubits. Shown from top to bottom are the results obtained with the Hartree-Fock (HF) [(a)-(c)], Q-PAV [(d)—(f)], and Q-VAP [(g)—(1)]
states. The HF state is the one obtained when only filling the N/2 lowest levels. The vertical green solid and black dotted lines indicate the
ground-state and the first-excited-state energies, respectively. In the rightmost column, we show the probabilities in logarithmic scale to resolve
small components in the QPE. In this case, the horizontal dashed lines indicate the exact eigenstates of the Hamiltonian. Note that, in each
panel, the width of the histogram corresponds to the resolution of the QPE method for a given n, (see text).

for large values of n,. We have indeed checked that this is
the case for the ground state which is well isolated from other
eigenvalues in the pairing Hamiltonian. Another conclusion
that can be drawn by comparing Figs. 3(b), 3(e), and 3(h)
is that the probability pgs of the peak corre%)onding to the
ground-state component is such that pHE < p3™Y < pQ VAP,
In other words, the overlap between the Q-VAP state and the
“true” GS is larger than for other initial states. In Fig. 3(i),
we also note that the Q-VAP approach has “purified” the state
compared to the Q-PAV state, reducing the contributions from
the excited states. It is interesting to mention that the QPE
algorithm, once applicable on real quantum platforms will be
a formidable tool to scrutinize the approximations that are
standardly used in many-body problems.

1. QPE precision and convergence

The convergence of the QPE method in a perfect quantum
computer is rather well documented [82] and we only give

below an illustration of this aspect together with some use-
ful elements for the following discussions. We focus on the
convergence of the ground state and the first excited state and
henceforth refer to Egs and E | as their energies.

For a given number of ancillary qubits, the accuracy of the
eigenenergies in Fig. 3 is directly illustrated by the width of
the histogram. An analytical expression for this precision can
be obtained following Ref. [82]. Let us follow Sec. III B and
assume that an eigenvalue of V is written as ™. We then
introduce the binary fraction of ¢ denoted by:

2 22
The QPE method with n, qubits gives access to the approx-
imated values of ¢ under the assumption that the binary
fraction is truncated at order n,. Denoting by ¢(n,) the ap-
proximation, we immediately obtain an upper bound on the
error for the phases:

1
0< g —9lng) < 5. (23)

q
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FIG. 4. Tllustration of the ground-state (blue filled circles) and
first excited energy (black filled squares) obtained with the QPE
method displayed in Fig. 3 for the HF initial state. The showed en-
ergies correspond to the position of the center of the peak if present.
For the first excited state, we do not show the energies for n, = 3 and
4 since no peak can be identified. The errorbars correspond to the bin
size.

The error on the phase can be transformed into an error
on the energies. For this, we first note that the operator
V can be interpreted as the propagator of the Hamiltonian
H' = (H — Epiy) by rewriting it as V = e~ where we
have defined:

TQPE — 277/(Emax - Emin)- (24)

From this, we deduce that the precision in energy is
b1

(2" zgpE)

An attractive aspect of the QPE is that each time an ancil-
lary qubit is added, the bin size in energy is divided by 2.
We illustrate in Fig. 4 the convergence and precision for the
ground-state and first-excited-state energies.

This attractive feature should be moderated by the fact that
the number of operations to be performed in the system circuit
increases substantially when a single qubit is added. From
Fig. 1, we see indeed that applying the QPE algorithm is
equivalent to performing a series of successive propagations
of the system over times 2°tqpg, 2'7qpE,-.., 2" 'Topg. The

use of n, qubits corresponds to a propagation over a total time

rgf’ ¥ given by:

O0E =

TtgtPE(”q) = Topg + 2TgpE + -+ + 2""_1er5
= (2" — Dtqp. (25)

This shows that, every time a qubit is added in the QPE, the
time evolution is essentially multiplied by a factor of 2. The
same scaling appears directly in the number of operations on
the system circuit required to perform the QPE. Let us assume
that we need N,,, operations or gates to perform the controlled-
V2 in the circuit of Fig. 1. This number of operations includes
the propagation of the system up to tgpg using the Trotter-
Suzuki method as well as the controlled gate operations. Then
2/N,p, operations are required for a given j to perform the

controlled-V?' gate shown in Fig. 1. This implies that the
total number of operations for the QPE increases rapidly with
n, and also scales like Nyoy = (2" — 1)N,p. This scaling is
extremely demanding in terms of quantum resources.

Finally, we mention that the convergence properties and
the precision are insensitive to the initial state. This is true for
the bin size, which depends only on the 7gpg and n, values in
Eq. (25). From this point of view, there is no clear advantage
to using a Q-VAP state instead of the simplified HF state. We
could even argue that using an HF state, which has a smaller
initial overlap with the ground state, provides a better starting
point to obtain a larger number of excited states, as can be
seen by comparing Figs. 3(c) and 3(i). The HF state also has
the clear advantage of requiring far fewer quantum operations
to prepare it. We note that some new algorithms have been
proposed recently to achieve faster convergence compared to
QPE [99,100] but, again, we do not anticipate that these novel
algorithms will benefit from an improved preparation of the
initial state.

In the following, we explore alternative methods to obtain
the energy spectra with increasing accuracy, using the opti-
mization of the initial state as in the Q-VAP technique.

B. Quantum Krylov approach

A possible alternative to the QPE is to use iterative methods
that start from an initial state |V) and gradually construct
a set of states leading to a subspace of the Hilbert space
where CI calculations can be achieved by diagonalizing the
Hamiltonian in the reduced space. Such techniques are widely
used on classical computers [101]. Among these techniques,
we can mention those based on the Krylov state defined by the
set of M states:

(W), H|W), ..., HY7'|w)}, (26)

like the widely used Lanczos and the Arnoldi iterative meth-
ods. Quantum algorithms related to the Krylov space have
attracted recently special attention [91,102—115] (see also the
recent survey [116]). The brute-force mapping of the Krylov-
based techniques using the reduced basis (26) requires the
precise estimates of the different expectation values (HX)
for K < 2M — 1. However, because the operators H K are not
unitary, it is not straightforward to determine their expectation
values on a quantum computer. One possible way is to obtain
a similar expression for HX as in Eq. (15) and compute each
term in the expansion separately. In this direct strategy, the
number of terms quickly becomes very large as K increases. In
a recent study [91], we explored the possibility of computing
the moments of H directly by successive derivatives of the
generating function F (1) = (e~"*"). However, the precision in
the estimates decreases rapidly as the order K increases. Here
we investigate the alternative possibility of using the quantum
Krylov-based methods [102,114,115]. The starting point of
the approach is to replace the states (26) by the new set of

states:
(W), e ™H W), ..., e m1H ), (27)

In the following, we will simply write |®,) = e~ ™ | W) for
n =0, M — 1, with the convention that 7y = 0. Our goal is to
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(a)

0) R(¢)

FIG. 5. Illustration of the (a) Hadamard and (b) modified
Hadamard test used to calculated the real and imaginary parts of
the expected value (¥|Ae~"277 |W), In this circuit, H is the standard
Hadamard gate while R(¢) corresponds to the phase gate where the
angle is set to ¢ = —m /2. Note that in both circuits the quantity of
interest is obtained from the difference py — p; where py (respec-
tively, p;) is the probability of measuring O (respectively, 1) in the
ancillary qubit. In the present work, we identify the operator A with
the identity for computing the overlaps (28). For the Hamiltonian, we
consider the decomposition (15) and compute the desired quantities
for each operator V; separately.

diagonalize the Hamiltonian in the reduced subspace formed
by the nonorthogonal states (27). To this end, we introduce the
overlap and Hamiltonian matrix elements:

Oij = (®i|®;) = (Ve "W ™H ), (28)
Hyj = (®;|H|®;) = (W [He | @), (29)

Below, for the sake of compactness, we will sometimes write
Atj; = 1; — 7;. To find approximate solutions to the eigen-
value problem, we decompose the approximate eigenstates as:

l6) = Y cule)]| D). (30)

Every eigenstate is solution of the generalized set of eigen-
value equations:

cn(@)Hy = Ey cn(a)Oin, 3D
> 2

These equations correspond to standard eigenvalue equa-
tions written in a nonorthonormal basis [31].

Here we consider a hybrid quantum-classical algorithm
where the computation of the Hamiltonian and overlap matrix
elements, given by (28) and (29), is made on a quantum
computer while the solution of the set of equations (31) is per-
formed on a classical computer. The circuits used to compute
the real and imaginary parts of the expectation values [(28)
and (29)] correspond to the standard Hadamard or modified
Hadamard tests shown in Fig. 5.

In practice, starting from a set of times {t;};—oam—1, the
various overlaps and matrix elements of H are first com-
puted using the circuits shown in Fig. 5. This information is
then transmitted to a classical computer. The eigenvalues and

26E = ¥ —
I —— Exact N
241 [ ] HF ' ¢
= Q-PAV 4 4 'I‘:‘
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FIG. 6. Illustration of the energies obtained by the quantum
Krylov method for the pairing problem with eight particles on eight
levels and g/Ae = 0.5. The results are obtained using the set of
times t; = iAt for i =0,M — 1 and starting from the HF (blue
circles), the Q-PAV (red squares), and Q-VAP (green diamonds).
The approximate energies are plotted as a function of M. For the
present figure, we used AtAe = 0.3 and a threshold € = 107 for
the rejection of states when diagonalizing the overlap matrix. The
black horizontal lines indicate the exact eigenenergies.

eigenvectors components in the reduced space are determined
in two steps. First, the overlap matrix is diagonalized, result-
ing in a set of orthonormal states {| x;)}i=o0.»—1 and eigenvalues
{Ai}izo.m—1 for the reduced Hilbert space. Note that some
of the states may not be retained for further processing if
the eigenvalues are below a certain threshold A; < €. This
happens when some of the states in the set {|®;)} are a linear
combination of the others. After this step, the Hamiltonian
is diagonalized in the basis {|x;)} leading to a set of J < M
eigenvectors where J is the set of states that are retained after
the first step. In the following applications, we use € = 107°
and figures will always present results as a function of the
original number of states M.

1. Discussion on the quantum Krylov method convergence

Some aspects and possible improvements concerning the
convergence of the quantum Krylov method were discussed
in Ref. [115]. In the following, we will focus on the influence
of the initial-state optimization on the convergence of the
approach by comparing the different methods to initialize the
system.

We show in Fig. 6 the energy spectra obtained by the
quantum Krylov method starting from the HF, Q-PAV, and
Q-VAP states. In this figure, an increasing number of states
M is used and the states are generated with a constant time
steps 7; = iAt fori = 0, M — 1. When only one state is used,
i.e., when M = 1, the energy corresponds to the energy of the
initial state. We see in this figure that the energies obtained
with the quantum Krylov method converge toward some of
the exact eigenvalues regardless of the initial conditions. The
rapidity of convergence clearly depends on the specific tar-
geted energy and on the initialization procedure. To illustrate
this aspect, we focus in Fig. 7 on the accuracy of the energy
obtained for the ground state and the first excited state using
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FIG. 7. Percentage of error defined by Eq. (14) obtained with the
quantum Krylov method for the ground state (a) and first excited state
(b) starting from the different initial states as a function of the number
of states M. The horizontal lines correspond to the exact energies. In
this figure, the precision displayed for M = 1 are those reported in
Fig. 2 for g/Ae = 0.5.

the percentage of error defined in Eq. (14). For the ground
state shown in Fig. 7(a), the convergence for the Q-VAP initial
state is much faster, showing the net advantage of using the
optimization at the level of the symmetry projected state. The
rapid convergence observed for this initial state can be directly
attributed to the strong overlap between this initial state and
the ground state, as also shown in Figs. 3(g)-3(i). The advan-
tage of the Q-VAP initial state clearly breaks down for the first
excited state. In this case, a simple HF initialization is able to
achieve the best convergence. As shown in Fig. 6, the same
conclusion holds for all excited states. Indeed, in this figure,
we see that the convergence toward excited states is similar
for the HF and Q-PAV state and in all cases faster than for the
Q-VAP initialization. We finally mention that some excited
states are not obtained in Fig. 6 because they are either not
present in the initial state, or their components are initially
below the threshold €, or because the size of the quantum
Krylov basis is not large enough.

2. Comparison between QPE and quantum Kryloy

We discuss here some aspects of the two methods used
for postprocessing (QPE vs quantum Krylov). First, we note
that the two postprocessing strategies are different in nature
since the QPE is purely quantum based while the quantum
Krylov method falls into the class of hybrid quantum-classical
computations. Moreover, the results of the methods are also
slightly different. In the absence of noise and assuming that
the number of qubits that can be used is unlimited, the QPE
approach gives a priori access to the eigenstates and eigen-
values with arbitrary precision in the full Fock space. The
quantum Krylov method gives approximate eigenvalues and
components of the eigenstates in a reduced subspace of the
total Hilbert space. This difference in outcomes should be kept
in mind when comparing the two methods as we do below.

A first evident advantage in favor of the quantum Krylov
method is the circuit length. The quantum Krylov only re-
quires one extra ancillary qubits compared to the QPE for

which the number of extra qubits needed varies with the
desired accuracy. Another aspect is the number of operations
itself to reach this accuracy. Since both methods require the
controlled-U operation with U(¢) = ¢~ and since both are
implemented here using the Trotter-Suzuki method, a com-
pact way to compare the number of operations is to compare
the time 7t over which the system should be evolved to
reach a certain precision on the energy. This time is given
by Eq. (25) for the QPE case. In this case, we have shown
that the precision is rather independent of the initial state.
For the quantum Krylov method, the precision achieved for
instance on the ground state, depends on the optimization of
the initial state (see Fig. 7). For this method, the maximum
total time needed is identified as the maximal value in the set
of times {1;};—0 »—1. If we assume that the times are sorted in
ascending order, then we have simply rtglK = Ty-1.

In Fig. 8, we compare the precision on the ground-state
energy as a function of the total time of propagation in the
two methods for various strengths, particle numbers, and/or
relaxing the fact that single-particle levels are equidistant. Re-
gardless of the initial condition and for all simulations shown
in Fig. 8, we see that the simulation time required to achieve
a certain precision for the ground-state energy is several or-
ders of magnitude smaller for the quantum Krylov method
compared to the QPE approach. This makes the approach
very attractive for the near-term quantum devices where the
simulation time is still rather limited.

3. Improving the convergence for excited states

The short simulation time required for the quantum Krylov
approach is a major advantage over the QPE method. This
conclusion also holds for the first few lowest excited states
shown in Fig. 6, regardless of the initial state. Nevertheless,
this figure shows that the most optimized initial state, i.e., the
Q-VAP ground state, which has the fastest convergence to the
true ground state, is the least effective for the excited states.
Even the crude HF approximation leads to fastest convergence
in the latter case. Such feature probably stems from the strong
purification of the Q-VAP ground state that leads to very small
overlaps of the projected state with the exact excited states as
shown in Fig. 3(i).

One can take advantage of our knowledge of the BCS
theory to improve the Q-VAP convergence. In the BCS frame-
work, starting from the ground state (10), excited states are
generated by quasiparticle (QP) excitations. In the specific
example we consider, since we directly encode pairs on qubits,
we automatically restrict the full Hilbert space to a reduced
space with no pair breaking, i.e., zero seniority, the excited
states then in BCS correspond to 2QP, 4QP, ... excitations.
Starting from the state (10), a 2kQP excitation takes the form:

k

m=1

® [sin(8,)|0,) + cos(6,)1,)]. (32)
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FIG. 8. Illustration of the time evolution 7, needed to obtain a certain precision for the ground-state energy using the quantum Krylov
method for the HF (blue circle), Q-PAV (red square), and Q-VAP (green diamond) initial states. These times are compared to the time (25)
necessary for the QPE method for n, = 3, ..., 8. The red boxes shown for the QPE correspond to the uncertainty with respect to the ground-
state energy deduced from the bin size of the main peak (see for instance Fig. 3). The left, middle, and right columns are obtained using
different interaction strengths, g/Ae = 0.2, 0.5, and 1 respectively. The lowest g is lower than the value g. and corresponds to the normal phase
where the HF and Q-PAV are identical. Panels (a)—(c) are obtained for eight particles on eight doubly degenerated equidistant single-particle
levels. Panels (d)—(f) are for four particles on eight equidistant levels and panels (g)—(i) are the same as panels (a)—(c) except that levels are
nonequidistant. In the latter case, each single-particle energy is shifted by a small random number.

These states are associated to a mean-field energy given by:
(33)

where & is the BCS energy while &; is the quasiparticle
energy. The latter energy is given in the present model by
& = /(e — LM)? + A? where A is the Fermi energy and A
is the pairing gap. At the mean-field level, all excited states
given by Eq. (32) are orthogonal to the BCS ground state (10).
Moreover, we see that the lowest excited states are obtained by
2QP excitations associated to the single-particle levels that are
close to the Fermi energy.

To improve the convergence for the excited state in the
Q-VAP approach, we tested the possibility of replacing the
Q-VAP ground state in the postprocessing by one of the
2kQP states given by Eq. (32). More precisely, we proceed
as follows: (i) The Q-VAP ground state is found using the
variational optimization discussed earlier and (ii) after this
optimization, we construct one of the states given by (32)
without changing the values of {6,} obtained in step (i). Note

that if we used directly the state (32) in the optimization, then
one would converge to the Q-VAP ground state since the QP
excitation can be identified with the original ansatz (10) pro-
vided that 6;, — 6;, + 7 /2. Due to the last relation, the same
circuits can be used to construct the symmetry-breaking 2kQP
excited states by shifting some of the angles accordingly. (iii)
The SB excited state is then projected onto a given particle
number and used for further postprocessing (QPE or quantum
Krylov).

The orthogonality between the QP states and the BCS
ground state is not preserved after projection. Nevertheless,
one might expect the SR state constructed from QP exci-
tations to have smaller overlap with the true ground state,
while the contributions of the true excited states increase
compared to the original Q-VAP vacuum. The QPE approach
turns out to be a very useful tool to confirm this and to
analyze the projected QP excited states. We show in Fig. 9
the results of the QPE approach starting from such states with
2QP or 4QP excitations. In this figure, we clearly see the
increase in the excited-state components for the multiple QP
excitations.
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FIG. 9. Same as Fig. 3(i) where the QPE is applied with n, = 8
ancillary qubits but using an initial 2QP or 4QP state projected onto
a given number of particles. The illustration is performed for eight
particles on eight levels and g/Ae = 0.5. The initial states used in
the QPE correspond to states given by Eq. (32) projected onto A = 8.
Panel (a) uses a 2QP state where the QP are those associated to the
third single-particle level. Panel (b) is associated to a 4QP state with
QPs states associated to the third and fourth single-particle states.

An illustration of the results obtained with the quantum
Krylov approach is shown in Fig. 10 for the initial projected
2QP state used in Fig. 9(a). We clearly see two consequences
of using the modified initial states on the convergence. First,
the use of the 2QP excited state clearly worsens the conver-
gence toward the ground state. However, in parallel, we also
observe a clear improvement of the convergence toward the
first low-lying excited states. For the first excited state, the
convergence toward excited states is significantly improved
compared to the Q-VAP results shown in Fig. 6. For this
state, the convergence is comparable to the HF case. A careful
analysis shows that it is even slightly better in the Q-VAP case.
For higher energy states, we clearly see that the convergence
is strongly improved in the Q-VAP case and, in all cases, it
outperforms the HF or Q-PAV results. We have performed
systematic studies by changing the quasiparticles that are used
for the excitation or by performing increasing number of QP
excitations. We have always improved the convergence of the
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FIG. 10. Same as in Fig. 6 starting from an excited state used in
Fig. 9(a).

quantum Krylov compared to the case without QP excitations.
However, we should mention that the convergence speed de-
pends on the type of excitation and in general it is quite
difficult to predict the improvement a priori. Nevertheless, the
result shown in Fig. 10 is encouraging for future applications.

V. CONCLUSION

In the present work, we first discuss how the standard
strategy consisting in breaking symmetries and restoring them
on a quantum computer can be formulated and combined with
quantum variational methods. This strategy leads to highly
entangled many-body states, which are often very efficient
to describe many-body quantum systems with spontaneous
symmetry breaking. We show that these states can be used
as optimized initial states for further processing on a quantum
computer. Such processing is illustrated here using the QPE
method and the quantum Krylov approach. Both techniques
prove to be very efficient in obtaining the ground-state energy
when the initial state is the Q-VAP ground state. However, the
advantage of using this state compared to a crude symmetry
preserving HF approximation is lost when determining the
excited-state energies. We show here that the use of projected
QP excited states can significantly improve the convergence
toward the excited states energies.

The use of projection in the variational method is quite
demanding in terms of quantum resources. When used prior
to the QPE, we find that the Q-VAP approach strongly purifies
the projected state toward the ground state. An initial trial state
that is very close to the exact ground state is not necessarily
an advantage in itself, especially if one wants to gain insight
into the excited states, as shown in Fig. 3. We show here that
the situation is different for the quantum Krylov technique. In
this case, an optimized trial state significantly improves the
convergence and consequently reduces the quantum resources
needed for the propagation of the systems. In this case, a clear
advantage is observed in the use of projected optimized states.

We mention that an interesting alternative application of
the projection + quantum Krylov techniques illustrated here
would be to combine it with the coupled-cluster method
with the breaking or not of the U (1) symmetry proposed in
Refs. [40-42] (see also Refs. [47,48]).

Quantum computers are attractive to tackle the nuclear
many-body problem. Among the anticipated advantages, one
can mention obviously the scaling of the Hilbert space basis
or the use of quantum parallelism to speed-up calculations.
With the advance of quantum platforms, one might antici-
pate rather soon to be able to perform calculations that will
not be possible otherwise. The use of SB-SR methods on
quantum platforms is an important step to treat many-body
systems like atomic nuclei in the future quantum hardware.
Still, many aspects need to be clarified before we can en-
visage to apply state-of-the-art ab initio techniques onto
such device. Among the important features to be studied,
we mention the need to precise the most efficient encod-
ing of Fermi systems on quantum computers and more
specifically the encoding of spin-isospin systems. Indeed,
the standard Jordan-Wigner method has a lot of dark sec-
tors (unused parts of the total Hilbert space) and alternative
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methods can be more suitable [117,118]. Another issue is
the proper encoding of state-of-the-art nuclear Hamiltonian
with its specificity, like those based on chiral/pionless EFT.
Among the interesting issues that we would like to address
in the near future is the possibility to describe multibody
forces [119] or the description of nuclear systems on a
Lattice.
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