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Impact of multiplicity fluctuations on entropy scaling across system size
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The initial state is one of the greatest uncertainties in heavy-ion collisions. A model-agnostic approach is taken
in the phenomenological Trento framework which constrains parameters using Bayesian analysis. However, the
color-glass condensate (CGC) effective theory predicts initial energy densities that lie outside the recent Bayesian
analyses due, in part, to the assumption in Trento of event-by-event multiplicity fluctuations following a I'
distribution. We compare the Trento-preferred /7 T scaling to CGC-like T 7 scaling coupled with log-normal
fluctuations in AuAu and dAu collisions and find there is a significant impact on the multiplicity distributions
and on the eccentricities, which may affect the extraction of viscosity in small systems.
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I. INTRODUCTION

It is well known that the anisotropic flow harmonics v,
measured in heavy-ion collisions can be described by the
deterministic response of viscous hydrodynamics to the initial
geometry of the collision [1-17]. The initial-state geometry
in an event can be quantified using the eccentricities, ¢, =
[{(e™?)|, which are strongly correlated with the flow harmon-
ics, v,, through quasilinear response [18,19]. The transport
parameters of hydrodynamics, such as the shear viscosity to
entropy density ratio /s, determine the damping of the initial
eccentricities into the final observed flow harmonics. Conse-
quently, different choices of initial conditions, matched to the
same experimental flow data, will yield different extractions
of the viscosity and other transport parameters [20-22]. Thus,
the correct description of the initial state is crucial to an ac-
curate extraction of the properties of the quark-gluon plasma
(QGP).

One approach is to implement theory-agnostic phe-
nomenological models which capture the most important
features of the initial-state geometry. An early implementation
of this philosophy was the two-component Glauber model
[23,24], in which the initial-state geometry was constructed
as a superposition of one term proportional to the distribution
of wounded nucleons and another proportional to the “binary
collision density.” While this model adequately described the
multiplicity distribution and event geometry in round nuclei,
it tended to significantly overpredict the modification of these
distributions in central collisions of deformed nuclei such
as uranium [24,25]. In particular, the binary collision den-
sity contribution generally leads to a large difference in the
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multiplicity of tip-on-tip collisions (scaling like Ngm) com-
pared to side-on-side collisions (scaling like Npay). The
resulting slope of the elliptic flow v,{2} versus multiplicity
in such a model was then much too steep in comparison with
the experimental data measured at STAR [26-28], leading to
the exclusion of the two-component Glauber model as a viable
description of the initial state.

Inspired by these conclusions about the absence of strong
multiplicity scaling with Ngan, the authors of the phenomeno-
logical model Trento [29] implemented a general scaling
criterion enforcing that the multiplicity of tip-on-tip collisions
scale comparably to that of side-on-side collisions:

TAP + T;) 1/p

ey

S(TA,TB)O<< >

where s is the initial entropy density produced by colliding
nuclear profiles 74 and 7z and p is any real number. The
generalized mean (1) assumed in Trento explicitly enforces
a homogeneous scaling

S‘(N TA, NTB) = NS(TA, TB) (2)

which reduces the strong multiplicity differences between
tip-on-tip and side-on-side collisions of deformed nuclei, re-
ducing the slope of v, versus N, and bringing the theory
predictions more in line with the experimental data. Interest-
ingly, more recent work which modified Trento to include a
type of binary collision term s(7j, Tp) o< T4 T showed that
an initial condition which explicitly violates the scaling (2)
is able to describe the ultracentral UU data after all [30].
The linear entropy scaling used in this work [30] is strikingly
similar to the trend of CGC based simulations producing
linear energy scaling [31-34]. To draw a closer comparison
to CGC, we treat the nuclear profiles from Trento for T4 T as
proportional to energy and convert to entropy using a confor-
mal equation of state. This is a simplification of what should
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be done, but it is sufficient to make comparisons between the
two scalings. To be precise, we take the linear scaling to be
s(Ty, Tg) o< (TyT)*/*. This may perhaps indicate that the flaw
in the two-component Glauber model may have less to do with
its multiplicity scaling than with the spatial profile with which
the binary collision density was assumed to be deposited.
In the meantime, other issues arose with the two-component
Glauber model because it does not capture the fluctuations of
v, correctly on an event-by-event basis [35,36].

A different approach to initial condition models is to
perform a microscopic calculation in a particular theory to
determine the initial energy or entropy density produced at
early stages of the collision. Of particular note are calcu-
lations based on the color-glass condensate (CGC) effective
field theory for the high gluon densities realized in heavy-ion
collisions [37-39]. These microscopic calculations introduce
significant new sources of event-by-event fluctuations in the
color degrees of freedom of the gluon fields, as implemented
for instance in the successful IP-Glasma model [40] based on
classical Yang-Mills color fields. However, while CGC mod-
els can successfully describe the initial geometry produced
in heavy-ion collisions, the importance of the event-by-event
color field fluctuations in that outcome is less clear. Interest-
ingly, it has been shown that at early times close to T = 0 after
the collision, the initial energy density produced after aver-
aging over these color fluctuations is precisely proportional
to a binary collision-type term € o TyTp [31-34]. As such,
this implies that these CGC-motivated initial conditions fall
outside the scaling ansatz (2) and are not captured within the
flexible Trento framework, even though these CGC models
have been able to successfully describe the multiplicity distri-
butions produced in dilute-dilute [41], dilute-dense [42], and
dense-dense collisions [40].

Recently Bayesian analyses [43—45] have used Trento [29],
and demonstrated a preference for p = 0 within the func-
tional form (1), corresponding to an initial entropy density
s & «/TyTy where T4, Tg are the nuclear thickness func-
tions [43]. This Bayesian analysis also assumed a particular
functional form for the event-by-event multiplicity fluctu-
ations, choosing to use the one-parameter I' distribution
[see Eq. (3)] [43].

This choice restricts the range of models considered, ex-
cluding potentially viable models such as a CGC description
of the initial state. In Ref. [31] the authors investigated a
CGC-like linear scaling of the initial energy density € o Ty T3
and considered a log-normal distribution for the functional
form of the multiplicity fluctuations. They found that, with ap-
propriate choices of parameters and multiplicity fluctuations,
these models can describe the data reasonably well.

To be clear, both Trento and CGC-like models have been
used extensively within the field of heavy-ion collisions
to make predictions and comparisons to experimental data.
Trento initial conditions have been used extensively within
Bayesian analyses to extract transport coefficients [43-47]
and are generally used within the field to test various theories,
reproduce standard collective flow observables and averaged
multiplicities, and study nuclear structure [14,48-60]. CGC-
like models that include IP-Glasma, mckln, and RCBK have
also been used extensively within the community, although

IP-Glasma has become the most popular of the three in recent
years and has been shown to reliably fit a wide range of ex-
perimental observables [9,61-70]. Thus, it is important if we
find regimes where these two well-understood models break
down.

It is important to study the choice of multiplicity fluctua-
tions and functional form in large and small systems. While
it is well established that the QGP exists in large systems,
signals of it have been found in the small system of pPb (AT-
LAS [71-74], CMS [71,75-79], and ALICE [80,81]) and have
been matched quantitatively by hydrodynamics [7,16,65,82—
87], though other explanations have been formulated [66,88—
90]. Recently, a beam energy scan of *HeAu and dAu by
experimentalists at the RHIC PHENIX detector [91,92] has
also shown these systems to contain signs of the QGP. A
recent analysis [93] looked at v,{2} in AuAu and dAu and
found that precise measurements in these systems would be
helpful in finding a signature of the initial state momentum
anisotropy.

Here, we systematically study the impact of these choices
for the functional form of the entropy scaling and for multi-
plicity fluctuations on the initial state eccentricities. We find
that there are identifiable differences between the two ap-
proaches that could be measured in experimental data through
the fluctuations of v,,.

II. METHODS

Trento [43] constructs a nuclear profile function Ty or Ty
through the formula T} p = wa f dz p, where p is the num-
ber density of individual nucleons per unit volume and w is a
weight factor which fluctuates on an event-by-event basis. The
multiplicity weights introduce fluctuations from a distribution
centered around 1 and allows large single nucleon fluctua-
tions. Trento assumes this distribution is a one-parameter I"
distribution of the form

kk

Pl(w) = %a)k_le_k‘”, 3)
where the shape of the distribution is controlled by k [43]. The
I' distribution is plotted in Fig. 1 for several values of k. In
the limit £ — oo, the distribution Eq. (3) approaches a delta
function §(w — 1), and it becomes wider as k — 1. On the
other hand, when k < 1 a large divergence develops at w = 0
to counterbalance the extremely long large-w tail.

The assumption of the multiplicity fluctuations being de-
termined by the I' distribution leads the Bayesian analysis
to conclude the best initial state model is p = 0, for which
s o /Ty Tg. There are other models that have been shown to
fit data that lie outside these assumptions and functional form,
specifically linear scaling from CGC, € o Ty Tp, coupled with
multiplicity fluctuations from a log-normal distribution
2 n?(w?)

Plog—normal( )_ e A ., (4)

k " wk27

The behavior of this distribution is shown in Fig. 1 for
several values of k. In contrast to the I" distribution, the
log-normal distribution (4) approaches a delta function é(w —
1) when £k — 0 and widens for larger values k ~ O(1).
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FIG. 1. Probability distributions of gamma fluctuations, Eq. (3)
(top) and log-normal, Eq. (4) (bottom). Several values of k are shown
to illustrate the the behavior of the distributions.

Unlike for the I" distribution, the log-normal distribution does
not accumulate a peak at w = 0 for any value of k.

The initial state of heavy-ion collisions can be quantified
by the eccentricity vectors &, = &,e% where &, is the magni-
tude and ¢, is the angle. Event eccentricities are calculated in
the center-of-mass frame using the definition

[ e f(r, p)rdrde s
T [rfrgyrdrdg "0

where the the function f given in polar coordinates as f(r, ¢)
may be chosen to be either the energy density f = € or the
entropy density f = s. In order to compare to the final state
and in extension experimental data, two-particle cumulants
[94] of the eccentricity magnitudes are calculated using

enf2)? = (e7), (6)

where the subscript n indicates the order of the eccentric-
ity. We focus on n = 2,3, which correspond to ellipticity
and triangularity respectively, because they are dominated by
linear response (higher harmonics have nonlinear response
already in their leading term [18,19]). The approximate linear
response between the final-state flow harmonics v, and the
initial-state eccentricities &, can be described through

g = s)

Upn = Knén, (7)
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FIG. 2. Multiplicity distribution of dAu for functional forms
VTyTp and T, Ty using best fits for I and log-normal multiplicity
fluctuation distributions.

where «, is a linear response coefficient.

The approximately linear response of v, to g, is extremely
useful, since it allows us to separate out medium effects by
taking a ratio of cumulants. Ratios of multi-particle cumu-
lants, specifically the ratio of the four-particle to two-particle
cumulants, have been shown to provide important con-
straints on the initial state [36]. The four-particle cumulant is
defined as

enfd = 2(2) — (). (8)
Taking the ratio ¢,{4}/e,{2} cancels out the response coef-
ficient k, and provides a direct comparison to v,{4}/v,{2},
which can be measured experimentally. As seen in (8), this
ratio also quantifies the amount of fluctuations in the quantity
vy, (or &,): the limit &,{4}/¢,{2} — 1 corresponds to no fluc-
tuations ((5,2,)2 = (eﬁ)), with more fluctuations in v, or g, the
further below 1 the cumulant ratio ¢,{4}/¢,{2} falls.

III. MULTIPLICITY DISTRIBUTIONS

To study these effects, we have added the linear T7p
scaling and log-normal fluctuations to Trento to make direct
comparisons between the different scalings and fluctuations
within the same model. Comparing experimental multiplicity
distributions to estimates from the initial state requires the rea-
sonable assumption that dN/dy o Sy, with Sy being the initial
total entropy of the event. We tune the parameter k for each
combination of functional form and multiplicity fluctuation
distribution to best match STAR data for dAu and AuAu at
200 GeV [95] in Figs. 2 and 3, respectively.

For d Au the theoretical curves in Fig. 2 are all nearly iden-
tical below N.,/(N.,) < 4 and, therefore, these differences in
choices of the entropy scaling and multiplicity fluctuations
only affect the multiplicity of dAu collisions in ultracentral
events. The linear T4 Ty scaling is able to describe the ultracen-
tral multiplicity tail for either the I" or log-normal distribution,
with a similar amount of event-by-event fluctuations as com-
pared to the phenomenological /T 7. This implies that both
scalings are capable of matching experimental data in dAu
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FIG. 3. Multiplicity distribution of AuAu for functional forms
VTxTg and T, Tp using best fits for I' and log-normal multiplicity
fluctuation distributions.

and there is no preference between them or the multiplicity
fluctuations at this level.

For AuAu in Fig. 3, there is a slight suppression compared
to experimental data below N.,/(N.,) = 3.5. In this regime,
the linear T4 Ty scaling is slightly more suppressed than /T4 T
scaling. For more central collisions neither entropy deposition
model can correctly capture the high-multiplicity tail of the
distribution. Both predict significantly wider fluctuations than
what is seen by experiments. Generally, /T4 75 is somewhat
closer to the STAR data than T,7z. We find little difference
in our choice of gamma vs log-normal fluctuations for this
observable.

The large difference between the tails of the experimental
and initial-state multiplicity distributions in AuAu is trou-
bling. One possible remedy to this mismatch could be the
effects of hydrodynamics on the multiplicity distribution. To
explore this effect we use the hydrodynamic results from
[13,96] that coupled Trento+v-USPhydro [97,98] with a lat-
tice QCD based EOS [13] and used the PDG16+ list [99].
Additionally, only charged particles are considered and kine-
matic cuts are implemented in the hydrodynamic results, as
in the experiment. Comparing the multiplicity distribution for
the /Ty Ty scaling model before and after running hydrody-
namics in Fig. 4, we see that the hydrodynamic evolution
causes a significant decrease in the tail of the distribution.
Hydrodynamic simulations are expensive to run so there are
far fewer events represented in the hydrodynamics curve than
in the initial state curve, but putting a cut on the events for
the initial state distribution does not change it and points to
the dominant effect from the decrease in the tail being from
hydrodynamics and not statistics. While the corrections from
hydrodynamics tend to move the /737 multiplicity curves
in the direction of the experimental data, they still do not
fully resolve the mismatch. Moreover, the linear scaling model
T4Tp has a high-multiplicity tail which is even further away
from the data than the /T, T case. It is hard to see how such
a model is consistent with the data, even after correcting the
high-multiplicity tail with hydrodynamics.

AuAu at 200GeV

Nchl<Nch>

FIG. 4. Illustration of the effect hydrodynamics has on the tail of
the AuAu multiplicity distribution.

IV. ECCENTRICITIES

Returning to the argument of approximately linear re-
sponse between the initial eccentricities and final flow
harmonics, we explore the consequences of our choice in
scaling and multiplicity fluctuations below. We should note
that in small systems linear response begins to break down
[57,93] so one should also explore these ideas in hydrody-
namics, comparing to experimental data. However, due to
the enormous cost of such simulations and current questions
[51,100] about causality in small systems, we leave that to
a future work. Instead we focus solely on the eccentricities,
which would have consequences for any Bayesian analyses
regardless of whether linear or nonlinear scaling [101] occurs.

A. AuAu

The influence of the choice in multiplicity fluctuations and
entropy scaling model on the AuAu system are seen in the
two-particle eccentricities in Fig. 5, €,{2} (top) and e3{2}
(bottom). Below 60% centrality in £,{2} the two models agree,
and there is little difference below 30% centrality in £3{2}. The
only significant difference between the two scaling models is
seen in £3{2} above 30% centrality where linear scaling results
in a larger magnitude than +/T47p. There is a slight spread
with regard to the choice of multiplicity fluctuations in £3{2}
for the /T4 Tz model in central collisions, but otherwise there
is very little effect in this choice for both of the observables.

In Fig. 6 we plot both €,{4}/¢,{2} (top) and e3{4}/e3{2}
(bottom) vs centrality comparing different scalings and
multiplicity fluctuations. Looking at the four-particle to two-
particle ratios for AuAu, the linear scaling 77 is lower in
magnitude for €,{4}/e,{2} in Fig. 6 (top) though it remains
indifferent to choice of multiplicity fluctuation distribution.
The /T4Tp scaling does show a separation in multiplicity
fluctuation distribution, which may allow for a distinction to
be made in comparison to the experimental data. However,
one would require very precise experimental data to do so. It
is also unsurprising that the largest differences occur in mid-
central to central collisions because this is precisely where the
effect of multiplicity fluctuations is the largest.
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FIG. 5. Two particle eccentricities of AuAu for functional forms
VTxTg and T;Tp using best fits for I' and log-normal multiplicity
fluctuation distributions.

It is possible to estimate how this observable, ;{4}/e,{2},
will compare to experimental data by taking hydro simu-
lations of similar scaling forms. In Fig. 7, the observable
v2{4}/v2{2} is plotted for the STAR experiment [28] and com-
pared to hydro simulations using «/747p + v-USPhydro [96],
to approximate the Trento preferred scaling, and IP-Glasma
+ MUSIC [17], to approximate CGC-like scaling. Below
50% centrality, both scalings match the data from STAR and
above that there is a divergence in the CGC-like scaling. This
difference at high centrality comes from nonlinear response
and is not expected to match. This comparison shows that the
/T4 Tp scaling from Trento and the CGC-like scaling are both
able to match the most accurate data from STAR despite their
differences in construction.

The case of e3{4}/¢3{2}, in Fig. 6 (bottom) is shown.
We focus first on central collisions because this is precisely
the regime where approximately linear response between
e3{4}/e3{2} and wv3{4}/v3{2} [53] works best. In central
collisions, the only discernible difference is the choice of
multiplicity fluctuations between I' and log-normal distribu-
tions. The I' distribution produces fewer fluctuations than
log-normal (larger values of e3{4}/e3{2}). In contrast, periph-
eral collisions (centralities >30%) wash out any effects from
the choice in multiplicity fluctuations and only depend on
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FIG. 6. Four-particle to two-particle eccentricity ratios of AuAu
for functional forms /747y and T, T using best fits for I and log-
normal multiplicity fluctuation distributions.

the choice of entropy scaling model, with linear 74 T scaling
having fewer fluctuations than /74 Ty scaling.
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FIG. 7. Comparison of the experimental measurement of
v2{4}/v2{2} from STAR [28] to two different hydrodynamic simu-
lations [17,96] that reflect the different scaling models investigated
in this paper.
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FIG. 8. Two-particle eccentricities of dAu for functional forms
TyTp and T,Tp using best fits for I' and log-normal multiplicity
fluctuation distributions.

B. dAu

The effect of these choices on dAu collisions is more
pronounced than in AuAu and can be seen in the plots of
&2{2} (top) and €3{2} (bottom), shown in Fig. 8. The strongest
sensitivity is to the choice of entropy deposition model. For all
parameter choices and across both &,;{2} and £3{2}, the mag-
nitude of the eccentricities for T4 Ty is larger than for /T3 Tp
scaling, with an interesting reverse ordering in £3{2} for cen-
tral events. These differences in the eccentricities would lead
to a different shear viscosity being extracted for both mod-
els to match the same experimental data. The eccentricities
of the /T4Tz model do not have much dependence on the
choice of fluctuation distribution except for very central col-
lisions, where the log-normal distribution stays flat in &,{2}
and curves up in &3{2} whereas the I distribution leads to an
upward curve in &,{2} and levels off in 3{2}.

A comparison of &;{4}/&,{2} from PHENIX [102] to the
different scaling models and multiplicity fluctuation distribu-
tions can be seen in Fig. 9 (top). There is some ambiguity
in the comparison of the experimental data from PHENIX
that is plotted versus Ny, and the initial state calculation
plotted versus dN/dy (for more discussion on the topic see,
e.g., [103]). Here we just assume that the two quantities are
the same.
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FIG. 9. Four-particle to two-particle eccentricity ratios of dAu
for functional forms /T3 Tz and Ty T3 using best fits for I' and log-
normal multiplicity fluctuation distributions. PHENIX data are from
Ref. [102].

There is a significant difference between the linear T4 Tp
and /T T entropy scalings and a large effect from the choice
of multiplicity fluctuations in /T4 Tp that was not seen in the
two-particle eccentricities. The most useful feature is where
the different parameter sets change sign, since this is at a
different point for the /74T model with either multiplicity
distribution and the linear T 73 scaling. It is difficult to draw
specific conclusions from the comparison since the experi-
mental data is dependent on final state properties that cannot
be estimated by the initial state. A calculation of this ratio
in terms of dN/dy or percent centrality would be useful in
determining where the sign change occurs and differentiating
between the scaling models and even the multiplicity fluctua-
tions for the /T4 Ty form.

In Fig. 9 (bottom), e3{4}/e3{2} is plotted for dAu. The
trends from e3{2} in Fig. 8 (bottom) are seen in the four-
particle to two-particle ratio, with T47p having a higher
magnitude than /74 Tp except at the most central events and
log-normal fluctuations giving the /747 form an upward
curvature in central events while the I' distribution case re-
mains flat. We note that here we chose to plot vs centrality
instead of dN/dy because no experimental data yet exists for
this measurement.
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V. CONCLUSION

In Trento’s Bayesian analysis, multiplicity fluctuations are
assumed to be of the form of a I' distribution. This assump-
tion may contribute to the preferred functional form Ty =
/T4 Tp. Functional forms outside the scope of Trento’s analy-
sis, specifically linear scaling Tz o T4 Tp, are ignored, though
they are able to match multiplicity distributions as well as the
phenomenologically preferred /7T T form in AuAu and dAu
systems. More precise implementations of the conversion of
an initial energy density € o T4 T and the corresponding ini-
tial entropy density s will depend on the details of a particular
equation of state. These improvements can be made in future
work, but the general effect is seen with the conformal con-
version used here. The assumption of multiplicity fluctuations
following a I' distribution also excludes other distributions
that have been used for this purpose, specifically log-normal.
Adding linear TyTp scaling and log-normal fluctuations to
Trento, we see that the /73Ty form does indeed prefer I'
fluctuations while the linear functional form is able to match
experimental data as well. While not explored in this pa-
per because all simulations were boost invariant, multiplicity
fluctuations in the longitudinal direction are also interesting
[104,105] and could be studied in a future work.

Across both AuAu and dAu, linear 7475 has a higher
magnitude in &,{2} and e3{2} than /T4 T which may lead to
the extraction of a different shear viscosity for the different
functional forms, especially for small systems. Differences
between models are enhanced in smaller systems and thus

become more important when trying to understand them.
These differences suggest that Trento’s Bayesian extraction
of QGP viscosities in small systems may contain a systematic
uncertainty that could be controlled by increasing the allowed
functional space.

Ratios of ,{4}/¢,{2} and e3{4}/e3{2} are important to look
at as well since, due to linear response, they can be used
to constrain parameters in the initial state with experiment.
These ratios are important in d Au, where the sign change of
€2{4}/€2{2} could distinguish between models in the small
system. While they may be costly to calculate in hydrody-
namic models (when running a Bayesian analysis), one can
obtain v3{4}/v3{2} directly from eccentricities alone in ultra-
central collisions (with less than 1% error [53]).
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