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Validation of neutron-induced reactions on natural carbon using an active target at neutron energies
up to 22 MeV at LANSCE
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A single crystal chemical vapor deposited (sCVD) diamond detector is used as an active target to measure
neutron-induced reactions on natural carbon using the neutrons produced by spallation, with a broad energy
spectrum at LANSCE. The neutron-induced reactions are detected in the diamond as low as En = 400 keV and
up to approximately 100 MeV. Relative cross sections for 12C(n, α0), 12C(n, p0), 12C(n, d0 + p1), and 13C(n, α0)
are reported up to En = 22 MeV and comparisons on detected pulse-height spectra and detector response of
scattering reactions are made with GEANT4 simulations using the ENDF/B-VIII.0 evaluated nuclear data library
up to 20 MeV. The results are compared with past experimental data, including other works that incorporate
diamond detectors as an active carbon target. In addition, R-matrix calculations for the 13C + n system are
presented.
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I. INTRODUCTION

Neutron-induced charged-particle (n,z) reactions are ubiq-
uitous in nature and, as a result, there is a need for precise
nuclear reaction data for a variety of applications. At the
Weapons Neutron Research (WNR) facility at the Los Alamos
Neutron Science Center (LANSCE) [1], the low-energy
neutron-induced charged-particle (Z) (LENZ) collaboration
has been studying these reactions to address nuclear data
needs for characterizing gas production in structural materials
[2,3], provide precision measurements of key reactions like
16O(n, α) [4] and 35Cl(n,p) [5], and reaction studies involv-
ing radioactive targets [6] for both applied and astrophysical
interests [7].

Among the many key reactions for which precise nuclear
data are required, reactions on elemental carbon are particu-
larly prolific for obvious reasons. Neutron elastic scattering
and total cross-section measurements on elemental carbon
have been well studied and the evaluations of elastic scattering
data are considered a standard up to approximately 1.8 MeV.
However, extending neutron-induced reaction evaluations on
carbon as a reference standard at higher energies, including
inelastic channels and (n,z) reactions, is necessary to benefit
multiple applications that are sensitive to reactions with car-
bon at energies higher than 2 MeV. One such reason is due
to the growing prevalence of applying diamond detectors as
neutron spectrometers [8–15], for which the 12C(n, α) reac-
tion is particularly important. Specifically, the use of diamond
detectors as a neutron-flux monitor for D-T neutron genera-
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tors would require high-precision characterization up to and
around 14 MeV.

For the 13C(n, α) 10Be reaction, cross-section measure-
ments can be used to study the time-reverse 10Be(α,n)13C
reaction cross section using the detailed balance theorem.
Because 10Be is a radioactive nucleus (T1/2 = 1.51 × 106

years), no direct (α,n) cross-section measurements have been
reported. Therefore, for astrophysical applications such as
big-bang nucleosynthesis, nuclear network calculations still
use the reaction rate that was predicted theoretically in 1969
[16] and is highly uncertain. Therefore, by providing new
cross-section measurements on 13C(n, α) 10Be, the rate for the
inverse reaction can be better constrained.

At LANSCE, diamond detectors are being explored as an
alternative to silicon for spectroscopy studies of (n,z) reac-
tions with radioactive targets. As part of this effort, a Cividec
B8 sCVD diamond detector [17] was studied by placing
it along the beam axis to detect the fast neutrons, with a
broad energy spectrum, that are produced by the unmoder-
ated spallation neutron source. The original goal of this study
was to characterize the expected backgrounds for using dia-
mond detectors for charged-particle spectroscopy. However,
by using the diamond detector as an active carbon target and
extracting the incident neutron energy from time of flight,
neutron-induced cross sections on natural carbon could be
measured over a wide range of energies for both scattering and
charged-particle reactions, all at once. The results presented
in this paper are used to validate simulations that incorporate
available evaluations as inputs and to inform the current status
of nuclear data evaluations on carbon.

II. EXPERIMENT

The LANSCE accelerator delivered 800 MeV protons to
the unmoderated tungsten target at WNR, producing fast
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FIG. 1. A sketch of the 90 degree flight path at the WNR Facility.
The 4 × 4 mm2 Cividec B8 diamond detector is placed downstream
of the secondary collimation.

neutrons via spallation. The diamond detector was placed
upstream of the LENZ experimental chamber [18], along
the beam axis, and its location was measured relative to the
chamber and the upstream collimation. A sketch of the exper-
imental setup at the 90 degree (90 L) flight path at the WNR
facility is shown in Fig. 1. Specific details about the design of
the diamond detector are well documented in Refs. [17,19,20].
The beam was collimated down to a 6-mm diameter that is
slightly larger than the active area of the diamond detector
(4 mm x 4 mm) and only the tails of the beam will overlap with
the aluminum plate used to support the detector housing. The
dominant sources of downscatter are expected to come from
the nearby collimation, detector housing, and PCB material.

For the current experiment, we employed the C6 charge-
sensitive preamplifier provided by Cividec and the 500-μm-
thick detector was biased to +502 V. The single output
channel from the diamond detector was fed into the exist-
ing digital data acquisition (DAQ) stream from the LENZ
experiment that was already in progress. The DAQ consists
of 16-channel CAEN VX1730 digitizers that are programed
with CAEN DPP-PSD firmware with all channels triggering
independently and determined by a leading-edge discrimina-
tor. The rise time and FWHM of the diamond detector signals
were approximately 8 ns and 20 ns, respectively. For each trig-
gered event a waveform consisting of 64 samples (128 ns) was

recorded, including 60 ns of trace recorded before the trigger
timestamp. This particular setup is similar to that of Ref. [21],
where they also characterized the effect on energy resolution
for the 500MS/s CAEN DT5730 digitizers in comparison to a
faster sampling 1GS/s digitizer but with less ADC resolution
(10 bit as opposed to 14 bit). Their comparison showed a slight
reduction in energy resolution that was tolerable in exchange
for the higher data throughput of the 500MS/s digitizer.

The time structure of the LANSCE proton beam consisted
of 40 macropulses/second, with each 625 μs long macropulse
consisting of approximately 340 micropulses, each separated
by 1.8 μs. The average trigger rate for the detector was around
8 kHz and no sign of degradation or polarization was observed
in the one-hour period that the detector was in the beam axis.
The average data rate was low relative to the data throughput
limits and due to the fast timing of the detector and the fast
sampling rate, dead-time corrections were negligible.

During this period, the LENZ annular silicon detectors and
the flux monitor ionization chamber [22] continued to take
data. An uptick in silicon detector events were observed due
to increased scatter off the diamond detector and housing.
Ionization chambers [22] loaded with 238U and 235U foils were
used to characterize the shape of the neutron flux above and
below 2 MeV, respectively.

The relative time between the proton pickoff signal (“T0”)
just before the WNR spallation target and the diamond de-
tector is shown in Fig. 2. The dominant peak is due to the
prompt γ flash that comes from the spallation target. Here,
the measured timing resolution is around 1 ns FWHM, which
is reasonable considering the sampling limitations on such a
fast signal. Intrinsic diamond detector timing resolutions have
been reported as low as tens of picoseconds [23].

Delayed events are measured relative to this prompt sig-
nal to determine the incident neutron energy. Structures are
observed among these delayed events that are consistent with
12C +n scattering resonances. From here, the diamond detec-
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FIG. 2. Timing spectrum relative to the proton pick-off reference, as recorded by the diamond detector. The insets show the peaks
originating from the prompt γ flash and from the 2.078 MeV scattering resonance. The time difference between these peaks is used to calibrate
the flight-path length between the diamond and the WNR spallation neutron source.
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FIG. 3. The detected pulse-height spectra as a function of rela-
tive time-of-flight (related to the incident neutron energy). Different
reaction channels are identified based on the energy deposited for a
particular incident neutron energy.

tor data was used to inform LENZ measurements by providing
an additional (and precise) determination of the flight-path
length [5]. This was accomplished by measuring the time
difference between the mean value of the γ flash and the mean
value of the 2.078 MeV neutron scattering resonance. An
uncertainty of 0.1 ns for the time difference was obtained by
varying the line shapes that are used to fit the peaks to better
reproduce the observed delayed tail. With the known energy
of the 2.078 MeV resonance and a measured time of flight
(with respect to the γ rays) of 357.3(1) ns we get a flight-path
length of 7.618(2) m. This value was more precise than the
capabilities of the flight path surveying methods used at the
time, but recent upgrades to WNR target fiducials allow for the
location of the spallation target to be measured with respect
to the experimental areas at the sub-mm level. In addition,
enough data for this resonance could be recorded in a matter
of minutes so the diamond detector is a very useful tool for
making quick flight-path length measurements at WNR.

The different reaction channels that contribute to the
time of flight spectrum can be seen in the plot of detected
charged-particle energy versus time as shown in Fig. 3. Here
we identify reactions due to neutron elastic scattering and
multiple scattering on carbon, as well as 12,13C(n, α) 9,10Be
and 12,13C(n,p)12,13B reactions. High-energy incident charged
particles that come with the beam are observed but are a
small component below 20 MeV in incident neutron energy.
These particles, when present at high incident energies, punch
through the detector before depositing their full energy and
at higher incident energies result in an increased low-energy
background. As shown in Ref. [24], these minimally ioniz-
ing particles can potentially be identified and vetoed through
pulse shape analysis when appropriate electronics are em-
ployed. At WNR, the use of an additional dipole sweeping
magnet after the secondary collimation can also reduce this
source of background. Finally, at lower incident neutron ener-
gies, the highest detected energy events are identified as being
due to 14n(n,p)14C (Q-value = +0.62 MeV). As discussed in

TABLE I. Run summary for the data taken with the diamond
detector at flight path 90 L at WNR.

Average LANSCE proton current 2 μA
Data collection time 1 hour
Diamond detector thickness 0.5 mm
Detector bias +502 V
Timing resolution 1.0(1) ns
Distance from neutron source 7618(2) mm
En resolution (En = 0.4 MeV) 2 keV
En resolution (En = 2 MeV) 13 keV
En resolution (En = 20 MeV) 350 keV

Sec. IV, these events appear to be predominately due to (n,p)
reactions on the nitrogen content in air that occur close to
the diamond detector rather than due to the nitrogen content
within the electronic-grade diamonds (<5 ppb nitrogen and
boron).

Once the flight-path length was determined, the pulse-
height spectrum was internally calibrated based on the
detected reaction channels, including 12C(n, α) at neutron
energies above 8 MeV and the blurred upper edge of the elas-
tic scattering spectra (corresponding to neutrons scattered at
180 degrees) at lower energies. Consistent with Refs. [20,25],
the measured pulse-height values showed good linearity with
the expected energies. At the higher incident neutron energies,
the total energy resolution is dominated by the 1-ns timing
resolution, as shown in Table I. The detected-energy resolu-
tion was then determined by comparison with the GEANT4
simulation [26], discussed in the next section, by first folding
in the timing resolution of the detector and then extract-
ing an approximately 85 keV energy resolution (FWHM),
needed for better agreement between data and the simulated
pulse-height spectra at lower incident neutron energies (i.e.,
corresponding to detected 12C ions and α particles at ener-
gies below 3 MeV). The detected-energy resolution improves
with increasing amplitude; however, the total resolution is
typically compensated by the worsening neutron energy res-
olution (from time-of-flight) as the incident neutron energy
increases. In comparison, a 100 keV (1.75%) resolution was
measured at 5.5 MeV with an external alpha source, and a
similar amplifier, in Ref. [21]. As stated in the same refer-
ence, improved energy resolutions can be obtained with a
better-suited spectroscopic amplifier, at the expense of the
fast-timing (high-rate) properties of the current amplifier, or
with a digitizer setup better matched for the fast signals.

For more discussion on the properties and the perfor-
mance of the diamond detectors and electronics, including
the pulse-height linearity, charge collection efficiency, sources
of pulse-height deficits, and intrinsic energy and timing reso-
lutions, we point to Refs. [21,25], the thesis work of Weiss
[20], and the references therein. The work of Ref. [20] also
details the use of diamond detectors for charged-particle spec-
troscopy at a neutron time of flight facility and their study
of 59Ni(n, α) [19] served as a proof of principle for such
measurements. The current results from our study indicate the
feasibility of having a compact setup of diamond detectors
placed close to the target/beam axis, to optimize geometric
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efficiency without significant loss of performance, for mea-
surements at the WNR facility at LANSCE. The application
of diamond detectors at WNR studying (n,p) and (n,α) reac-
tions with a 58Ni target will be discussed as part of a future
instrumentation paper. That work featured the same diamond
detector used in this paper, but with a spectroscopic amplifier
better suited for in-vacuum operation of the detector where
longer cables (resulting in a higher input capacitance) are
required.

Finally, after applying a linear energy calibration, the
detection threshold was determined to be ≈180 keV. At a
flight-path length of 7.618 m from the spallation neutron
source, coupled with the 1.8 μs pulse spacing, the lowest
neutron energies that can be observed before frame overlap
occurs is ≈100 keV. Therefore, no wraparound events are
expected from the detection of lower energy neutrons. As a
result, this flight-path length at WNR is ideal for measuring
neutron energies down to the detection threshold. On the other
hand, better energy resolution at higher incident neutron ener-
gies can be achieved by going to longer flight paths at WNR
such as the 15 degree flight path (L > 13 m) at the expense of
frame overlap beginning to occur at 300 keV (unless the time
between pulses is increased from 1.8 μs).

III. SIMULATION

A GEANT4 [26] study, simulating the detection of γ rays
and neutrons by the diamond detector was developed to com-
pare with the measured detector response. The simulation
takes the shape of the broad neutron energy spectrum as an
input and impinges the neutrons on the front face of the
diamond detector. For simplicity, only the material that is in
close proximity to the active diamond volume is considered
(e.g., the detector housing and mounting frame). The detec-
tor housing consists of PCB material with thin gold plating
around the entire area.

The simulations in this paper were performed with
GEANT4 version 10.02 and utilized the most recent
ENDF/B-VIII.0 library [27]. As discussed in Ref. [28], the
multistep process that leads to the breakup of 12C into three
α particles is not treated properly by GEANT4 with stan-
dard options, aside from the direct 12C(n, nα) 8Be → α +
α channel. For example, inelastic scattering to 12C states
above the α-separation energy will de-excite by γ emission
even if they have a 100% α-branching ratio. Detector re-
sponse simulation codes for organic scintillators like NRESP
[29] properly treat these reactions and Ref. [28] incorpo-
rated the NRESP treatment of the breakup into GEANT4.
Similarly, the NRESP code was modified from its original
use to simulate the response of diamond detectors [30]. To
make use of the modifications of Ref. [28] in recent ver-
sions of GEANT4, one should set the environment variable
G4PHP_USE_NRESP71_MODEL to 1 [28,31].

In this paper, for simplicity, we make a first-order correc-
tion by postprocessing the events that lead to α unbound states
in 12C, to perform a sequential decay of 12C → α + 8Be →
α + α and to treat all of the outgoing charged-particle energy
as being detected regardless of interaction depth in the dia-
mond with the assumption of isotropic distributions in the c.m.

frame. After doing this, the comparison between simulation
(right panels) and experiment (left panels) is qualitatively very
similar as shown in Fig. 4.

The β decay of unstable isotopes that are produced in the
reactions and come to a rest within the diamond detector, such
as 12B (T1/2 = 20.2 ms), 13B (T1/2 = 17.33 ms), and to a
lesser extent 10Be (T1/2 = 1.51 x 106 year), lead to a quasi-
uncorrelated low energy background although these events
represent a small fraction when compared to the correlated
neutron-induced events above 1 MeV.

IV. COMPARISONS WITH SIMULATION

A. Neutron elastic scattering on 12C

At incident neutron energies below 4.5 MeV, the observed
spectrum is dominated by neutron elastic scattering on 12C.
However, a small number of counts due to 14n(n,p) are also ob-
served in this energy range. In the simulation these events are
tracked and mostly originate from (n,p) reactions on air, close
to the detector, instead of from within the diamond detector
itself. The top four panels in Fig. 5 compare the measured
pulse-height spectra with the simulations for selected neutron
energies.

In this energy range, the elastically scattered 12C ions are
detected with a continuous distribution of energies that reflect
the missing energy from the undetected scattered neutron.
Because the energy of the scattered neutron (and 12C ion)
is sensitive to the scattering angle, the angular distribution
of the outgoing neutron leaves an imprint of the missing
energy on the detected energy, as shown in the lower four
panels of Fig. 5 for a few selected incident neutron-energy
ranges. For these spectra, the x-axis label at the bottom shows
the detected energy and the x-axis label at the top shows
the corresponding nonrelativistic c.m.-angle, of the scattered
neutron, as given by

cos(θcm ) = 1 −
(

Edet

En

(Mn + M12C)2

(2MnM12C)

)
, (1)

where Edet is the detected 12C recoil energy in the laboratory
frame, En is the reconstructed incident neutron energy in the
laboratory frame. As previously mentioned, the threshold in
the simulation has been adjusted to reproduce the experimen-
tal thresholds and the simulated spectra in each panel of Fig. 5
has been independently normalized to match the integral of
the experimental yield above cos(θcm − π ) > 0. The events
that lie above the blurred edge at cos(θcm − π ) = 1 are due
to multiple scatter events where the scattered neutron has a
second chance at depositing additional energy. The simulation
does reasonably well in reproducing these multiple scatter
events.

Clearly, for neutron detection at this energy range, the
efficiency of the detector is most sensitive to the angular
distributions of the scattered neutrons and the energy detec-
tion threshold of the detector. Conversely, the experimental
data provides a very sensitive test of the angular distribu-
tions from evaluated data libraries that are used as inputs
in the simulations. The corresponding angular distributions
from ENDF/B-VIII.0, at consistent energy for the spectra in
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FIG. 4. Detected pulse-height spectra, with a comparison to a GEANT4 simulation using the ENDF/B-VIII data library, as a function of
incident neutron energy for the (top panels) low-energy regime that is dominated by elastic scattering and (bottom panels) the energy regime
above 7 MeV where (n,z) reaction channels are open.

the bottom four panels of Fig. 5, are shown in Fig. 6 and
illustrate the energy dependence of the angular distribution.
Our experimental data indicates that the shape of the angular
distributions for nearly all of the energy bins, where neutron
elastic scattering dominates, is qualitatively consistent. This
highlights the quality of both the measured and evaluated data
for this reaction channel.

From this we conclude that the pulse-height spectra can be
used to validate evaluated scattering differential cross-section
data through comparison with simulations and by using a
forward-propagation method. However, a more direct compar-
ison with past experimental data should be possible, due to the
direct correlation between outgoing recoil energy and scatter-
ing angle. This approach would require more characterization
of the detector response matrix, which is beyond the scope of
the current paper.

B. Inelastic scattering

At incident energies above 4.74 MeV, the first inelastic
scattering channel opens up leading to the first excited state in
12C at Ex = 4.44 MeV. Since this state is bound with respect
to α emission, the use of γ ray tagging along with a diamond
detector to isolate the contributions from this reaction channel
could be performed at WNR to compare experimental results
with simulations as in the previous section. However, even
without disentangling the elastic channel from the inelastic
channel, a qualitative analysis of the pulse-height spectrum

can be used to validate the simulations that incorporate dif-
ferent evaluations, as shown in the top panel of Fig. 7 for the
energy range between 7.22 and 7.29 MeV. The corresponding
angular distributions from JENDL-4.0 [32] and ENDF/B-
VIII.0 [27] for this energy range, along with experimental data
at nearby energies [33,34], are shown in the bottom panel
of Fig. 7. Here, we see that the angular distributions from
JENDL-4.0, for both the elastic and inelastic channels, are less
forward focused than with ENDF/B-VIII.0. As a result, the
simulation that incorporates the JENDL-4.0 library appears
to be inconsistent with the measured pulse-height spectrum
that shows an energy distribution that is more consistent with
ENDF/B-VIII.0 library. As a disclaimer, this energy range
was chosen to simply highlight how the pulse-height spectra
can be used to guide future evaluations through a forward
propagation method and does not speak to the validity of
one evaluation over another for all of the neutron energy
bins.

Higher excited states in 12C are all unbound with respect
to α emission, however, as mentioned in Sec. III, the default
behavior in GEANT4 appears to de-excite these states by
γ emission rather than reflecting the fact that these states
lie above the threshold for triple α breakup. In the current
simulation, these events are recovered through postprocessing
but the NRESP treatment previously discussed can also be
employed in more recent versions of GEANT4. Once again,
future efforts may also include adding additional auxiliary
detectors to detect scattered neutrons and further constrain
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FIG. 5. Pulse-height spectra for a few selected energy bins for the
top four panels. For the bottom four panels, the spectra are dominated
by neutron elastic scattering and the corresponding c.m. angle, that is
proportional to the recoiling 12C energy, is shown along the top axis.
The data shows good qualitative agreement with the simulation.

the kinematics for the reactions occurring within the diamond
detector.

Comparison between simulation and experiment at a few
selected incident neutron energies above 8 MeV are shown in
the top four panels of Fig. 5. Here, the simulated spectrum is
normalized to the experimental data independently for each
energy bin and the results show reasonable agreement in the
shape of the spectrum, although there is clearly a potential
need for better characterization of the individual inelastic
scattering channels and/or (n,α) reactions that lead to neutron
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FIG. 6. Angular distributions from ENDF/B-VIII.0 are shown
for comparison with the low energy panels of Fig. 5 to elucidate how
the distribution of scattering angle leaves an imprint on the detected
12C recoil energies.

unbound states in 9Be. The dominantly isolated peak at high
energy in each of the spectra in the top four panels is from the
12C(n, α) 9Be reaction, while the highest energy peak visible
in the En ≈8.45 MeV data is due to 13C(n, α) 10Be.

C. (n,p),(n,α),(n,d) reactions

Various works [24,25,35,36] highlight the application of
diamond detectors, as an active carbon target, to not only
validate past experimental data on 12C(n, α) but to provide
new experimental data on 12C(n,p), 12C(n,d) [25,35,36], and
13C(n, α) [24,25] using quasi-mono-energetic neutron beams.

To better identify the contributions from particular reaction
channels, it is useful to project the reconstructed reaction
Q-value rather than detected energy. In this case we simply
plot the difference in detected energy from the reconstructed
neutron energy, as shown in the projection of incident neutron
energies between 18 and 20 MeV in Fig. 8.

The 12C(n, α) threshold is at En > 6.2 MeV and the peak
from this reaction channel is cleanly separated from other re-
action channels at En above 8.2 MeV. Below 8.2 MeV, events
due to elastic and inelastic scattering form a background un-
derneath the (n,α) peak, as shown in Fig. 9. Here, we make an
assumption that the shape of the elastic and inelastic scattering
contributions to the pulse-height spectrum is consistent with
the simulation and we can then fit the experimental data to
determine the (n,α0) contribution, as shown in Fig. 9. The
resulting experimental yields and normalized cross sections
are presented in the following section, with an additional
10% uncertainty adopted to the data points below 8.2 MeV
to account for this method of subtracting the other reaction
channels.

V. RESULTS

A. Normalization

The relative flux normalization over the entire energy
range is obtained from measurements of the 238U(n, f ) and
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FIG. 7. The top panel shows the measured pulse-height spectra
at an incident neutron energy, for which the spectra is dominated
by both elastic scattering (MT = 2) and inelastic scattering to the
first excited state in 12C (MT = 51). Although the reaction channels
cannot be completely disentangled, the imprint of the evaluated an-
gular distributions (bottom panel) is shown on the simulated spectra
for two different evaluations [27,32]. The experimental data for this
energy bin is more consistent with the forward-peaked evaluation
of ENDF/B-VIII.0 [27]. Previous experimental data [33,34] from
nearby energies are also shown in the bottom panel for comparison.

235U(n, f ) fission reactions with an ionization chamber. The
ionization chambers were located approximately 2 m further
downstream of the diamond detector. Expected differences,
due to downscatter and finite target size, in the energy shape
of the neutron flux at the different positions was characterized
with an MCNP simulation of the flight path and is estimated to
be less than 3%. Due to uncertainties with respect to overlap
between the diamond detector and the neutron beam spot,
the detector thickness, and the detector active area, we obtain
the overall normalization, Nb × ρ12C × ε0 by normalizing the
measured yield for the 12C(n, α) reaction at 14.1 MeV to the
weighted average of experimental data from Refs. [25,37–
40] as provided in the EXFOR [41] database. Here the ε0

term describes the efficiency for detecting the full energy
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of 9Be and α recoils. Corrections to the efficiency term are
determined independently for each reaction channel, as a
function of incident neutron energy, as described in Sec. V C.
Thus, there is a relative normalization uncertainty of approx-
imately 5% that comes from the relative shape of the neutron
flux (3%) and the relative detection efficiency (4%).

The experimental data from Ref. [37], which is derived
from time-reversed (α, n0) data and has the lowest uncertain-
ties, is averaged between the values at 14.0 and 14.2 MeV
before taking the weighted average with other measurements
at 14.1 MeV, as summarized in Table II. The weighted average
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FIG. 9. At energies above 8.2 MeV, the (n,α) peak can be dis-
criminated from other reaction channels as shown in Fig. 8. However,
at lower energies, the elastic scattering events form a background un-
derneath the (n,α) peak. To obtain the (n,α0) yield at these energies,
we assume that the elastic scattering data is well constrained and
perform a background subtraction using the simulated (n,el) spectra
by scaling the shape to match nearby detected energy bins.
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TABLE II. Summary of past experimental data on 12C(n, α0)
around 14.1 MeV, as given by the EXFOR database [41], that was
used to normalize the experimental data in this paper.

Reference En σ

Schmidt et al. [37] 14.02 ± 0.03 56.5 ± 1.9
Schmidt et al. [37] 14.2 ± 0.04 62 ± 2.1
Haight et al. [38] 14.10 ± 0.15 72 ± 9
Sanami et al. [39] 14.10 70 ± 7
Pillon et al. [25] 14.10 ± 0.01 64.7 ± 3.2
Kondo et al. [40] 14.2 ± 0.2 69 ± 6
Weighted average 14.1 63.6 ± 3.1

that we obtain is 63.6 ± 3.1 mb and from this we obtain
our value for the product of Nb × ρ12C × ε0 such that the
measured yields correspond to this value for the cross section.

B. 12C(n, α0) 9Begs

With the overall normalization from the previous section,
the experimental data is in good agreement with the two works
of Pillon et al. between 12 and 20 MeV and in general with the
ENDF/B-VIII.0 evaluation, as shown in Fig. 10. Consistently
shown with the work of Refs. [25,37], the evaluation appears
to slightly underestimate the cross section between 14.5 and
18 MeV and slightly overestimate the cross section between
11 and 14 MeV. However, the data shows excellent agreement
with ENDF/B-VIII.0 and experimental data from Ref. [42]
between 8 and 11 MeV. In Fig. 10, and the corresponding
Table III, the uncertainty on the cross section reflects the
relative normalization uncertainty and statistical uncertainty,
but not the uncertainty from the overall normalization.

C. 12C(n, p0) and 12C(n, d0 + p1)

At neutron energies above 15 MeV, 12C(n, p0) and
12C(n, a0) are well isolated from other charged-particle
reaction channels whereas the 12C(n, d0) could not be discrim-
inated from the 12C(n, p1) reaction. The ratios of the yields
from the different reaction channels are shown in Figs. 11(b)
and 11(c), relative to the 12C(n, α0) channel, with efficiency
corrections as shown in Fig. 11(a). Here, the efficiency for
each channel was determined in a manner similar to that
described in Majerle et al. [36], assuming an isotropic distri-
bution (in the c.m. frame), and tallying the reaction products
that deposit their full energy within the volume of the diamond
detector. In their paper, they also discuss the extreme case
in which the detection efficiency for each reaction channel
is reduced if the outgoing charged particles were emitted
entirely at zero degrees (corresponding to the maximum out-
going energy for the light charged particle). However, the
uncertainty in the efficiency correction, due to the absence of
angular distribution information at each energy, is estimated
to be around 4% up to 22 MeV based on the general shape of
past differential cross-section data [38,44] for (n,α), in con-
trast to this extreme case. From this efficiency correction, and
the normalization from the previous section, the partial cross
sections for (n, p0) and the sum of (n, d0 + p1) are obtained
and shown in Fig. 12 and given in Table IV. The results are
in good agreement with the most recent work of Pillon et al.
[35] and Ref. [36]. In addition, the data is in reasonably good
agreement with statistical Hauser-Feshbach calculations that
were performed using the CoH [45] and TALYS [46] codes
with all default parameters. For the (n, d0 + p1) cross section,
the effective efficiency was estimated assuming that the ratio
between p0:p1 is consistent with the statistical model calcu-
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FIG. 10. The 12C(n, α0) yields are normalized relative to the energy-dependent incident neutron flux as given by ionization chamber flux
monitors. The overall normalization is chosen so that the cross section matches the weighted average of experimental data at 14.1 MeV [25,37–
40], 63.6 ± 3.1 mb. After this normalization, the diamond data is in excellent agreement with various experimental data [25,35,37,38,42,43]
over the entire range from threshold to 20 MeV and in good agreement with ENDF/B-VIII.0. Consistent with past measurements, ENDF/B-
VIII.0 appears to slightly underestimate the cross section between 14.5 and 18 MeV and slightly overestimate the cross section between 11
and 14 MeV.
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TABLE III. Reaction cross sections for 12C(n, α0) 9Be normal-
ized to past 12C(n, α0) 9Be experimental data around 14 MeV.

En σ (mb)

7.24 7.8 ± 2.8
7.31 12.5 ± 4.4
7.38 14.4 ± 5.1
7.46 14.6 ± 3.7
7.53 27.4 ± 6.9
7.61 48.8 ± 12.3
7.68 87.3 ± 8.9
7.76 137.8 ± 14.0
7.84 131.5 ± 13.3
7.92 149.3 ± 15.1
8.01 123.7 ± 12.6
8.09 101.1 ± 10.3
8.17 101.1 ± 10.3
8.26 89.5 ± 9.1
8.32 84.9 ± 8.9
8.37 79.2 ± 8.3
8.41 78.2 ± 8.2
8.46 79.7 ± 8.4
8.50 80.5 ± 8.4
8.55 81.2 ± 8.5
8.59 78.5 ± 8.2
8.64 83.4 ± 8.7
8.69 93.8 ± 9.8
8.73 96.9 ± 5.6
8.78 107.3 ± 6.1
8.83 109.0 ± 6.2
8.88 132.0 ± 7.4
8.93 151.4 ± 8.3
8.98 167.4 ± 9.1
9.02 189.3 ± 10.2
9.07 224.8 ± 12.0
9.12 242.3 ± 12.9
9.18 267.1 ± 14.1
9.23 275.6 ± 14.6
9.28 280.7 ± 14.8
9.33 266.4 ± 14.1
9.38 257.7 ± 13.7
9.43 226.1 ± 12.1
9.49 213.4 ± 11.5
9.54 191.9 ± 10.4
9.60 179.5 ± 9.8
9.65 177.4 ± 9.7
9.71 166.9 ± 9.2
9.76 173.5 ± 9.5
9.82 170.4 ± 9.3
9.87 173.9 ± 9.5
9.93 169.7 ± 9.3
9.99 161.4 ± 8.9
10.05 143.1 ± 8.0
10.10 131.4 ± 7.4
10.16 132.7 ± 7.5
10.22 119.4 ± 6.8
10.28 115.7 ± 6.6
10.34 111.2 ± 6.4
10.40 112.7 ± 6.5
10.47 104.1 ± 6.0

TABLE III. (Continued.)

En σ (mb)

10.53 105.2 ± 6.1
10.59 100.7 ± 5.9
10.66 103.0 ± 6.0
10.72 97.6 ± 5.7
10.78 91.1 ± 5.4
10.85 84.2 ± 5.1
10.91 85.2 ± 5.1
10.98 77.2 ± 4.7
11.05 83.5 ± 5.0
11.12 76.9 ± 4.7
11.18 74.8 ± 4.6
11.25 78.8 ± 4.8
11.32 78.6 ± 4.8
11.39 75.5 ± 4.6
11.46 77.7 ± 4.8
11.53 65.9 ± 4.1
11.61 63.3 ± 4.0
11.68 70.9 ± 4.4
11.75 70.6 ± 4.4
11.83 73.8 ± 4.6
11.90 90.5 ± 5.4
11.98 107.3 ± 6.3
12.05 111.1 ± 6.5
12.13 118.6 ± 6.9
12.21 108.4 ± 6.3
12.29 106.5 ± 6.2
12.37 94.7 ± 5.7
12.45 100.0 ± 5.9
12.53 90.1 ± 5.4
12.61 93.6 ± 5.6
12.69 86.8 ± 5.3
12.78 83.2 ± 5.1
12.86 86.4 ± 5.2
12.94 72.9 ± 4.6
13.03 68.2 ± 4.3
13.12 65.1 ± 4.2
13.20 61.9 ± 4.0
13.29 64.7 ± 4.1
13.38 62.6 ± 4.0
13.47 59.5 ± 3.9
13.56 61.2 ± 4.0
13.66 68.7 ± 4.4
13.75 60.3 ± 3.9
13.84 57.6 ± 3.8
13.94 60.5 ± 3.9
14.03 62.1 ± 4.3
14.13 64.3 ± 4.0
14.23 68.0 ± 4.3
14.33 75.1 ± 4.7
14.43 76.7 ± 4.8
14.53 72.4 ± 4.6
14.63 74.5 ± 4.7
14.74 77.0 ± 4.8
14.84 72.4 ± 4.6
14.95 69.1 ± 4.4
15.05 67.2 ± 4.3
15.16 64.2 ± 4.1
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TABLE III. (Continued.)

En σ (mb)

15.27 69.7 ± 4.4
15.38 59.2 ± 3.9
15.49 59.9 ± 3.9
15.60 51.4 ± 3.5
15.72 52.0 ± 3.5
15.83 48.2 ± 3.3
15.95 48.9 ± 3.4
16.07 48.3 ± 3.3
16.19 50.1 ± 3.4
16.31 60.2 ± 3.9
16.43 52.4 ± 3.5
16.55 60.3 ± 3.9
16.68 50.8 ± 3.5
16.80 54.1 ± 3.6
16.93 56.3 ± 3.7
17.06 52.2 ± 3.5
17.19 45.1 ± 3.2
17.32 45.8 ± 3.2
17.45 41.9 ± 3.0
17.59 39.1 ± 2.8
17.73 34.1 ± 2.6
17.86 29.5 ± 2.3
18.00 25.9 ± 2.1
18.15 25.7 ± 2.1
18.29 23.5 ± 2.0
18.43 20.7 ± 1.8
18.58 22.4 ± 1.9
18.73 26.2 ± 2.1
18.88 20.3 ± 1.8
19.03 20.7 ± 1.8
19.19 25.9 ± 2.1
19.34 28.7 ± 2.3
19.50 27.5 ± 2.2
19.66 32.2 ± 2.5
19.82 33.0 ± 2.5
19.98 33.2 ± 2.5
20.15 30.2 ± 2.3
20.32 29.7 ± 2.3
20.49 27.0 ± 2.2
20.66 27.0 ± 2.2
20.83 25.2 ± 2.1
21.01 22.7 ± 1.9
21.19 25.2 ± 2.1
21.37 24.1 ± 2.0
21.56 20.9 ± 1.8

lations, thus constraining the expected (n, p1) contribution to
the summed (p1 + d0) yield.

D. 13C(n, α0 ) 10Begs

Finally, the 13C(n, α0) reaction could be measured up to
approximately 11 MeV and the measured cross sections, once
again normalized to 12C(n, α0) as described in Sec. V A, are
shown in Fig. 13 and Table V. An isotopic abundance of
1.07% is adopted for determining the number of 13C atoms
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FIG. 11. The ratio of 12C(n, p0) to 12C(n, α0) from this paper is
shown in the panel (b) and is in excellent agreement with the results
of Refs. [35,36], also taken with a diamond detector. In panel (c), the
ratio of the summed d0 + p1 reaction channels relative to α0 is shown
in comparison with the results of Refs. [35,36]. The overall trend is
consistent with their work although the scale is slightly inconsistent.
Finally, the relative efficiency for detecting the full energy of the
different reaction channels is shown in panel (a).

relative to 12C. Here, the scale of the evaluated 13C(n, α0)
partial cross section from ENDF/B-VIII.0 is in relatively
good agreement with the data up to about 9 MeV, but sig-
nificantly overestimates the data at higher energies. The trend
established by the current experimental data above 10 MeV
appears to be in good agreement with the previous data taken
at 14 and 17 MeV [24,25]. The previous data [24] taken with
a diamond detector at these energies made use of pulse shape
analysis to reduce the backgrounds that in the current analysis
prohibit us from extracting a cross section at these energies.
By looking back at the comparison with simulations in Fig. 4,
had the partial cross section been as large as predicted by the
evaluation, the signal to background ratio likely would have
been good enough to measure some yield. In addition, the
results that we present are in good agreement with the general
upper limits that are presented in the work of Resler et al. [47]
where the limits are based on what is leftover from the total
neutron cross sections after subtracting contributions from
elastic scattering and (n,2n). At these lower energies, the cross
sections reported by Pillon et. al are much larger than our data
and the upper limits established by Resler. Along with the data
taken at the 90 L flight path at a distance of 7.618 m, results
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FIG. 12. Partial cross sections, derived from the ratios from
Fig. 11, for the (n,p0) and (n, d0 + p1) reaction channels are shown
in the top and bottom panels, respectively. In addition, the results
are compared with statistical Hauser-Feshbach calculations using the
CoH [45] and TALYS [46] with all default parameters.

from a separate experiment with the diamond detector located
on the 15 R flight path of WNR at a distance of 14.371 m is
also shown in Fig 13. Data was recorded for a longer period of
time so the statistical uncertainties are improved. The results
from this additional study are consistent with the 90 L results
for 12C(n, α0), however, the data was recorded with higher

TABLE IV. Partial cross sections for 12C(n, p0) and
12C(n, p1+d0), measured relative to the 12C(n, α0) 9Be reaction
channel.

En (n, d0+p1) σ (mb) (n, p0) σ (mb)

16.25 27.7 ± 4.0 15.1 ± 2.0
16.75 39.8 ± 3.6 13.4 ± 1.7
17.25 47.7 ± 3.8 13.7 ± 1.8
17.75 53.9 ± 5.0 16.7 ± 2.4
18.25 43.8 ± 6.0 14.3 ± 3.7
18.75 65.5 ± 5.6 12.9 ± 1.4
19.25 34.6 ± 4.3 14.0 ± 1.5
19.75 26.4 ± 3.2 10.9 ± 1.8
20.25 38.3 ± 5.8 9.3 ± 1.4
20.75 52.4 ± 5.7 5.9 ± 1.4
21.25 40.6 ± 5.5 6.8 ± 1.4
21.75 39.8 ± 6.0 5.5 ± 1.4
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FIG. 13. The results for the 13C(n, α0) partial cross section from
this paper (blue and black) are shown in comparison to experimental
results from Refs. [25] and [24]. The trend of the experimental
data from this work towards the data points at high energy show
a consistent trend. The partial cross section from ENDF shows
good agreement with the overall scale of the data below 10 MeV,
however, it significantly overestimates the cross section at higher
energies.

thresholds that would have precluded a complete discussion
on the elastic and inelastic channels as discussed in Sec. IV.
As a result, we have limited this current work to primarily
focus on the 90 L data set.

In order to improve theoretical representations of the
current data, the resonance analysis was performed using a R-
matrix code, AZURE [48] with Brune parametrizations [49].
Energy relevant inelastic scattering data sets [47,50] were
included during the simultaneous fit to constrain R-matrix pa-
rameters at this high-excitation energy in 14C (Ex = 14 − 20
MeV). In Fig. 14, the (n,α0) channel is shown in the panel
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FIG. 14. The results for the 13C(n, α0) partial cross section from
this paper are shown in comparison to R-matrix fits together with
13C(n, n′) reactions at the relevant neutron energy range. The inelas-
tic scattering data is from Resler et al. [47]. The vertical axis is shown
in the fixed scale for all panels.
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TABLE V. Reaction cross sections for 13C(n, α0 ) 10Be measured
relative to the 12C(n, α0 ) 9Be reaction channel, normalized to past
experimental data around 14.1 MeV.

En σ (mb)

6.72 17.4 ± 2.4
6.79 17.8 ± 2.5
6.86 18.3 ± 2.5
6.93 32.6 ± 4.0
7.00 39.0 ± 4.7
7.07 45.5 ± 5.3
7.14 47.2 ± 5.5
7.22 32.2 ± 4.0
7.29 29.5 ± 3.7
7.37 33.4 ± 4.1
7.45 30.4 ± 3.8
7.53 28.0 ± 3.6
7.61 30.5 ± 3.8
7.69 30.7 ± 3.8
7.78 53.7 ± 6.2
7.86 69.1 ± 7.7
7.95 94.2 ± 10.3
8.03 114.9 ± 12.3
8.12 130.3 ± 13.9
8.21 132.5 ± 14.1
8.30 140.4 ± 14.9
8.40 142.4 ± 15.1
8.49 137.6 ± 14.6
8.59 120.9 ± 12.9
8.69 88.1 ± 9.7
8.79 77.1 ± 8.6
8.89 59.1 ± 6.8
8.99 47.8 ± 5.6
9.10 42.7 ± 5.1
9.21 43.8 ± 5.2
9.32 37.9 ± 4.6
9.43 34.0 ± 4.2
9.54 35.4 ± 4.4
9.66 37.1 ± 4.5
9.77 38.6 ± 4.7
9.89 33.0 ± 4.1
10.01 15.9 ± 2.4
10.14 15.5 ± 2.3
10.27 12.5 ± 2.0
10.39 17.7 ± 2.6
10.53 18.1 ± 2.6
10.66 13.7 ± 2.1
10.80 7.6 ± 1.4
10.93 9.8 ± 1.7
11.08 11.0 ± 1.9
11.22 12.3 ± 2.0

(a), and the inelastic scattering channels of the excited states
in 13C, Ex = 3.09, 3.68, and 3.85 MeV, are shown in panels
(b)–(d), respectively. Because the current data was obtained
as angle-integrated measurements and the level information
at this high excitation energy is quite limited, the R-matrix
analysis was fitted to total (n,α0) and (n, n′) cross sections.
Overall fit confidence resulted in a reduced chi-squared per

degree of freedom of less than 1 for each of the individual
channels. R-matrix fit results confirmed the resonance struc-
tures shown in the (n, α0) channel are prominently populated
in (n, n′) channels as well. A full R-matrix analysis combining
with low-energy elastic scattering data in differential cross
sections would provide a consistent R-matrix parameter set,
however this is beyond the scope of the current work. A recent
effort to characterize the 14C system with an R-matrix analy-
sis is presented in Ref. [51], which is based on the neutron
scattering data [47,50] and the inverse (α, n0) cross-section
data from the thesis work of Guillemette [52]. The present
13C(n, α0) data is found to be in good agreement with the
scale and trend of the angle-integrated (α, n0) cross-section
data from that work and will provide a complementary data
set when correlating the (α, n0) differential data with the total
neutron cross-section data.

VI. CONCLUSIONS AND OUTLOOK

We report new relative cross sections for the 12C(n, α0)
reaction that ties together past experimental data, all the way
from threshold up to 20 MeV, with high resolution. For the
purposes of using a diamond detector as a neutron spectrome-
ter, monitoring neutrons via (n, α0), this information is crucial
for establishing this reaction as a standard at these energies.
In addition, the elastic scattering data on carbon is considered
a standard only up to approximately 1.8 MeV. It is clear that
the use of elementally pure diamond detectors that are simul-
taneously sensitive to multiple reaction channels will continue
to serve as an excellent tool for validating evaluations of
the 12,13C + n system. Specifically, by applying a forward
propagation method to compare the experimental data with
simulations, which take data evaluations as inputs, can be
used to infer the necessary modifications to the correspond-
ing evaluations. Relative cross sections for 12C(n, p0), 12C(n,

d0 + p1) and 13C(n, α0) reaction channels are also reported
that are in good agreement with previous diamond detector
data while also extending the measurements to new energies.
Due to the growing interest in the use of diamond detectors as
neutron spectrometers, it is clear that ENDF/B-VIII.0 should
be modified at energies beyond the previous R-matrix anal-
ysis, above 6 MeV, to better reproduce the new experimental
data. However, any modifications should also be benchmarked
against other applications such as detector response functions
from organic scintillators.
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