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We present systematic measurements of azimuthal anisotropy for strange and multistrange hadrons (K°, A,
&, and 2) and ¢ mesons at midrapidity (]y| < 1.0) in collisions of U + U nuclei at ,/syy = 193 GeV, recorded
by the STAR detector at the Relativistic Heavy Ion Collider. Transverse momentum (pr) dependence of flow
coefficients (v, vs, and vy) is presented for minimum bias collisions and three different centrality intervals.
Number of constituent quark scaling of the measured flow coefficients in U + U collisions is discussed. We
also present the ratio of v, scaled by the participant eccentricity (¢,{2}) to explore system size dependence and
collectivity in U + U collisions. The magnitude of v,/¢; is found to be smaller in U + U collisions than that in
central Au + Au collisions contradicting naive eccentricity scaling. Furthermore, the ratios between various flow

472

harmonics (v3/ vg/ v/ v,’") are studied and compared with hydrodynamic and transport model calculations.

DOI: 10.1103/PhysRevC.103.064907

I. INTRODUCTION

Under extreme conditions of high temperature and en-
ergy densities, quantum chromodynamics (QCD) hadronic
matter undergoes a phase transition into a state of mat-
ter consisting of deconfined quarks and gluons, known as
the quark-gluon plasma (QGP) [1-3]. Experiments at the
Relativistic Heavy-Ion Collider (RHIC) and Large Hadron
Collider (LHC) facilities are designed to study the properties
of such a deconfined state of partonic matter created in rela-
tivistic heavy-ion collisions.

The measurements of particle production in momentum
space relative to the reaction plane at RHIC [4-7] and LHC
[8-10] have demonstrated collective behavior of the par-
tonic matter produced in relativistic heavy-ion collisions.
Anisotropies in particle production relative to the reaction
plane arise from the azimuthal asymmetry of the initial
overlap region in heavy-ion collisions with nonzero impact
parameter [11-13] and fluctuations of nucleon positions in
heavy-ion collisions [14—16]. The initial spatial anisotropies
are transformed into momentum space anisotropies through
the interactions among quarks and gluons in the early stages
prior to hadronization, and among produced hadrons at
the later stages. The resulting final state momentum-space
anisotropy, also referred to as anisotropic flow, can be mea-
sured using the Fourier expansion of azimuthal angle (¢)
dependence of produced particles [17,18] according to the
equation

d3N 2N {
E e

oo
— = 142 - ,
dp® ~ 2mprdprdy +2) " vycos [n(p — Wp)] }

n=1

ey
where E, p, pr, ¢, and y are the energy, total momentum,
transverse momentum, azimuthal angle, and rapidity of the
emitted particles, respectively, and Wgp is the azimuthal angle
of the nth-order flow symmetry plane (FP). For n = 1, 2 the
FP is related to the reaction plane (RP) through symmetry.
The Wgp is defined as the plane formed by the beam axis
and impact parameter vector between the centers of the two
colliding nuclei. The nth-order Fourier coefficients are defined

as v, = (cos[n(p — Wgp)]), where the angular brackets denote
averaging over all particles in all events.

The second-order Fourier coefficient, v,, known as elliptic
flow, has played a crucial role in determining that the QGP
formed at RHIC has a small shear viscosity to entropy density
ratio (n/s) close to the quantum limit for a strongly coupled
quantum fluid [19]. Elliptic flow, due to its self-quenching
nature, is particularly sensitive to the properties of the medium
in the initial stages of heavy-ion collisions [20-22]. However,
hadronic rescattering in later stages of the system evolu-
tion may reduce the sensitivity of v, to the early stages
[23,24]. The ¢-meson and multistrange hadrons (E and €2)
are expected to have small hadronic interaction cross sections
compared to nonstrange hadrons [25,26]. Systematic study
of the transverse momentum spectra of these multistrange
hadrons also indicates that their freeze-out temperatures are
close to the QGP phase transition temperature 7, predicted by
lattice QCD calculations [7,27-29]. Therefore, the observed
anisotropic flow of multistrange hadrons primarily reflects the
flow from the partonic stage in heavy-ion collisions [30,31].

The third- and fourth-order Fourier coefficients are termed
triangular flow v3 and quadrangular flow v,, respectively.
The third harmonic (v3;) was assumed to be zero due to the
symmetry in the initial overlap geometry in early days until it
was realized that initial geometry fluctuations could break this
symmetry and generate a finite v3 [32-34]. As a consequence,
there are nonzero odd harmonics present in the initial state of
the colliding system [35]. Because v3 originates from these
fluctuations, its direction is not correlated with the RP of the
event [32,36,37]. The fourth harmonic (vy4) is originated both
by these same fluctuations and by the nonlinear hydrodynamic
response of the medium [38,39].

It has been suggested in Refs. [33,40] that transverse
momentum dependence of the higher-order flow coefficients
(n > 3) is a more sensitive probe for 7n/s, the initial state
geometry, and fluctuations than the elliptic flow. Different
flow harmonics depend differently on the shear viscosity of
the system (7/s) and the details of the initial conditions which
are determined by the dynamics and fluctuations in the col-
liding system. In Ref. [41] the authors used a framework
of event-by-event (3 + 1)-dimensional viscous relativistic
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hydrodynamics. Their results suggest that the flow harmonics
v, strongly depend on the value of n/s. Figure 8 of Ref. [41]
shows that higher-order harmonics (n > 3) are suppressed
more than the v, when calculations include finite 1/s com-
pared to ideal hydrodynamics with /s = 0. Higher harmonics
are substantially more affected by the shear viscosity than
vy and hence are a much more sensitive probe of n/s. This
behavior is expected because diffusive processes smear out
finer structures corresponding to higher n more efficiently
than larger scale structures [42]. Hence, studies of both the
elliptic flow and higher-order flow coefficients are important
to constrain the initial conditions and for the understanding of
the medium created in heavy-ion collisions.

Additionally, stronger constraints on transport and hydro-
dynamic model calculations can be achieved by studying the
azimuthal anisotropy of identified particles as a function of
transverse momentum and collision centrality. Experimental
results on the py dependence of v, of identified hadrons
have provided valuable insights for the medium produced in
Au + Au collisions at RHIC [22,30,31,43]. A hadron-mass
dependence of v,(pr) is observed for identified hadrons in
the low-pr region, pr < 2 GeV/c, which is understood to
result from hydrodynamic expansion of the medium. For the
intermediate-py region, 2 < pr < 4 GeV/c, the values of
vy (pr) for identified hadrons show a baryon-meson splitting,
i.e., vy of baryons is larger than that of mesons. This ob-
servation can be explained via quark coalescence models in
which partons develop flow during the partonic evolution and
the hadron flow is the sum of collective flows of constituent
partons. This particle formation mechanism leads to the ob-
served number of constituent quark (NCQ) scaling of v, (pr)
at RHIC. The higher-order flow coefficients also exhibit sim-
ilar dependence on particle mass and particle-type up to the
intermediate pr region [44].

Initial conditions in heavy-ion collisions determine various
measured properties of the QGP medium and so must serve
as input to fluid-dynamical calculations. Observation of large
elliptic flow and jet quenching (strong suppression of high-
pr particle production) indicates that the system produced
in central Au+ Au collisions at top RHIC energies has a
dynamical behavior of an almost ideal fluid [4-7]. However,
experimental measurements are limited due to uncertainties
in the initial conditions of the produced medium in heavy-
ion collisions [16]. One way to control or vary these initial
conditions is to perform collisions of uranium nuclei which
have a deformed shape. Uranium nuclei have a prolate shape
[45], hence there are collision configurations (called, e.g.,
body-body collisions) in which the initial overlap region is not
spherical even in central collisions. Furthermore, depending
on the angles of the two colliding uranium nuclei relative to
the reaction plane, several other collision configurations of
U + U collisions are possible [46—48]. Studying these differ-
ent collision configurations will provide a reference for the
initial conditions in models [49-51]. In particular, it has been
shown that the energy density could be increased even further
in U+ U collisions compared to Au + Au collisions to test
ideal hydrodynamic behavior of the elliptic flow [46].

In this paper, we present the results on flow coefficients v,
(n=2,3,and 4) of K?, ¢, A, B, and 2 at midrapidity (|y| <

1.0) in U + U collisions at ,/syy = 193 GeV, as measured
with the STAR detector at RHIC. The flow coefficients are
studied as a function of py for minimum bias (0-80% colli-
sion centrality) and three different centrality classes (0-10%,
10-40%, and 40-80%) in U + U collisions. The results are
compared with published results from Au + Au collisions at
A/Svnv = 200 GeV. NCQ scaling properties of v, coefficients
with the transverse kinetic energy are reported. We investigate
system size dependence and collectivity in U + U collisions
through eccentricity-scaled v, coefficients. The ratios between
various flow harmonics (v3/ vg/ 2, v4/ vg/ 2) are sensitive to the
properties of the medium and mechanism of hadronization.
We studied these ratios as a function of pr for KSO, ¢, A, B,
and © in U + U collisions. The measured flow coefficients
are compared with the hydrodynamic and transport model
calculations.

This paper is organized as follows. We discuss the STAR
detector system, event and centrality selection, track selec-
tion, and particle identification technique in Secs. Il A-II E of
Sec. II. Methods for reconstruction of Kf, ¢, A, E, and Q
are discussed in Secs. ITF and II G. Analysis methods for the
calculation of flow coefficients are presented in Sec. Il H. The
systematic uncertainties associated with the v, measurements
are discussed in Sec. III. The results of v, measurements for
KSO, ¢, A, B, and Q2 are presented in Sec. IV. We discuss pr
and centrality dependence of v, coefficients, NCQ scaling,
participant eccentricity scaling, ratios of v, coefficients and
comparison to model calculations in Secs. IV A-IV G. Finally,
we give a summary in Sec. V of the results reported in this

paper.

II. EXPERIMENTAL SETUP AND ANALYSIS

A. STAR Detector System

The solenoidal tracker at RHIC (STAR) [52,53] is designed
to measure a large number of charged particles produced
over a large solid angle in central nucleus-nucleus collisions.
Its major scientific goal is to study QCD under extremely
high temperature and large energy densities. Its main fea-
tures include high precision tracking, momentum analysis and
identification of charged particles produced at midrapidity. A
complete overview of the STAR detector and its subsystems
can be found in Ref. [54].

The data used in this analysis are based on the minimum-
bias trigger using the vertex position detectors (VPDs) [55]
and zero degree calorimeters (ZDCs) [56]. The two VPD
detectors, located at 4.24 < |n| < 5.1 are used to define a
minimum-bias trigger, which requires a coincidence between
the east and west VPD [57]. The VPD also provides the start
time of the collision and the position of the collision vertex
along the beam direction. In addition to the VPDs, a pair of
ZDC detectors is used to select minimum-bias triggered data
[57]. The ZDCs are hadronic calorimeter detectors situated
on both ends of the STAR detector system at a distance of
18 m from the center. These are placed very close to the beam
pipe at zero degree angles (8 < 2 mrad) to measure energy
deposited by the spectator neutrons in a collision.

The main tracking device of the STAR experiment is a
time-projection chamber (TPC) [58]. It is a gas detector filled
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with a P10 gas (90% Ar and 10% CHy). The P10 gas is regu-
lated at a pressure of 2 mbar above atmospheric pressure. The
TPC has full azimuthal (27) coverage and a uniform pseu-
dorapidity range of || < 1 in a homogeneous magnetic field
of 0.5 T along the beam direction (z axis). The TPC detector
provides a momentum measurement for each charged-particle
track as well as particle-identification through ionization en-
ergy loss ((dE/dx)) in the gas volume. It can identify and
separate pion and kaon tracks up to pr =~ 0.8 GeV/c, and
protons up to pr ~ 1.0 GeV/c. In addition to the TPC, a
time-of-flight (TOF) [55,59,60] detector is placed around the
outer radius of the TPC and is used to identify particles
of higher momentum. It consists of multigap resistive plate
chambers (MRPC) and covers a pseudorapidity range of 5| <
0.9 with full azimuthal acceptance. The timing resolution of
the TOF system with the start time from the VPD is ~80 ps.
In this analysis, both the TPC and TOF detectors are used for
identification of charged particles.

B. Event and centrality selection

The results presented are obtained from U + U collision
data at a center-of-mass energy ./syy = 193 GeV collected
by the STAR detector at RHIC in the year 2012. The nominal
collision point is the location in the laboratory frame where
two nuclei collide. For each collision, this is determined by
finding the best common point from where tracks originate.
A software cut on the position of primary vertex along the
beam direction (V;) requires it to be within £30 cm from the
center of the TPC detector to ensure uniform coverage and
acceptance. An additional cut on the difference between the
V. positions determined by the charged tracks and VPD (|V, —
Veypal < 3 cm) is applied to reject pile-up events, i.e., events
in which extra collisions are recorded by the TPC that are not
associated with the triggered event. The radial vertex position
in the plane transverse to the beam direction is defined as V, =

VZ+ V2 Acutof V, <2cmis used to remove background

from beam and beam-pipe interactions.

The collision centralities of events are classified according
to fractions of the total inelastic cross section. The 0-10%
centrality interval corresponds to the most central collisions
(i.e., events with a small impact parameter), while the 70-80%
interval represents peripheral collisions (i.e., events with a
large impact parameter). The centrality definition is based
on the measured charged particle multiplicity from the TPC
within pseudorapidity |n| < 0.5, uncorrected for detection
efficiencies, whose distance of closest approach to the primary
vertex (DCA) is <3 cm and number of fit points >15 of a
maximum of 45 pad rows for tracking in the TPC. This mul-
tiplicity is known as the reference multiplicity. The measured
reference multiplicity distribution is compared with a Monte
Carlo Glauber model [61] to extract the centrality of an event
as in Ref. [62]. We present results only with the fraction up
to 80% due to severe trigger inefficiencies beyond the 80%
cutoff.

After applying the event and centrality selection, a total of
~270 x 10° good minimum-bias events are analyzed for the
results presented in this paper.

TABLE I. Root-mean-squared participant eccentricities for var-
ious centrality intervals in U+U collisions at /syy = 193 GeV.
The errors represent statistical and systematic uncertainties added in
quadrature.

Harmonics 0-10% 10-40% 40-80%

£{2} 0.1725+0.005 0.32374+0.019 0.5668 £ 0.026
£3{2} 0.1171£0.003  0.20944+0.010  0.4002£0.019
e4{2} 0.1432+0.004 0.26444+0.015 0.5131£0.022

C. Eccentricity from Glauber MC model
The nth-order participant eccentricity (g,) is given by [33],

7 cos(ngpn))? + (7 sin(agiun))?
&n = ) 2
(rm)

where r and ¢y, represent the positions of participating nu-
cleons in the polar coordinate system shifted to the center
of mass of the participating nucleons, and » is the order of
eccentricity. The angular bracket () denotes an average over
the participant nucleons in each event. The root-mean-square
participant eccentricity is defined as &,{2} = \/({e2)). The
double angular bracket ({)) denotes an average over the event
ensemble. The values of ¢,{2} for different centrality intervals
in U + U collisions at /syy = 193 GeV, calculated using the
MC Glauber model as in Refs. [63,64], are shown in Table 1.
The centrality selection in the MC Glauber model is based
on charged particle multiplicity calculated using the two-
component model with the number of participants (Npa) and
number of binary nucleon-nucleon collisions (No). Defor-
mation of the U nuclei has been taken into account in the MC
Glauber model while calculating the participant eccentricities.
We will represent ¢,{2} with the symbol ¢, throughout the

paper.

D. Track selection

Charged particle tracks from the TPC within |n| < 1.0 are
used to reconstruct strange and multistrange hadrons (KSO, é,
A, B, and 2). Standard track selection criteria as used in the
previous published STAR papers are applied to ensure good
quality of the analyzed tracks [20,29-31]. Primary charged
particle tracks [7*, K*, and p(p)] are required to have a
number of TPC fit points (nHitsFit) of at least 15 (there are
45 radial pad rows in the TPC). In addition, the number of
TPC fit points compared to the number of pad rows traversed
by that track (nHitsPoss) should satisfy nHitsFit/nHitsPoss >
0.52 to avoid over counting due to tracks that are artificially
split into two by the tracking algorithm. Furthermore, for the
¢-meson analysis the distance of closest approach (DCA) of
tracks from the reconstructed primary vertex is required to be
less than 3 cm to reduce the contamination of secondary tracks
from weak decays. The analysis of strange and multistrange
hadrons is done within midrapidity |y| < 1. Basic track selec-
tion criteria for the tracks used in the reconstruction of K SO, ¢,
A, E, and Q in U 4+ U collisions are given in Table II. Var-
ious topological selection criteria used for the reconstruction
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TABLE II. Track selection criteria in U+U collisions at /syy =
193 GeV.

TABLE IV. Topological selection criteria for E(Z) and () in
U+U collisions at ,/syy = 193 GeV.

Cut Value
Il <1.0
Iyl <1.0
nHitsFit > 15
nHitsFit/nHitsPoss > 0.52

of strange and multistrange hadrons are listed in Tables III
and IV.

E. Particle identification

Identification of charged particles is carried out using the
STAR TPC and TOF detectors. Identification of 7%, K*, and
p(p) are done by measuring the specific ionization energy loss
((dE /dx)) in the TPC.

Figure 1(a) shows the (dE/dx) of charged particles as a
function of momentum. Different bands correspond to the
measured (dE /dx) of different particle species. The dashed
curves represent theoretical values predicted by the Bichsel
function [65]. A normalized (dE /dx), denoted as no, is used
for the identification of w*, K*, and p(p). It is defined as

U 1o {HE/d¥ measurea

no; = — lo

Ri <dE/dx>]_3iChsel ’ (3)

where (dE /d)c)?mhSel is the expected (dE /dx) calculated us-
ing the Bichsel function and R; is the (dE /dx) resolution of
the TPC for the ith particle species at a given momentum.
As demonstrated in Fig. 1(a), the TPC detector can identify
pions and kaons up to momentum of 0.8 GeV/c and protons
up to 1.0 GeV/c. At higher momentum the bands for the
different particles merge together. Time-of-flight information
of tracks from the TOF detector is therefore used to identify
particles at higher momentum ranges. The time of flight (7) is
the time taken by a particle to traverse the distance (L) from
the primary vertex to the TOF detector. Velocity (8 = L/ct)
is calculated using the time-of-flight and track length infor-
mation. The squared mass (m?) of the particle is calculated
from the velocity (8) and the corresponding momentum infor-
mation from the TPC using the relation m> = p?(1/8% — 1).
Figure 1(b) shows the mass squared (m?) as a function of
momentum. The dashed lines are the m? values for pions,
kaons, and protons from PDG [66].

TABLE III. V topology selection criteria for K? and A(A) in
U+U collisions at ./syy = 193 GeV.

K° AR)
pr (GeV/c) <20 220 <20 220
DCA of V° to primary vertex (cm) <0.7 <0.8 <0.7 <0.7
DCA between V? daughters (cm)  <0.7 <0.8 <0.7 <07
DCA of 7 to primary vertex (cm) >1.5 =035 >1.0 >1.0
DCA of p to primary vertex (cm) - >0.5 >0.25
V9 decay length (cm) >45 2>7.0 >45 245

Cut 1) Q

DCA of E/2 to primary vertex <0.5cm <04 cm
DCA between A and bachelor 7 /K <0.8 cm <0.7 cm
DCA of bachelor 7 /K to primary vertex >2.0cm >1.0cm
DCA of A to primary vertex >0.7 cm >0.4 cm
DCA between A daughters <0.8 cm <0.7 cm
DCA of A daughter 7 to primary vertex >2.0cm >2.0cm
DCA of A daughter p to primary vertex >0.6 cm >0.6 cm
Decay length of E/$2 >4.0 cm >3.0cm
Decay length of A >25.0 cm >5.0cm
Mass width of A <6 MeV <6 MeV

F. Reconstruction of particles

The particles, K°, ¢, A(A), E(E), and Q(Q), have
short lifetimes. We reconstruct these particles through their
hadronic decay channels using the invariant mass technique.
Various kinematic and topological cuts are applied to reduce
the combinatorial background. The decay channels used in

<dE/dx> (keV/cm)
o

—_
o

o
3

mass? [(GeV/c?)?]

S | . 1
0.20.3 1 2 314
momentum (GeV/c)

FIG. 1. (a) The (dE/dx) distribution of charged particles from
the TPC as a function of momentum within |n| < 1.0 for U+ U
collisions at ,/syy = 193 GeV. The curves represent the expected
mean value of (dE /dx) calculated using the Bichsel function for the
corresponding particle. (b) Mass squared as a function of momentum
from TOF in U + U collisions at ,/syy = 193 GeV. The dashed lines
represent the mass squared values from the PDG for the correspond-
ing particle.
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this analysis with corresponding branching ratios are [66]:

K —> 7t + 77 (69.2%)

¢ — Kt + K~ (49.2%)

AN = p+a=(p+7") (63.9%)
E(EY) > A4+7 (A +7)(99.887%)
Q(QY) > A+K (A+K') (67.8%)

The charged decay daughter tracks are identified via their
ionization energy loss in the STAR TPC and the time of flight
obtained from the TOF detector as discussed in Sec. IIE.

1. ¢-meson reconstruction

The ¢ mesons are reconstructed using the invariant mass
technique through their hadronic decay channel. The ¢-meson
decays via the strong interaction and so has a lifetime short
enough that its decay position is indistinguishable from the
primary vertex. Therefore, its two daughter kaons also appear
to originate from the primary vertex. For this reason, primary
tracks which have DCA to the primary vertex less than 3 cm,
are used to reconstruct the ¢ mesons. Daughter kaon tracks
are identified using both the TPC and TOF detectors. A
criterion of |nok| < 2.0 is used to select kaons for ¢-meson
reconstruction. In order to improve the particle identification
at higher momentum, m? information from the TOF detector
is used if the TOF response is available. Photon conversion
electrons/positrons contaminate the ¢-meson candidates if
they are misidentified as kaons, and contribute significantly to
the residual background in the invariant mass distribution of
kaon pairs (mg+x-). This contribution is removed by applying
a selection criteria on the dip angle §, which is defined as

5 — cos-! [Plpz—ﬂ’wz} @

Pi1p2

where py, p2, pri, pra2, Pz1, P2 are total, transverse, and
longitudinal momenta of the two candidate tracks. The §
was required to be greater than 0.04 radians in this analysis
[67,68]. The yield of ¢-meson candidates is obtained as a
function of invariant mass mg+g- for various pr intervals
using all possible K* pairs in an event.

2. Ks0 and A(A ) reconstruction

K? and A(A) are reconstructed using the neutral V° topo-
logical reconstruction technique. The K and A(A) decay, via
the weak interaction, into two oppositely charged daughter
particles at a secondary vertex, a small distance away from
the primary vertex (PV). The two daughter particles form a V
shaped decay topology, hence K and A(A) are called VY.
Reconstruction of K? and A(A) is done by identifying the
secondary vertices employing various V° topological selec-
tion criteria. The decay daughter tracks are identified using
the TPC and TOF detectors in the same way as described
in Sec. IIE. A criterion of |no; ,| < 3.0 is used to select
daughter pions and protons. In addition, a selection criterion
on mass squared (m?) is used whenever the matched track
TOF information is available to identify pions and protons.
After applying basic selection criteria for daughter tracks as
given in Table 11, V° topology cuts are used to reconstruct K°

and A(A). A list of V° topological selection criteria are given
in Table III. These selection criteria are the same as used in
Ref. [69].

3. E(&) and () reconstruction

The multistrange hadrons Z(E) and Q(Q) decay into a
charged particle (7 or K) and a neutral V° particle [A(A)].
These multistrange hadrons are reconstructed via decay topol-
ogy as described in the previous subsection. The decay
daughter tracks are identified in the TPC and TOF detec-
tors. The process of reconstruction of multistrange hadrons
involves finding of two secondary decay vertices. The re-
construction is done in two steps. First, a decay vertex of a
neutral VO candidate is found using decay kinematics. The
next step is to find a matching charged pion or kaon for
this candidate. Various geometric, kinematic, and topological
cuts are applied to reduce the combinatorial background. The
topological selection criteria for E and €2 reconstruction are
listed in Table IV. These selection criteria are optimized for E
and €2 reconstruction and are taken from the published STAR
paper [43].

G. Combinatorial background estimation

Figure 2 shows the invariant mass distributions after var-
ious selection cuts for (a) K2, (b) ¢, (¢) A+ A, (d) E+ E,
and (e) Q + Q for a given p7 range in minimum bias U + U
collisions at \/syy = 193 GeV. The measured invariant mass
distributions contain both signal (S) and background (B). A
clear signal peak above the combinatorial background is seen
around the rest mass of the particle. The random combina-
torial background is best estimated using the mixed event
technique for the ¢ meson, the like-sign technique for K?
and A(A), and a rotational technique for (&) and Q(2) as
described in Refs. [30,67,70].

1. Mixed event background

The combinatorial background for the ¢ meson from
uncorrelated particles is estimated using the mixed-event tech-
nique [67,68]. There are no correlations between the charged
kaon tracks from different events. By mixing kaons from sim-
ilar kinds of events from the same centrality class, the mixed
event technique reproduces the shape of the background dis-
tribution well. Events are divided into 9 bins of centrality
(from 0-5%, 5-10%, 10-20%, to 70-80%), 10 bins of 6 cm
in z vertex (V;) between +30 cm and 5 bins of 7 /5 each
in event-plane angle () between O to m, which makes a
total of 450 event classes. For each event class, kaons from
five different events are mixed to obtain the combinatorial
background. Event mixing results in a larger number of re-
constructed background candidates than the signal candidates
[67,68]. Therefore, the combinatorial background is normal-
ized to the candidate yields using an iterative method. At least
four iterations are performed to scale the background distribu-
tion. The normalized background is then subtracted from the
distribution of signal candidates and the resulting distribution
is fitted with a Breit-Wigner function plus a second-order
polynomial to obtain the yield of ¢ mesons.
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FIG. 2. Invariant mass distributions for (a) K, (b) ¢, (¢) A + A, and (d) E + & for 1.0 < pr < 1.2GeV/c, and (e) 2 + Q for 1.5 < pr <
2.0 GeV/c in minimum bias U + U collisions at \/syy = 193 GeV. The gray bands are the estimated combinatorial backgrounds from mixed
event technique for ¢, like sign technique for K? and A(A), and rotational technique for E(E) and Q(Q). Error bars represent the statistical

uncertainties.

2. Like-sign background

The combinatorial background for K° and A(A) is con-
structed using the like-sign technique [68]. In this technique,
the invariant mass distribution of same-sign particle pairs from
an event is obtained to reproduce the background shape. The
same-sign pairs are not correlated with K° or A(A) decays.
For K?, the like-sign background is constructed using (7 +
77) and (7w~ 4+ 7 ~) pairs. For A(A), the like-sign back-
ground is constructed using (p + 7 ") and (p + 7 ) pairs. The
like-sign invariant mass distributions obtained for the K are
normalized as follows:

Ny (1) = /Nyt (1) X Ng—r— (1), ®)

where N is the number of like-sign pairs at the center of
invariant mass bin m. The unlike-sign and the normalized
like-sign invariant mass distributions are shown in Fig. 2(a).
The normalized like-sign background is then subtracted from
the unlike-sign invariant mass distribution to get the K? signal
distribution. The resulting distribution is then used to obtain
the yield of K? using the bin counting method as described in
Refs. [70,71]. A similar like-sign technique is used to obtain
the yield of A(A).

3. Rotational background

For the E and €2, combinatorial background is constructed
using the rotational method. In this method, tracks from one
of the daughter type particles are rotated by 180° in the
transverse plane, and the resulting invariant mass distribution

is used to estimate the background. Therefore, this rotated
invariant mass distribution does not contain signal but re-
produces the shape of the combinatorial background. In this
analysis, the momentum vector of the decay daughter A is
rotated by 180°. The little residual bump at lower invariant
mass in Fig. 2(d) is due to a A decay mistakenly reconstructed
as E topology, where the A daughter proton is combined with
a random pion to form a fake A and the fake A forms a E
decay topology with the A-daughter pion. This fake E peak is
significantly below the true E mass and does not affect the &
signal extraction [30].

H. Flow analysis method

Flow coefficients v, are measured using the n subevent-
plane method [17,18]. In this method, the event-plane angle
(estimation of the reaction-plane angle) for each harmonic
is determined using the anisotropic flow of particles. The
nth-order event-plane angle (v,,) for each event is constructed
using charged particle tracks from the TPC within || < 1 as

L (S

Y =~ tan ( Qm>, 6)
M

Oncos(nyy) = Oue = Y _ wicos(ng), @)
l;l

Qusin(ny,) = Quy = Y w;sin(ngy), ®)

i=1
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FIG. 3. Event-plane resolution as a function of centrality for v,
Y3, and ¥y in U + U collisions at ,/syy = 193 GeV, compared with
Au + Au collisions at ,/syy = 200 GeV. The statistical uncertainties
are smaller than the markers.

where Q, are the event flow vectors, ¢; is the azimuthal angle
of the produced particle, w; is its weight and M is the total
number of particles in an event used for the flow vector cal-
culation. In order to minimize the effects of phenomena not
necessarily correlated with the event plane, called “nonflow
effects” (jets, for example), only particles with py <2 GeV/c
are used in the event-plane angle calculation. The weights w;
are set equal to pr up to 2 GeV/c to optimize the event-plane
resolution. The event-plane angle distribution for an ideal de-
tector acceptance should be isotropic in the laboratory frame.
The nonuniform azimuthal detection efficiency of the TPC de-
tector makes the reconstructed event-plane angle distribution
anisotropic. This detector acceptance bias is removed by ap-
plying three methods: ¢ weighting, recentering, and shifting.
The details of these procedures can be found in Ref. [18].

The resolution of the event-plane angle with respect to the
reaction plane is defined as [18]

R = (cos [n(¥n — Wrp)]). €))

The resolution cannot be directly calculated from this
equation because Wgp is unknown. Thus, the event-plane reso-
lution is estimated using the correlations between event planes
calculated from two subsets of tracks, called subevents A and
B. In this analysis, we use two independent subevents based
on the pseudorapidity regions —1.0 < n < —0.05 and 0.05
< n < 1.0, with a gap of An = 0.1 between the two subevents
to suppress nonflow effects. The event-plane resolution for
the subevents with the assumption of only flow correlations
between them is calculated by the equation [18]

(cos [n(y, — Wrp)]) = \/( cos [n(ya —vF)]). (10

The event-plane resolution depends strongly on the cen-
trality. In this analysis, event-plane resolutions are calculated
for nine different centrality classes. Figure 3 shows the 5
subevent-plane resolution as a function of centrality for v,
Y3, and Yy in U + U collisions at /syy = 193 GeV. The
resolutions for yr, are compared with those from Au+ Au

TABLE V. Average event-plane resolution for combined central-
ity classes in U4-U collisions at /syy = 193 GeV.

Particle Harmonic(v,,) 0-10% 10-40% 40-80%
¢ 2 0.544 0.685 0.468
¢ 3 0.336 0.304 0.151
¢ 4 0.174 0.147 0.078
K? 2 0.548 0.686 0.499
K? 3 0.336 0.307 0.167
K? 4 0.174 0.148 0.083
A 2 0.548 0.686 0.504
A 3 0.336 0.307 0.169
A 4 0.174 0.148 0.084
= 2 0.544 0.685 0.511
o 3 0.335 0.310 0.171
= 4 0.174 0.150 0.085
Q 2 0.541 0.684 0.520
Q 3 0.335 0.313 0.176
Q 4 0.174 0.151 0.087

collisions at ,/syy = 200 GeV. The shape of event-plane
resolution as a function of centrality in U+ U collisions is
similar to that of Au+ Au collisions. Resolution is higher
in U+ U collisions compared to Au + Au collisions likely
due to higher particle multiplicity and/or higher eccentricities
in U + U collisions. For combined centrality classes, i.e., 0—
10%, 10-40%, and 40-80%, an average resolution weighted
by the raw yield of particles is calculated. A summary of the
raw-yield weighted average resolution correction factors for
the combined centrality classes is shown in Table V.

The flow coefficients v, are measured with respect to the
estimated event-plane angle ¥, denoted by v°", as

n

Ve = (cos [n(p — ¥)]). (11)

The observed v°™ coefficients are corrected by dividing the

corresponding event-plane resolution. Then the final v, coef-
ficients are obtained as

vobs

- 12)

Jleos [n(w —v2)])

Short-lived hadrons Kf, ¢, A, B, and 2 cannot be iden-
tified in the same way as stable hadrons w, K, and p(p),
hence their v, coefficients cannot directly be measured using
Eq. 12. Therefore, for these particles, first the raw yield of
particle candidates is measured as a function of their invariant
mass, transverse momentum (p7) and azimuthal angle with
respect to the event-plane angle (¢ — ¥,,). Then the yield of
particles is obtained as a function of angle ¢-1, in various pr
intervals for each centrality class. The extraction of ¢-meson
yield is carried out by fitting the invariant mass distribution
with a Breit-Wigner function plus a second-order polynomial
function [67]. For weak-decay particles, K, A, E, and 2, the
raw-yield is extracted using a bin-counting method [70,71].
For KSO and A, the invariant mass region chosen for bin-
counting is 20 MeV around their rest mass values taken
from the PDG [66], which are 497.611 £ 0.013 MeV/c? and
1115.683 +0.006 MeV/c?, respectively. For E and €, the

v, =
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FIG. 4. Raw yield as a function of ¢ — i, for Kf, ¢, A, B, and Q at midrapidity (|y| < 1) in minimum bias U + U collisions at \/syy =
193 GeV. The solid blue line represents the fit to the data to extract v, for each py bin. Error bars represent the statistical uncertainties. Note

that in some cases errors are smaller than the markers.

default mass window for bin counting is =10 MeV around
their rest masses from the PDG, which are 1321.71 £ 0.07
MeV/c? and 1672.45 £ 0.29 MeV/c?, respectively. We ob-
serve a typical value of signal to background ratio (S/B),
averaged over pr and ¢ — ¥, bins, of 0.04 for ¢ meson, 9.18
for Kso, 1.25 for A, 1.85 for E, and 0.53 for  in minimum
bias U + U collisions.

Figure 4 shows examples of the particle yields as a function
of ¢-y, for given pr ranges. The observed v, is obtained
by fitting the yields with the functional form given by the
equation

ﬁ =A|:1 +2zn:vncosn(¢ - wn)}, (13)

where A is a normalization parameter. Finally, the true v, is
obtained by dividing the observed v, with the corresponding
event-plane resolution. The pr dependence of the flow co-
efficients are studied by repeating the above procedure for
fixed ranges of pr. The same procedure is used to extract
higher-order harmonics v; and v4 with respect to 13 and V4.

III. SYSTEMATIC UNCERTAINTIES

Point-by-point systematic uncertainties on the flow coef-
ficient v,(pr) measurements are estimated by varying event
selection criteria, track selection criteria, particle identifi-
cation criteria, and V° topology criteria from their default
values. The selection criterion for z-coordinate of the primary
vertex (V) is varied to £ 20 cm and =+ 25 cm from the default

value (£30 cm). The DCA of the primary tracks is varied
between 1.5 and 2.5 cm. The number of fit points is varied
from 18 to 24. The n gap for event-plane angle calculation
is varied between 0.05 and 0.15. The PID selection cuts for
a given particle, |n,|, is varied from |n,| < 1.5 to |n,| <
3.0. For weak decay particles, various topology cuts such as
daughter particle DCA, V° DCA to primary vertex, decay
length, and mass width are varied. Most of the cuts were
varied ~20% from their default values. The selection criteria
are each varied one at a time while keeping others at the
default values. In addition to these, systematic uncertainties
from combinatorial background and residual background are
also estimated. The uncertainty due to the combinatorial back-
ground is estimated by using different background methods
mentioned in Sec. II G. In order to estimate uncertainty due
to the residual background shape, we have used first- and
second-order polynomial functions to fit residual background.
Table VI shows the systematic uncertainties from different
sources on vy, v3, and vy for each particle. Total systematic un-
certainty is calculated by adding uncertainties from different
sources in quadrature. The systematic uncertainties vary with
the pr and centrality. In general, at low pr, they are smaller
than at higher pr for a given centrality.

IV. RESULTS AND DISCUSSION

In this section, the pr dependence of flow coefficients v,
v3, and vy is presented for strange and multistrange hadrons at
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TABLE VI. Systematic uncertainties on flow coefficients of K2, ¢, A, E, and Q due to various sources in U+U collisions at /syy =

193 GeV. All numbers represent percentage uncertainties.
0 =

Particle K ¢ A - @
Flow order vy 3 s vy U3 Vs vy U3 V4 vy V3 Us vy U3 Vs
Event cuts 3 4 5 7 7 2 3 5 4 4 6 5 6 8
Track cuts 2 7 11 7 8 12 1 7 11 5 9 12 8 15 15
PID cuts 3 4 6 6 10 10 1 3 9 2 5 5 3 10 15
VO cuts 4 6 6 - - 1 6 5 3 7 8 2 6 10
Background 2 5 5 8 7 8 3 6 6 3 3 9 3 8 10
Total 6 12 16 13 16 19 4 12 17 8 13 19 11 21 27

midrapidity (|y| < 1) for minimum bias and various centrality
classes in U + U collisions at ./syy = 193 GeV.

A. pr dependence of flow coefficients

Figure 5 shows the transverse momentum dependence of
flow coefficients v, vs, and v4 for Fig. 5(a) K?, Fig. 5(b)
¢, Fig. 5(c) A, Fig. 5(d) E, and Fig. 5(e) 2 at midrapidity
(Jyl < 1) in minimum bias U 4 U collisions. The flow co-
efficients first increase with increasing pr and then saturate
for the intermediate p7 region. The pr dependence of elliptic
flow v, in U+ U collisions is similar to that observed in
Au + Au collisions at ,/syy = 200 GeV. In addition, the flow
coefficients show a monotonic increase with increasing pr
reaching a maximum value at pr between 2 and 3 GeV/c.
This maximum has a dependence on particle mass as it takes
place at comparatively higher pr for heavier particles than for
lighter particles.

We observe that the magnitude of v, is greater than v; and
vy in minimum bias U + U collisions for the measured pr
range, while v3 is comparable to v4 for higher p7. The nonzero

values of higher-order flow coefficients (especially, vs) for
the measured pr range is an indication of event-by-event
fluctuations in the initial energy density profile [32].

B. Centrality dependence of flow coefficients

Figure 6 shows the flow coefficients of KSO, ¢, A, E, and
© in U+ U collisions for various centrality classes. The
top panels show the pr dependence of v, for these centrali-
ties. The magnitude of v, increases strongly from central to
peripheral collisions for all particle species. The centrality
dependence of v, is similar to the published results of v,
in Au + Au collisions at ,/syy = 200 GeV [31,43]. This
centrality dependence is expected as the eccentricity of the
initial overlap region of the colliding nuclei increases from
central to peripheral collisions. This observation is consistent
with the interpretation from the hydrodynamic model which
predicts that final state momentum anisotropy is driven by the
initial spatial anisotropy [72]. We also observe negative values
of v, for A, E, and Q at very low pr in central collisions,

03F (@) K 0-80% ' (b) Iy <1.0 STAR :
0.2F ? + T u+U Au+Au .
: e84 ] CQ% o4 193 GeV 200 GeV
01:— . g¥<> o_:- QW Q I Vv, [ O ]
- 000 o 1 <>+ Vs B
0.0 @R - QL] + Va 0 .
> 03_: _: t 5 ——+—4 + __: +—+ :_ —f——+ ]
[ (c) A+A ] } (e) Q+0 i
0.2F s 0 °® % 7 3e e
; | &b
i LY ] 1 ]
0.1: = ¢ 3;>+<>
: © & o
0.0F @ 5o QT R (SEESEER s
0o 2 4 0o 2 4 o 2 4

P, (GeV/c)

FIG. 5. The pr dependence of v,, vs, and vy for (a) K_?, (b) ¢, (c) A, (d) E, and (e) 2 at midrapidity (Jy] < 1) in minimum bias U + U
collisions at ,/syy = 193 GeV. The error bars represent statistical uncertainties. The bands represent point-by-point systematic uncertainties.
For comparison, published results for v, from Au + Au collisions at ,/syy = 200 GeV are shown by open markers [31,43].
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FIG. 6. The flow coefficients v,, v3, and v4 as a function of pr for Kf, ¢, A, E, and Q2 at midrapidity (Jy| < 1) in U 4+ U collisions at
Jsvy = 193 GeV for centrality classes 0-10%, 10-40%, and 40-80%. The error bars represent statistical uncertainties. The bands represent
point-by-point systematic uncertainties. For comparison, published results for v, from Au + Au collisions at ./syy = 200 GeV are shown by

open markers [31,43].

which suggests the strong expansion observed in hadron pr

spectra.

The middle and bottom panels of Fig. 6 present centrality
dependence of vs and v, for different particle species. The

v3 measurements are carried out up to midcentral collisions
for Q due to limited statistics. For the same reason, v4 mea-
surements for particles except K0 and A are also carried
out only for central and/or midcentral collisions. We do not

STAR,U+U ]
Sy = 193 GeV

3 5
F(d)v, <10 1040%F (€)v, & Ko & =3 1)V, STAR, U+U |
e ¢ % O+0 VSuw= 193 GeV
1 O A+A 1 1
] 'S =
] ap T
L |y
] ¥ hajs
T_'ﬂ """""" {+""__ """ }"{" <> """ -
12 3 4 5 0 1 2.3 4 5 0 1 2 3 4 5
pT(GeV/c)

FIG. 7. Flow coefficients v,, v3, and v, as a function of pr for various particles at midrapidity (|y| < 1), grouped together in a single
panel in U 4 U collisions at ,/syy = 193 GeV. Top panels represent v,(pr) for minimum bias (0-80%) and bottom panels for centrality class
(10-40%). The error bars represent statistical uncertainties. The bands represent point-by-point systematic uncertainties.
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observe a clear centrality dependence of vs and v4. While
the centrality dependence of v, is consistent with the scenario
of hydrodynamical evolution driven by the initial participant
geometrical profile shape, the lack of centrality dependence of
v3 and vy presumably reflects that event-by-event fluctuations
are the dominant source of triangular and quadrangular shape
variations rather than the shape of the collision overlap region
that dominates for v,.

C. Particle mass dependence and NCQ scaling

Figure 7 presents mass ordering and particle type depen-
dence of flow coefficients v, (pr) for strange and multistrange
hadrons in minimum bias (top panels) and 10—40% midcentral
(bottom panels) U + U collisions. A clear mass ordering of
elliptic flow v, is observed for pr < 2-3 GeV/c. In this pr
region, the lighter mass particles have a larger v, than the
heavier particles at a given value of py. This mass ordering
at low pr can be attributed to a velocity field (i.e., radial flow)
suggested by the hydrodynamical models in Refs. [13,73].
We observe a particle type dependence (baryon/meson) of vs,
i.e., v¥ > v} in the intermediate pr region. The hadron type
dependence in the intermediate py region has been explained
by hadronization via quark coalescence and development of
collective flow in the partonic phase [74,75]. The proposed
mechanism for mass ordering and particle type dependence
can effectively be tested by the ¢ meson v,. The ¢ is a meson
(s5) and its mass is close to the A baryon. Figure 7 shows
that the ¢-meson v, follows the A-baryon v, at low pr, but
follows the Kso—meson vy at intermediate pr for all central-
ity classes. The observed mass and hadron-type dependence
of elliptic flow coefficients in U 4 U collisions is similar
to those observed in 200 GeV Au + Au collisions at RHIC
[31,43].

Figure 7 also presents mass and particle type dependence
of v3 and v4. The higher-order flow coefficients seem to show
the same mass ordering at low pr < 2-3 GeV/c. However,
statistical limitations make it difficult to reach a definitive
conclusion on the particle type dependence at intermediate pr
in the current analysis.

The above observation of mass and hadron-type depen-
dence motivates us to test the number of constituent quark
scaling of the flow coefficients in U+ U collisions. This
scaling was first observed at RHIC [29-31,76,77], where it
was suggested that if v, of identified hadrons are scaled by
the number of constituent quarks (n,) and evaluated as a
function of transverse kinetic energy per constituent quark
number (KE7/n,), then the scaled values for all particle
species will have an approximate similar magnitude and de-
pendence on KE7 /n,. The transverse kinetic energy is defined

as KEr = mp —my, where my = /p% +m} and my is the
rest mass of the hadron. This scaling is known as the NCQ
scaling.

Figure 8 shows the results of v, coefficients scaled by
n2/? as a function of KEr/n,, for strange and multistrange
hadrons in U + U collisions at ,/syy = 193 GeV. We observe
that the NCQ scaling for current measurements holds within
experimental uncertainties for each harmonic order n. The

 (a1) 0-80% |y|<1.0 ]
0.10F
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°
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FIG. 8. Flow coefficients v,, v3, and vy4 as a function of transverse
kinetic energy KEr /n, for various particles at midrapidity (]y| < 1)
in U 4 U collisions at ./syy = 193 GeV, scaled by the number of
constituent quarks (n,) to the power n/2. Left panels represent results
for minimum bias (0-80%) and right panels for centrality class (10—
40%). The error bars represent statistical uncertainties. The bands
represent point-by-point systematic uncertainties.

values of v,/n"/? as a function of KEr/n, lie on a single

curve for all the particle species within a £15% range. The
observed NCQ scaling of v, coefficients in experimental data
indicates the development of partonic collectivity during the
QGP phase in heavy-ion collisions. Such a scaling of iden-
tified hadrons also suggests the formation of hadrons through
quark coalescence or parton recombination in the intermediate
pr range (2.0 GeV/c < pr < 4.0 GeV/c) [74,75]. Although
there are large differences in the collision geometry between
U+ U and Au + Au collisions, the hydrodynamical evolu-
tion and the coalescence mechanism for hadron formation
remain key features of QGP drops created in nucleus-nucleus
collisions.

D. Eccentricity scaling of v, coefficients

Uranium nuclei have an intrinsic prolate shape, which re-
sults in various initial state collision configurations [47,48].
Even in fully overlapping U 4 U collisions, owing to the
deformation, the initial overlap zone can give rise to different
initial spatial anisotropies compared to Au + Au collisions.
In this section, we present v,, coefficients scaled by the initial
spatial eccentricity &, to explore the dependence of final state
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FIG. 9. The flow coefficients v, scaled by ¢,{2} as a function of pr for K, ¢, A, and E at midrapidity ([y| < 1) in U + U collisions at
JSnv = 193 GeV for centrality intervals 0-10%, 10-40%, and 40-80%. The error bars represent statistical uncertainties. The bands represent
point-by-point systematic uncertainties.

momentum space anisotropy on the initial collision geometry In Fig. 9, we show the ratio v, /¢, for various particles in
in heavy-ion collisions. This will provide insight into the un- 0-10%, 10-40%, and 40-80% centrality intervals in U 4 U
derlying dynamics driving the shape and size dependence of  collisions at \/syy = 193 GeV. The eccentricity-scaled v, val-

the collectivity developed in the heavy-ion collisions at RHIC. ues exhibit a distinct centrality and particle type dependence,
1SE@ K 010% F@ ¢ <10 ] (@) AR "t =4 + -
1.0F i _
: %®

Vy/ &y

1.0f () 40-80%

0.5 0k ]

0.0F#F--mooooi

[ (GeV/c)

FIG. 10. Elliptic flow v, scaled by &,{2} as a function of pr for K, ¢, A, and E at midrapidity ([y] < 1) in U + U collisions at /syy
= 193 GeV for centrality intervals 0—-10%, 10-40%, and 40-80%. The error bars represent statistical uncertainties. The bands represent
point-by-point systematic uncertainties. For comparison, published results for v,/e;{part} from Au + Au collisions at ,/syy = 200 GeV are
shown by open circles [31,43].
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FIG. 11. v, coefficients, scaled by the number of constituent quarks (n,) to the power n/2 and participant eccentricity &,, of identified
particles versus (my — myg)/n, for three centrality bins in U + U collisions at ,/syy = 193 GeV. The error bars represent statistical uncertainties.

The bands represent point-by-point systematic uncertainties.

and the dependence varies with pr, presumably an indication
of convolution of hydrodynamical flow and coalescence for-
mation dynamics in heavy ion collisions. The ratios vs/e3 and
v4/e4 follow the same general trend of lower v, /¢, in more
peripheral collisions, but v4/e4 are not conclusive with the
current statistics.

Previous STAR measurements of Au + Au collisions at
200 GeV have shown that the v, values scaled by the
participant eccentricity are larger in central collisions com-
pared to peripheral collisions, which is an indication that
stronger collectivity develops in more central collisions [22].
In Fig. 10, we compare the ratio v,/e, with the published
results from Au + Au collisions at 200 GeV. We observe that
the magnitude of v, /e, in midcentral (10-40%) and peripheral
collisions (40-80%) is similar in both U+ U and Au + Au
collisions. However, the magnitude of v,/&; in most central
collisions (0—10%) is higher for Au + Au collisions compared
to U 4 U collisions. This observation is the reverse of the ex-
pectation that v, /&,, which is a measure of collectivity, should
be higher in U + U collisions [22,43]. This same qualitative
feature was reported in a recent publication [78] that used
AMPT model calculations to study collective flow in these
systems. We note that there is a large difference of ellipticity
in central collisions of these systems, with sg /8?“ ~ 1.5.
The observation that v, /¢, is greater in central Au + Au than
that in central U + U suggests that in collisions of highly de-
formed nuclei such as uranium, dynamics beyond eccentricity
scaling may play an important role.

E. Eccentricity scaling of v, /n,

The centrality and system size dependence of elliptic flow
v, depends on a combination of eccentricity, viscosity of
the fluid and the extent of equilibrium reached in heavy ion
collisions [79]. The ideal hydrodynamic model predicts that
vy scaled by the eccentricity is independent of centrality
and size of the collision system. The results presented in
Ref. [77] show that the charged hadron v, scaled by ellipticity
in Au+ Au and Cu + Cu collisions at /syy = 200 GeV is
independent of the collision centralities and colliding system
size. However, other experimental results have shown that v,

divided by participant eccentricity in Au + Au and Cu + Cu
collisions do not show scaling amongst different collision
centralities [22,43].

In order to analyze the centrality dependence of the n,-
scaled flow coefficients in U + U collisions, we divide v, /n,
by the participant eccentricity &,. The results are depicted in
Fig. 11. Figures 11(a) and 11(b) show the doubly scaled quan-
tities from three centrality bins as a function of (mr — mg)/n,
for v, and wvs, respectively. Both the plots show an initial
rise and a turn over to a flat region for (mr — mg)/n, > 1.0
GeV/c?. Our measurements show that both the flow har-
monics v, and v3, at a given centrality, of all hadrons are
scaled similar to the case of minimum bias collisions as in
Fig. 8. However, there is no scaling observed amongst dif-
ferent collision centralities. Therefore, the universal scaling
with eccentricity as suggested by ideal hydrodynamics is not
supported by the current data set.

F. Model comparisons

The v,, measurements for KSO, ¢, A, E,and Qin U + U col-
lisions are compared to the hydrodynamic and transport model
calculations in Figs. 12, 13, and 14 for 0-80%, 0-10%, and
10-40% centrality. The results from an ideal hydrodynamic
model are shown by the colored dashed lines. Results from
a multiphase transport model (AMPT) are displayed by the
colored bands.

The hydrodynamic model is based on the event-by-event
3+1 dimensional hydrodynamical calculations with a lattice
QCD equation of state and /s = 0 [80]. The hydrodynam-
ical calculations are able to describe the basic features of
v, measurements at low pr [81,82]. Mass ordering of v,
coefficients are observed for strange and multistrange hadrons
in the low-pr region (pyr < 2 GeV/c). The model is also able
to predict the pr and centrality dependence of flow coeffi-
cients in the relatively low-py region. The ideal hydrodynamic
calculation deviates from data significantly at higher pr, pre-
sumably due to viscous corrections and/or onset of different
dynamics.

In addition to the hydrodynamical calculations, v, mea-
surements for K_? , ¢, A, B, and Q2 are compared to the results
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FIG. 12. Measured coefficients v,, vs, and v, in the top, middle, and bottom panel, respectively, as a function of pr for various particles
at midrapidity (Jy| < 1) in minimum bias (0-80%) U + U collisions at ,/syy = 193 GeV, compared with AMPT string melting and ideal
hydrodynamic model calculations. AMPT results are shown by colored bands while ideal hydrodynamic results are shown by colored dashed

lines.

from the AMPT model version 2.26t9v [83—85]. We have used
the string melting version of the AMPT model, which incor-
porates both partonic and hadronic interactions. The AMPT
model uses the heavy ion jet interaction (HIJING) model [86]
for the initial conditions. The scatterings among hadrons are
described by a relativistic transport (ART) model [87]. In the
AMPT string melting version, hadrons are produced from the
string fragmentation in the HIJING model, and are converted
to their valence quarks and antiquarks. Their evolution in
space and time is modeled by the Zhang's parton cascade
(ZPC) model [88]. The input parameters such as the Lund
string fragmentation parameters (a = 0.55, b = 0.15 GeV~?)
are taken from Ref. [89]. A 3-mb cross section was used for
parton-parton scattering to generate the AMPT data set, which
corresponds to the parton screening mass u = 2.2650 fm™!

and strong coupling constant oy = 0.33. The AMPT model is
modified to incorporate the deformation (prolate shape) of the
Uranium nucleus. Various initial state configurations of de-
formed U + U collisions like tip-tip, body-body, and body-tip
are implemented in the model. Details of the implementation
and deformation parameter can be found in Refs. [47,48].
For the current analysis, a total of ~5 million minimum bias
U + U collisions with all possible configurations without se-
lection of specific configurations are used.

We observed that the AMPT string melting model with
a 3-mb parton scattering cross section, which includes
hadronization via the parton coalescence mechanism, agrees
well with the U 4 U collisions data for all flow harmonics
within statistical uncertainties. It predicts mass ordering at
low pr and a hadron type dependence in the intermediate pr

0.3p@N K

0-10% 1(a2) ¢ STAR [ (a3) A+A |-:' Hydro 1 (ad) 545"

1(@5) 040’
AMPT
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FIG. 13. Measured coefficients v,, vs, and v, in the top, middle, and bottom panel, respectively, as a function of py for various particles
at midrapidity (|y| < 1) for centrality class 0-10% in U + U collisions at ,/syy = 193 GeV, compared with AMPT string melting and ideal
hydrodynamic model calculations. AMPT results are shown by colored bands while ideal hydrodynamic results are shown by colored dashed

lines.
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FIG. 14. Measured coefficients v,, vs, and v, in the top, middle, and bottom panel, respectively, as a function of pr for various particles
at midrapidity (|y| < 1) for centrality class 10-40% in U + U collisions at ,/syy = 193 GeV, compared with AMPT string melting and ideal
hydrodynamic model calculations. AMPT results are shown by colored bands while ideal hydrodynamic results are shown by colored dashed

lines.

region that are both similar to what is seen the experimental
measurements. It also reproduces the transverse momentum
and centrality dependence of flow coefficients in U + U colli-
sions at ./syy = 193 GeV.

Last, we compare v,, measurements for KSO, ¢, A, B, and Q
between the default and string melting version of the AMPT
model. The comparison is shown in Fig. 15. Unlike the ver-
sion with string melting, the AMPT default version is only
able to reproduce the mass ordering in the low-pr region.

AMPT string melting
0-80%

b

| AMPT default

\"
¢ o
N R

o
o
T
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T
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FIG. 15. Comparison of strange and multistrange hadron v,(pr)
at midrapidity (|y| < 1.0) in minimum bias U + U collisions at ,/syy
= 193 GeV between AMPT default and string melting version. The
solid lines and dashed lines represent the v, values for mesons and
baryons, respectively.

These observations suggest that the parton degrees of freedom
in the string melting scenario play an essential role leading
to the particle-type dependence of v, coefficients at inter-
mediate pr.

G. v, ratios

It has been proposed from previous measurements at RHIC
[90,91] that the higher-order flow harmonics v, might be
proportional to vg/ 2, with observations showing that the ratios

n/2 .
v,/v,’” are independent of pr over the pr range measured.
Recent measurements at the LHC [92-94] similarly exhibit
only a weak pr dependence of the v,/ v;/ ? ratios.

In Fig. 16, we present v, ratios, vg/vg/2 and 1)4/11‘2‘/2 for K?,
¢, A, B, and Q at midrapidity (|y| < 1.0) in minimum bias
U + U collisions at ./syy = 193 GeV. These ratios are com-
pared with the corresponding results from the AMPT string
melting and hydrodynamical model calculations. We observe
a weak pr dependence of both of these ratios for mesons (K?
and ¢) as well as for baryons (A, E, and 2). Similar observa-
tions are found in both minimum bias (0-80%) and midcentral
(10-40%) U + U collisions. The ideal hydrodynamical model
results show a weak pr dependence of the v, ratios, similar
to our measurement, but overestimate the magnitude of these
ratios. AMPT string melting model results agree well with the
data within statistical uncertainties.

V. SUMMARY

In summary, we have reported measurements of the ellip-
tic, triangular and quadrangular flow coefficients of KSO, ¢,
A, B, and Q at midrapidity for minimum bias and various
centrality intervals in /syy = 193 GeV U + U collisions at
RHIC. The v,, coefficients are calculated as a function of trans-
verse momentum with the n subevent-plane method. An n gap
between the positive and negative pseudorapidity regions is
used to reduce correlations not related to the anisotropic flow
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FIG. 16. Ratios of v, coefficients for K?, ¢, A, B, and 2 at midrapidity (]y| < 1.0) in minimum bias U + U collisions at ,/syy = 193 GeV
compared with AMPT(SM) and ideal hydrodynamic model. Error bars represent statistical uncertainties. Results from the AMPT model are
shown by the colored bands and hydrodynamic model by black solid lines.

(i.e., nonflow). The magnitude of v, is found to be greater
than vs and v4 in minimum bias U + U collisions. The v,
coefficients increase from central to peripheral collisions for
all particle species in U 4 U collisions. This observation is in
agreement with the observed centrality dependence of elliptic
flow v, in Au + Au collisions at RHIC. The increase is more
pronounced for elliptic flow v, compared to higher-order flow
harmonics, which reflects dominance of collision geometry on
the origin of elliptic flow, while higher-order flow harmonics
are more susceptible to event-by-event fluctuations in the ini-
tial energy density distribution of participating nucleons. This
scenario is supported by the observation of v; and v4 having
much smaller centrality dependence in contrast to distinct
centrality dependence of elliptic flow v, in U + U collisions.

We observe a mass ordering of v, at low pr < 2-3
GeV/c and a hadron-type dependence at intermediate pr for
minimum bias and different centrality intervals. Higher-order
flow harmonics show similar trends within experimental un-
certainties. The observation of a mass hierarchy of flow
coefficients at low pr indicates a hydrodynamic expansion
(radial flow) of the collision system.

The measurements are compared with ideal hydrodynami-
cal and transport model calculations. The model calculations
predict the same mass ordering at low pr as in the data. The
ideal hydrodynamical calculations over-predict the values of
flow coefficients at higher pr > 2 GeV/c, which suggests
the need for viscous correction and/or additional dynamics.
The AMPT string melting model calculations describe the
measurements within statistical uncertainties. Comparison be-
tween AMPT string melting and default configuration with
the measurements suggests that the hadron production via the
quark coalescence mechanism is responsible for the develop-
ment of the mass ordering and hadron-type dependence of the
anisotropic flow at RHIC.

Our measurements also exhibit constituent quark scaling of
v in the intermediate py region for strange as well as multi-
strange hadrons, which are expected to have small hadronic
interaction cross sections. The sizable v, values for multi-
strange hadrons indicate collectivity of the medium produced
in U + U collisions at RHIC. We also observe negative values
of v, for A, B, and Q2 at very low p7 in central U + U colli-
sions, which shows the strong expansion observed in hadron
pr-spectra analysis. The higher-order harmonics show a mod-
ified NCQ scaling, i.e., v, scaled by nZ/ 2 follows a common
trend for all particles as a function of KE7 /n,.

We find that the ratio v,/e, is higher in more central
collisions compared to peripheral collisions, especially at in-
termediate pr in U + U collisions at \/syx = 193 GeV. vs3/e3
and v4/e4 follow the same general trend. We have compared
vp2/e2 in U+ U collisions with the published results from
Au + Au collisions at /syy = 200 GeV, and found that the
ratio in more central collisions is higher for Au 4 Au colli-
sions than that for U 4 U collisions. This could be due to the
deformed shape of the Uranium nucleus.

We observed a weak py dependence of the v, ratios vs/ v;/ 2

and vy/ vg/ ? for mesons and baryons. The ideal hydrodynam-
ical model results also show similar weak py dependence of
the v, ratios but overestimate the magnitude of these ratios.
AMPT string melting model results agree well with the data
within statistical uncertainties.
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