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Systematics of the semimicroscopic proton-nucleus optical potential at low energies relevant for
nuclear astrophysics
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Background: Astrophysical models studying the origin of the neutron-deficient p nuclides require knowledge of
the reaction rates of neutron, proton and α-proton photodisintegrations of pre-existing neutron-rich s and r nuclei
and of proton capture reaction rates. Since experimental data at astrophysically relevant interaction energies are
limited, reaction rate calculations rely on the predictions of the Hauser-Feshbach (HF) theory. The HF theory
requires nuclear physics input such as masses, level densities, γ -ray strength functions, and proton-nucleus
optical potentials (OMP) describing the average interaction between the p and the nucleus. The proton OMP
plays an important role in the description of proton photodisintegrations and radiative capture reactions at low
energies relevant to the p-process nucleosynthesis.
Purpose: The scope of this work is to improve a global semimicroscopic optical potential for protons at low
energies relevant to the p-process nucleosynthesis. This is achieved by adjusting the normalization parameters of
the OMP to all available radiative proton-capture cross sections measured at energies of astrophysical interest.
By establishing the systematic behavior of these parameters, one expects to enhance the predictive power of the
proton OMP when expanding to mass regions where no data exist.
Method: The Hauser-Feshbach calculations were obtained using the TALYS nuclear reaction code. The normal-
ization parameters for the real and imaginary central potentials (λV and λW ) were adjusted to fit the proton data
in the energy range where the cross-section calculations are independent of other input parameters, i.e., neutron
optical potential, nuclear level density and γ -ray strength function. As a consequence, the optimization of the
proton OMP was done at energies below the opening of the (p, n) reaction threshold. The goodness of the fit is
based on the χ -square method as well as on visual comparisons.
Results: The results show that the normalization parameter λV of the real part of the proton OMP has a
strong mass dependence that can be described by a second degree polynomial function for A � 100 (low mass
range) and an exponential increase for 100 < A < 162 (intermediate mass range). Though variations of the
normalization parameter of the imaginary part λW have a smaller effect on the calculations, a global increase by
50% improves the results for certain nuclei without affecting the rest of the cases.
Conclusions: The resulting adjustment functions were obtained by fitting all suitable proton cross-section data at
low energies and can be used with reasonable confidence to generate the global semimicroscopic proton optical
potential for nuclei in the medium to heavy mass region. For better statistics, more low-energy proton-capture
cross section data are needed for heavier nuclei with mass A > 100.
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I. INTRODUCTION

The p process of nucleosynthesis is responsible for the
production of the 35 neutron-deficient isotopes—called p
nuclei—located along the neutron-deficient side of the chart
of nuclides between 74Se and 169Hg. Although the exact site
for the development of this process is still under investigation,
it is generally accepted that it can take place in the oxygen
neon layers of massive stars during the type-II supernova (SN)
explosion. In such an environment, p nuclei are produced
through a complex sequence of neutron, proton, and α-p
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photodisintegrations triggered by the heating of pre-existing s-
and r-nuclei seeds at temperatures in the range of 1.5 GK and
3.5 GK. Depending on the temperatures and proton density
of the surrounding layers, the series of photodisintegrations
can be accompanied by proton capture reactions. Another
equally plausible site for the p-process nucleosynthesis is
the type-Ia SN explosion resulting from the disruption of the
carbon-oxygen (C-O) white dwarf (WD) member of a binary
star which has reached a mass close to the Chandrasekhar
limit (MCh = 1.4 × Msolar). Whether one assumes a delayed
detonation model of a MCh WD or a deflagration model of
a sub-MCh WD for the type-Ia SN explosion, the p-process
nucleosynthesis can take place in microscopically thin layers
heated at temperatures in the range of 2 to 3 GK. The ini-
tial composition of the heavy seeds in these layers strongly
influences the p-process abundances and is considered to be
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a major source of uncertainty in these models. However, the
general pattern of p-nuclei abundances observed is quite sim-
ilar to what is observed in massive type-II SN explosions,
with the p nuclides 92,94Mo, 96,98Ru, 113In, 115Sn, 138La being
underproduced.

Calculations of the abundances of the p nuclei depend
on the solution of an extended network of reactions involv-
ing about 2000 nuclei in the mass range 12 � A � 210 and
over 20 000 reactions [1,2]. For protons, in particular, the
astrophysically relevant energy range (Gamow window) cor-
responding to p-process temperatures between 1.8 GK and
3.3 GK is Ep = 1–5 MeV. Several sensitivity studies have
been performed for p-process nucleosynthesis calculations,
identifying a series of (p, γ ), (α, γ ) reactions (and their in-
verse reactions) that affect the photodisintegration branchings
at certain temperatures [3] or impact the type-II SN p-process
abundances [4,5].

Proton-induced reactions also play an important role in the
rapid proton (rp) capture process which occurs in accreting bi-
nary systems where one star is a neutron star. The accretion of
material onto the neutron star can lead to rising temperatures
and eventually to a runaway thermonuclear explosion creating
the right conditions, namely temperatures of 1.1 GK to 1.3 GK
(Ep = 0.8–2 MeV), for the rp process to occur and produce
many neutron-deficient nuclei up to mass A = 100. However,
it should be noted that this process does not contribute to the
p-nuclei abundances since the material produced cannot leave
the surface of the neutron star. On the other hand, light p
nuclei can be produced in the proton-rich neutrino wind of
type-II SN (νp process). In this scenario, p nuclei can form at
distances where a substantial antineutrino flux is present. The
latter flux favors the production of heavier species through
(n, p) reactions followed by a series of neutron and proton
captures. The nucleosynthesis in this process is very sensitive
to the exact conditions of the neutrino wind, i.e., to the entropy
Ye and the radius [1] and is affected by uncertainties given
that the exact site of this process has not been established
yet. The impact of nuclear uncertainties in a wide range of
astrophysical νp-model conditions has been studied in detail
in [6].

Due to the large number of reactions involved in the re-
action networks relevant to the p-process nucleosynthesis, as
well as the difficulties associated with measurements of very
small cross sections at low energies close to or below the
Coulomb barrier, almost all the reactions rates are calculated
with the statistical model of Hauser and Feshbach (HF) [7].
The nuclear ingredients entering the HF calculations are the
nucleon-nucleus optical model potentials (N-OMP), the α-p-
nucleus optical model (α-OMP), the nuclear level densities
(NLDs) and the γ -ray strength functions (γ SFs).

Numerous OMPs have been developed to describe the
elastic scattering observables of nucleons scattered by nuclei.
These can be classified as (i) local which means that they have
been determined for a given nucleus based on the experimen-
tal data available for that nucleus at a certain energy or in a
range of energies, (ii) regional which means that they apply to
nuclei within a small range of masses A at a specific energy
or range of energies, and (iii) global, meaning that the OMP
has been determined for a wide range of masses A at a given

energy range, and can be applied globally to all nuclei at that
energy range. The latter may be less precise than the former
two, however they are very practical for nucleosynthesis cal-
culations that involve thousands of nuclei. In the past decades,
two global N-OMPs have been developed and used widely
to describe nuclear reactions relevant to nuclear astrophysics,
the phenomenological N-OMP of Koning and Delaroche [8]
and the semimicroscopic N-OMP of Bauge, Delaroche, and
Girod [9] (JLM/B). For charged-proton reactions in particu-
lar, these global OMPs need to be able to describe scattering
or reaction observables at low energies associated with the
Gamow window for temperatures relevant to the p process
(Ep = 1–5 MeV as mentioned above).

The semimicroscopic JLM/B OMP [9] has been adjusted
to an extensive database of experimental cross sections avail-
able at energies ranging from 1 keV to 200 MeV through
the introduction of normalization constants (λV,W ). Although
these normalization constants have been thoroughly tested
against all available neutron reaction data available at very low
energies, for proton-induced reactions they have only been
tested against experimental data at energies above 10 MeV.
At energies below 10 MeV, the confidence on the adjustable
normalization parameters of the proton JLM/B OMP is less
than 50% according to Ref. [9].

The purpose of this work is to explore the applicability of
the JLM/B optical potential for proton-induced reactions at
low energies relevant to the astrophysical rp and p processes.
A sensitivity study of the parameters of the JLM/B model
has been carried out by comparing the calculations with the
available proton-capture cross section data. The goal is to
establish a systematic behavior of the proton OMP (pOMP)
with respect to mass A that can be used to improve the de-
scription of the data over an extended mass region as required
in p-process calculations.

The paper is organized as follows. In Sec. II, the nor-
malization parameters of the JLM/B potential are described.
In Sec. III the selection criteria and limitations of the ex-
perimental data are discussed. The results of the systematic
comparison between calculations and data are presented in
Sec. IV. Sec. V presents the conclusions drawn from the
present study.

II. JLM/B OPTICAL MODEL POTENTIAL

The general functional form of the Lane-consistent JLM/B
OMP is given by [9,10]

U = λV [V0 ± λV 1αV1] + iλW [W0 ± λW 1αW1] + USO, (1)

where V0, W0 and V1, W1 are the real and imaginary isoscalar
and isovector components of the central potential seen by a
neutron(proton) and USO is the component due to spin-orbit
interaction. λV,W and λV 1,W 1 are the normalization parameters
for the real, imaginary, real isovector, and imaginary isovector
components, that were introduced to adjust the OMP to ex-
perimental data. In their papers [9,10], Bauge et al. mention
that in the energy range of “maximum confidence”, i.e., be-
tween 20 and 50 MeV, the uncertainties in λV,W and λV 1,W 1

do not exceed 10%. Outside this energy region, however,
larger uncertainties are expected due to the limited or scarce
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experimental data that were considered at those energies in
their fitting procedure. More specifically, they only considered
proton-induced reaction data at energies Ec.m. � 10 MeV in
the fitting procedure. For lower energies, λV,W , λV 1,W 1 were
assumed to be constant and were extrapolated from the afore-
mentioned fits at Ec.m. � 10 MeV down to Ec.m. = 1 keV.

Taking into account the stated uncertainties in the λV,W and
λV 1,W 1 normalization parameters, and the fact that low-energy
proton-induced data below Ec.m. = 10 MeV were not included
in the determination of these parameters [9,10], we decided to
vary the normalization parameters to obtain a better agree-
ment between the proton-induced experimental cross sections
and those calculated using the potential of Bauge et al. [9,10]
in the low-energy region. We first tested the isoscalar and
isovector normalization parameters separately to see the effect
on the cross sections. The results show that the isovectors
λV 1,W 1 have a much weaker effect on the cross sections com-
pared to the isoscalar ones λV,W , which is expected since the
cross sections depend on the elastic scattering central poten-
tial. In our analysis, we therefore adjusted only the isoscalar
normalization parameters λV,W to improve the description of
the cross section data, while the isovector ones were kept
unchanged.

In the following, we introduce the multiplicative
factors fv , fw

λ′
V (E ) = fvλV (E ), λ′

W (E ) = fwλW (E ).

The factors fv,w correspond to the “lvadjust” and “lwad-
just” keywords used in the TALYS 1.95 code [11] to vary the
normalization parameters λV,W and range between 0.5 and 1.5
following the prescription of Bauge et al. [9].

III. SELECTION OF EXPERIMENTAL DATA

In this section the selection of the experimental data used
to adjust the new pOMP at low energies is described. We
obtained all the (p, γ ) cross section data from the EXFOR
database [12]. A total of 87 (p, γ ) cross section datasets were
retrieved from EXFOR with the vast majority referring to
medium and midheavy mass nuclei.

However, not all of these data were included in the anal-
ysis. The selection of the data to be used in the analysis was
based mainly on the following requirement: the optimization
of the N-OMP is possible only at energies where the HF cross
sections depend solely on the N-OMP and are independent
of the other ingredients of the HF model, namely the nuclear
level density (NLD) and γ -ray strength function (γ SF). In
cases where there is sufficient independent experimental in-
formation to fix the NLDs and γ SF models associated with
the open reaction channels, then the fitting energy region
can be extended to energies where the HF cross section is
sensitive to all the mentioned HF nuclear ingredients. How-
ever, such cases are rather limited and since our aim was to
study the systematics over a wide mass region, we applied the
above constraints globally. The main conditions for selecting
experimental (p, γ ) cross-section data was that data points
were available at energies (i) below the opening of the (p, n)
reaction threshold and (ii) within the energy range where the
(p, p′) and (p, α) cross sections are much smaller than the

(p, γ ) ones. These conditions end up limiting the suitable
experimental data considerably. To be able to cover as wide
a mass range as possible, datasets which had at least two data
points within the above-defined energy range were included
in the analysis. Furthermore, data that were published without
uncertainties or with limited information on the uncertainty
budget were also considered. The available measurements
span a period of three decades therefore, they vary in the
experimental setups that were used, the precision and accu-
racy, as well as the provision of information on sources. Due
to the limited number of data available in the desired energy
region, all the datapoints measured in the desired energy range
were included in our analysis, however, where there were
issues or doubts about the quality of the data, a smaller weight
was assigned to these data in the fitting process. Light nuclei
(A < 40) were not included in the analysis as we only used
the statistical HF model for the calculations.

From the 87 available (p, γ ) datasets, only those for 30 nu-
clei with atomic number (Z) from 22 to 68 and mass number
(A) from 47 to 162 were found to be suitable for the analysis.
The nuclei considered in the analysis are listed in Table I.
The experimental data that is proposed to be re-measured due
to the limited number of data points at the energy region of
interest or due to discrepancies between datasets are marked
with an asterisk. Most of the target nuclei that are used in
this analysis have mass A < 100. For mass A > 100 there
are fewer suitable data available, while for A > 162 there are
no experimental proton capture data at low energies due to
the experimental challenges involved in measuring very small
cross sections at energies near the Coulomb barrier. The en-
ergy ranges considered in the analysis are listed in Table I. The
determination of the energy ranges is discussed in Secs. IV A
and IV B.

IV. MODEL CALCULATIONS AND RESULTS

As already mentioned, nucleon-induced reactions on
medium- and/or medium-heavy mass nuclei at energies rel-
evant to the rp and p process take place mainly through
the compound-nucleus reaction mechanism described by the
Hauser-Feshbach (HF) statistical model [7]. The calculated
σHF depends on the choice of the models for the main ingre-
dients of the σHF, namely the nucleon-nucleus optical model
potential (N-OMP), the NLD, and the γ -ray strength function
(γ SF). Since our aim is to improve the pOMP of JLM/B by
comparing HF calculations with existing experimental data,
the first step in the analysis is to determine the energy range
where the σHF does not depend on the neutron OMP, level
density and γ -ray strength but only on the pOMP.

In this work, the cross sections calculations were per-
formed with the latest version (1.95) of the nuclear reaction
code TALYS [11].

A. Strength-function models

The sensitivity of the calculated σHF to the γ SF function
was investigated by looking at how the TALYS cross sections
varied with the various γ SF models implemented in the code.

Calculations were performed using different γ SF models
while keeping the OMP and NLD models unchanged. The
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TABLE I. The proton capture reactions included in the analysis,
the neutron-emission threshold Sn (p, n) reaction, number of data
points and the upper energy limit Emax taken into account in the fitting
procedure. Asterisk (*) marks all the data proposed to be measured
again either due to the limited number of data points at the energy
region of interest or due to the discrepancies found between datasets
and/or between datasets and theory. ∗∗ data have been scaled by a
factor of 2.5 to agree with [13].

Nucleus Sn (MeV) Emax (MeV) Data points References

47Ti
∗

3.71 0.9 4 [14]
48Ti

∗
4.80 0.9 2 [14]

49Ti
∗

1.38 0.9 8 [15,16]
51V

∗
1.53 1.0 2 [17]

53Cr 1.38 1.4 14 [18]
54Cr 2.16 1.4 11 [19]
58Fe 3.09 1.1 4 [20]

59Co
∗

6.91 1.2 4 [21]
60Ni 6.91 1.2 3 [22]
61Ni 3.02 1.3 9 [23]
65Cu 2.13 1.5 10 [24]
74Ge 3.34 2.0 3 [25]
77Se

∗
2.15 2.0 3 [26]

86Sr
∗∗

6.02 2.0 6 [27]
87Sr

∗∗
2.64 2.6 8 [27]

88Sr 4.40 2.8 15 [13]
89Y 3.61 2.3 10 [28,29]
92Zr 2.79 2.8 5 [30]

92Mo 8.66 1.8 3 [31]
94Mo 5.04 2.5 11 [31]
96Mo 3.76 2.8 7 [32]
98Mo 2.45 2.5 4 [32]
98Ru

∗
5.83 2.8 15 [33]

104Pd 5.06 3.2 5 [34,35]
106Pd 3.75 3.7 6 [35]
108Cd 5.91 3.0 5 [36]
120Te 6.40 3.2 2 [37]

130Ba
∗

6.42 3.8 2 [38]
152Gd 4.77 4.8 3 [39]
162Er 5.64 5.6 4 [40]

level density was set to the constant temperature-Fermi gas
model (CTFG) [41] which is the default option of the TALYS

code while the nucleon OMP was set to the JLM/B [9] option.
The γ SF models that were used include the Kopecky-Uhl

generalized Lorentzian (KU) [42], Brink-Axel Lorentzian
(BA) [43,44], Hartree-Fock Bardeen-Cooper-Schreiffer
(BCS) tables (HFBCS/QRPA) [45], Hartree-Fock-
Bogoliubov tables (HFB/QRPA) [46], Goriely’s hybrid model
(HG) [47], T -dependent HFB (HFB/T) [46], T -dependent
RMF (RMF/T) [48], and the Gogny D1M HFB + QRPA
(DIM/HFB/QRPA) [49,50].

The impact of the different γ SF functions on the calculated
(p, γ ) cross sections for the cases listed in Table I is shown in
Fig. 1. The Gamow window for the rp and p process corre-
sponding to temperature ranges of (1.1–1.3 GK) and (1.8–3.3
GK), respectively, is also indicated in each plot.

The results show that the different γ SFs have a significant
impact on the cross sections within the p-process Gamow
window, which in some cases can vary by 2–3 orders of
magnitude, for almost all the studied cases. This confirms that
the σHF is sensitive to the γ SF over a large part of the Gamow
window.

On the other hand, there is a limited energy range in the
lower end of the Gamow window, where the cross sections
are insensitive to the γ SF models. This energy range increases
with increasing mass of the target nucleus. This is the energy
range which we shall use to adjust the pOMP in this work.
In this limited energy range the HF cross sections depend on
the OMP in the incident channel only, i.e., the pOMP whereas
the neutron OMP only plays a role above the (p, n) reaction
threshold.

Consequently, by focusing on the description of proton-
induced reactions at low energies below the neutron threshold,
we are testing and improving the pOMP only. This of course
implies that the Lane consistency of the original JLM/B
potential is not preserved, as the resulting normalization pa-
rameters λV,W of the potential will be different for protons and
neutrons.

B. Level density models

The sensitivity of the calculations to the NLDs associated
with the open reaction channels was explored in a similar
fashion as in the case of the γ SF. Various calculations were
performed using the different phenomenological and micro-
scopic level density models available in TALYS 1.95, i.e.,
constant temperature Fermi gas (CTFG) which is specific to
TALYS [41,51], back-shifted Fermi gas (BSFG) [51,52], gen-
eralized superfluid model (GSM) [53,54], Hartree-Fock-BCS
(HFBCS) [55], Hartree-Fock-Bogoliubov (HFB) [56], and
temperature-dependent Hartree-Fock-Bogoliubov (HFB/T)
[57]. The γ SF was set to the Kopecky-Uhl generalized
Lorentzian model [42] which is the default option in the TALYS

code while the nucleon OMP was set to the JLM/B [9] model.
The results obtained with the different NLD models are plot-
ted in Fig. 2. From the figure it is clear that the different
NLD models have a minor impact on the σHF within the
Gamow energy window compared to the γ SFs. As a result,
the energy range that will be used to determine the pOMP can
be determined from the sensitivity of the γ SF function solely.

Using the results of the sensitivity studies shown in this
section and in Sec. IV A, and bearing in mind that the neutron
OMP plays a role only after the opening of the (p, n) channel
(see Figs. 1 and 2), we have determined the energy ranges in
which the cross sections are exclusively sensitive to the pOMP
(displayed in Table I).

C. Parameter search

The JLM/B pOMP was adjusted for each nucleus sepa-
rately by searching for the values of both λV,W normalization
parameters that reproduce the proton-capture cross sections
in the energy ranges listed in Table I. The energy depen-
dence of λV,W was not modified but was kept the same as in
Ref. [9]. The λV,W parameters were varied by applying the
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FIG. 1. Comparison of calculated (p, γ ) cross sections using all possible γ SF functions available in TALYS [i.e., Kopecky-Uhl
(green), Brink-Axel (black), HFBCS/QRPA (blue), HFB/QRPA (red), hybrid-Goriely (magenta), HFB/T (cyan), RMF/T (yellow), and
DIM/HFB/QRPA (brown)]. The dashed lines show the upper energy limit below which the calculations are independent of the γ SF. The
shaded areas indicate the Gamow window for the rp (blue color) and p process (red color). The end-point of the rp process is around A = 100.
The dotted lines indicate the neutron-emission threshold Sn.

multiplicative factors fv,w as shown in Eq. (2). The search for
the multiplicative factors fv,w was performed in two stages.

In the first stage, calculations were performed for each
nucleus by varying the fv factor between 0.5 and 1.5 using a
step of 0.1. A smaller step in the variation of fv was also tested
(i.e., 0.01 and 0.001) only to reveal the nonlinear relation
between the σHF and the fv factor. The nonlinear relation
between σHF and the fv implies that there is no simple and
unique trend function that describes the best fit values for all
the listed nuclei. In these calculations the λW factor was kept
unchanged at its default value (1.0).

It should be noted that the goodness of fit was determined
using both the χ -square method and visual comparison. This
was necessary because of the nonuniform nature of the ex-
perimental uncertainties of the available experimental data.
In some cases, experimental uncertainties were missing al-
together, while in other cases it was not clear whether the
assigned uncertainties were purely statistical or included sys-
tematic errors as well. As a result, the χ -square analysis was
applied without consideration of experimental errors (weight-
ing factors), and visual comparison was used to ensure that
additional weight was placed on the fit in energy regions
where the data were expected to be more reliable. The non-
linear relation between σHF and fv meant that the fitting
procedure yielded more than one best fit values for the fv
factor. For example, for the 87Sr(p, γ ) reaction, a variation of

fv by both 20% ( fv = 0.8) and 10% ( fv = 1.1) results in an
equally good description of the experimental data as shown
in Fig. 3. However, in certain cases such as the 162Er(p, γ )
reaction, also shown in Fig. 3, we found a unique value of the
multiplicative factor fv that can reproduce the data fairly well,
namely fv = 1.4 (a 40% increase). To conclude, in some cases
the final best value of the normalization factor was selected
from a set of best fit values according to how well it matched
the global trend of all the best fit values with respect to the
nuclear mass A.

In the second stage, the results obtained in the first stage
were further improved by using the best fit values of fv and
adjusting the fw factor between 0.5 and 1.5 with a step of
0.1. From the comparison with the data it is clear that the
fw factor, which influences the imaginary part of the JLM/B
pOMP, has a smaller impact on the cross sections within the
fitting energy range. In Fig. 4, we compare the results obtained
for all possible values of the fv and fw factors for four cases
representing a broad mass range, namely 47Ti, 65Cu, 87Sr,
162Er.

The results of the two-stage fitting process for all the thirty
nuclei included in Table I show that there is a trend in the
values of the fv and fw factors with respect to the nuclear
mass A. Specifically, for A � 100 the fv values decrease with
increasing A, while for A > 100 they increase with increas-
ing A. As was mentioned above, for cases where the data
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FIG. 2. Comparison of calculated (p, γ ) cross sections using all possible NLD models available in TALYS [i.e., CTFG (green), BSF (black),
GSM (blue), HFBCS (red), HFB (magenta), HFB/T (cyan)]. The dashed lines show the upper energy limit below which the calculations are
independent of the different NLD models. The shaded areas indicate the Gamow window for the rp (blue color) and p process (red color). The
dotted lines indicate the neutron-emission threshold Sn.

could be reproduced fairly well with more than one fv values
(e.g.,87Sr), the final value was chosen based on the general
trend. This trend is valid and verified for nuclei with mass up
to A = 162 (162Er) as listed in Table I.

The A dependence of fv can be described by a second
degree polynomial function for A � 100 and by a logarithmic
increase for A > 100, as follows (also shown in Fig. 5):

For A � 100:

f v = 0.00016A2 − 0.03A + 2.16,

For A > 100:

f v = 5.9 ln (0.25 ln A). (2)

The final values of fv obtained from the above functions are
summarized in Table II. For A � 100, the normalization factor
fv of the real part of the JLM/B pOMP decreases smoothly
with increasing nuclear mass and for nuclei around A ∼ 100
this decrease can be by as much as 20%. On the other hand,
for A > 100, the factor fv increases steeply with mass A and
reaches the maximum value (1.4) for 162Er. The agreement
between data and calculations can be further improved by
increasing the normalization factor fw of the imaginary part
of the pOMP by 50% ( fw = 1.5) for all the nuclei in Table I.

In Figs. 6 and 7 we compare the experimental (p, γ )
cross sections with the calculated cross sections obtained
using the standard JLM/B of [9] ( fv,w = 1) (dotted black

line) and the adjusted JLM/B pOMP with fv from Eq. (2)
combined with fw = 1.0 (red line) and fw = 1.5 (blue line),
respectively. Overall, the new adjustments factors fv,w lead
to an improved agreement between experiment and theory.
The suggested fv,w values reproduce the experimental data
fairly well, except for a few isolated cases. For A � 100 in
particular, the adjustment factors fv,w improve the agreement
with the data significantly compared to the default values
( fv,w = 1) which lead to deviations from the data by a factor
of 2 at least. In a few cases (i.e., 87,88Sr), the default and
suggested fv values yield comparable results. Overall, one
observes that for light and midheavy nuclei, fv = 1 overes-

TABLE II. Normalization factors for the real central pOMP ob-
tained from the fitting process. Values are rounded to the first digit.

Nucleus fv Nucleus fv Nucleus fv Nucleus fv

47Ti 1.1 60Ni 1.0 89Y 0.8 108Cd 0.9
48Ti 1.1 61Ni 0.9 92Zr 0.8 120Te 1.1
49Ti 1.1 65Cu 0.9 94Mo 0.8 130Ba 1.2
51V 1.1 74Ge 0.8 96Mo 0.8 152Gd 1.3
53Cr 1.0 77Se 0.8 98Mo 0.8 162Er 1.4
54Cr 1.0 86Sr 0.8 98Ru 0.8
58Fe 1.0 87Sr 0.8 104Pd 0.9
59Co 1.0 88Sr 0.8 106Pd 0.9
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FIG. 3. The (p, γ ) experimental cross sections for 87Sr (top)
and 162Er (bottom) of Refs. [27] and [40], respectively, compared
to model calculations using different values of fv for the JLM/B
pOMP. For 87Sr, more than one value of fv factor describes the
experimental data well while for 162Er only fv = 1.4 can reproduce
the data.

timates the experimental cross sections, whereas for heavier
nuclei such as, 120Te, 130Ba, 152Gd, 162Er, it underestimates
the data. The increase in the adjustment factor fw by 50%
improves the agreement with the experimental data for certain
nuclei such as 106Pd and 108Cd.

V. IMPACT OF IMPROVED PROTON OPTICAL
POTENTIAL ON (P, N) REACTIONS

The impact of the modified pOMP on the (p, n) cross
sections at low energies within the Gamow window has been

FIG. 4. Ranges of calculated cross sections obtained by varying
the fv (grey shade) and fw (orange shade) factors separately, for
nuclides 47Ti, 65Cu, 87Sr, 162Er. In all cases the imaginary part of
the JLM/B pOMP ( fw) has a smaller impact on the cross sections in
the fitted energy range.

FIG. 5. Mass dependence of the correction factor fv of the real
part of the pOMP for mass regions A � 100 and A > 100.

explored for nuclei with mass A = 49–181 for which exper-
imental data are available. At these low incident energies,
the dominant reaction mechanism in (p, n) reactions is the
compound nucleus mechanism which is described by the HF
statistical model as detailed in the previous sections. Just as
in the case of (p, γ ) reactions, the relevant nuclear quantities
in the calculation of the HF cross sections are the nucleon
OMPs, NLDs and γ SFs, and in the limited energy region
where the HF cross section depends solely on the N-OMP, it
is the pOMP we are testing. The nucleon OMP that is relevant
in these calculations is shown in Eq. (2) while contributions
from the excitation of isobaric analog states are not considered
in this work.

The calculations were performed with the TALYS 1.95 nu-
clear reaction code as described in previous sections. The
(p, n) cross sections obtained with the same nuclear input as
for the (p, γ ) cross sections were compared with experimental
data for 51 nuclei listed in Table III. The (p, n) data were
retrieved from EXFOR and were checked for necessary cor-
rections in the center-of-mass energy due to energy losses in
the target. The impact of the other nuclear ingredients of the
HF calculations, such as neutron OMP, NLDs, and γ SF were
also investigated. For the purpose of validating the pOMP,
we only considered those cases where the influence of these
other nuclear properties on the (p, n) cross sections is limited
to a small energy range of about 200 keV around the reaction
threshold and for which experimental data existed above this
small range. All other cases were excluded as they would not
allow us to draw any conclusion on the pOMP.

Furthermore, there are also issues with some of the mea-
surements dating back to the early 1950s and 1960s. For
example, the data of Blaser et al. [58] for 87Rb, 87Sr, 96Zr,
107Ag, 111Cd, and 128Te suffer from large corrections at ener-
gies above 3.5 MeV due to beam straggling effects that are
not reflected in the given experimental uncertainties, while
Johnson et al. [59] report uncertainties of about a factor of 2.
Details of the measurements by Skakun et al. [60] for 100Mo
are not accessible so we cannot comment on the observed
discrepancies.
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FIG. 6. Comparison between the experimental (p, γ ) cross sections and the calculated cross sections obtained with (i) standard JLM/B
potential (dotted black line), (ii) adjusted JLM/B pOMP using fv from Eq. (2) and default value fw = 1.0 (red line) and (iii) adjusted JLM/B
pOMP using fv from Eq. (2) and fw = 1.5 (blue line).

To summarize, including (p, n) reactions in our analysis
allows us to verify and validate the systematics of the pOMP
at energies over the entire Gamow window, and for a larger
number of nuclei that were not accessible with the (p, γ )
reactions only. Our results however, underscore the need for
new additional measurements on (p, n) cross sections at low
energies relevant to the p-process Gamow window to resolve

the observed discrepancies and allow for an unambiguous
validation of the parameters of the pOMP.

VI. IMPACT OF IMPROVED PROTON OMP ON
LARGE-SCALE CALCULATIONS

To investigate the impact of the new pOMP on a larger set
of reactions, involving unstable targets for which no experi-
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FIG. 7. Same as in Fig. 6.

mental data are available, Maxwellian averaged cross sections
(MACS) were calculated for all nuclei with 6 � Z � 84
lying between the proton drip line and the valley of stability
that are potentially relevant to the p-, vp- and rp-processes
of nucleosynthesis. Figures 10 and 11 show the ratio of the
MACS obtained with the modified over the default JLM/B
model on the (N, Z) plane at the temperatures of 1.5 GK
and 3 GK, respectively. As can be seen, the differences in
the MACS reach a maximum factor of 3.5 at T9 = 1.5 GK.
On average the differences across the neutron-deficient part

of the nuclear chart are of the order of 50%. The highest
deviations by a factor of 3 to 3.5 are found for ∼50 radioactive
nuclei with 50 � Z � 80 and 120 � A � 160 at the lower
temperature of 1.5 GK. Large differences, by a factor of 2–2.8,
are also obtained for several stable isotopes which are listed
in Table IV. The latter could be measured in the laboratory
to allow for a better determination of the correction factors as
described in Sec. IV C.

These above-mentioned differences observed in the MACS
when using the modified and default pOMPs are not as signif-
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FIG. 8. Comparison of measured (p, n) cross sections and TALYS calculations using both the standard (dotted black line) and modified
proton JLM/B pOMP obtained using the adjusted values of fv,w (blue line).

icant as the differences found when using various low-energy
α-nucleus OMPs [99] confirming what is widely accepted,
namely that at low energies the proton OMP is known with
better accuracy than the α-nucleus OMP.

The impact of the differences observed in Figs. 10 and 11
on nucleosynthesis calculations remains to be studied. Seeing
that the largest differences, by a factor of 3–3.5, are obtained
at the lower temperatures that are relevant to the SN type-II
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FIG. 9. Comparison of measured (p, n) cross sections and TALYS calculations using both the standard (dotted black line) and modified
proton JLM/B pOMP obtained using the adjusted values of fv,w (blue line).
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FIG. 10. Comparison of measured (p, n) cross sections and TALYS calculations using both the standard (dotted black line) and modified
proton JLM/B pOMP obtained using the adjusted values of fv,w (blue line).

p-process site, it is expected that p-process abundance calcu-
lations in this scenario will be more sensitive to the modified
JLM/B pOMP than in the SN type-Ia scenario described in
Sec. I.

Table IV lists the reactions that are proposed for measure-
ment. The recommendations are based on the issues affecting
the existing experimental data as detailed in Secs. III and
V. Also listed are the cases for which the MACS mentioned
above differ the most and experimental data are not available.

VII. CONCLUSIONS

The parameters of a semimicroscopic global proton optical
model have been investigated for a wide range of nuclei at
low energies relevant to nuclear astrophysics. The λV,W nor-
malization parameters of the real and imaginary components
of the semimicroscopic JLM/B potential of Bauge et al. [9]
have been adjusted to the experimental proton-capture cross
section data in the Gamow energy window. The results show
that the λV parameter of the real part of the potential has a
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TABLE III. The (p, n) reactions considered in the comparisons.
Asterisk (*) marks all the proposed data to be measured again either
due to the limited number of data points at the energy region of
interest or due to the discrepancies found between datasets and/or
between datasets and theory.

Nucleus References Nucleus References

49Ti [16,59,61] 51V [17,59,61–64]
53Cr [18,59,61] 54Cr [19,59,65,66]

55Mn [59,61,67] 57Fe [59]
58Fe

∗
[20] 59Co [59,61,66]

65Cu [24,68–71] 67Zn
∗

[58,59]
71Ga [59,61] 76Ge [72]
75As [59,61,73] 77Se [59,61,65]
80Se [59,74,75] 82Se [61,74,76,77]
79Br [78] 81Br [78]
85Rb [79] 87Rb

∗
[58]

87Sr [58] 92Zr [58,80]
94Zr [80,81] 96Zr

∗
[58]

93Nb [59,61,73] 95Mo [60,80]
96Mo [80] 98Mo [80]

100Mo
∗

[60] 103Rh [58,59,65,82]
110Pd [59,65] 107Ag [58,83,84]
109Ag [59,65,85] 111Cd

∗
[58,86]

116Cd [59,61] 115In [59,65,84]
117Sn [58,87–90] 119Sn [88,89]
122Sn [87–89] 124Sn [88,89,91]
128Te

∗
[58] 130Te

∗
[59,61]

127I [78,92] 139La
∗

[83]
142Ce

∗
[93] 147Sm [94]

149Sm [94] 151Eu
∗

[95]
153Eu

∗
[95] 169Tm [96,97]

181Ta
∗

[98]

strong mass dependence which displays two separate trends,
a polynomial decrease with increasing mass for A � 100 and a
logarithmic increase for A > 100. The imaginary component
λW has a smaller effect on the calculations, however we find
that an increase by 50% improves the description of the data
for certain nuclei while not affecting the overall majority of
cases studied.

FIG. 11. (N, Z) plane of the MACS ratio between the modified
and default JLM model at 1.5 GK.

FIG. 12. (N, Z) plane of the MACS ratio between the modified
and default JLM model at 3 GK.

The adjusted proton OMP has been validated by system-
atic comparisons between calculated (p, n) cross sections and
available experimental data in the energy range of interest.
Overall a good agreement has been found for the majority of
cases studied.

It is important to note that the validity of the systematics
with respect to mass A is limited by the scarcity of experimen-
tal data on proton capture reactions at low energies below the
neutron threshold, especially in the heavier mass region (A >

160). The quality of several of the measured datasets, in par-
ticular, the lack of experimental uncertainties or of a detailed
and traceable uncertainty budget also affects the accuracy
and reliability of the deduced trend functions. The inclusion
of (p, n) reaction cross sections in the analysis allows us to
extend the energy range beyond the neutron threshold to cover
the whole Gamow window relevant to p process temperatures,
as well as the upper mass limit from A = 162 to A = 181.
However, as was observed in the (p, γ ) measurements, quite
often the available experimental data lend themselves to a
qualitative rather than a quantitative comparison with calcu-
lations. As a result, new measurements of (p, γ ) and (p, n)
reactions cross sections are proposed to address these issues
and allow for robust and global systematics of the proton
OMP at low energies, particularly in the heavier mass region
(A > 100).

TABLE IV. List of proton-induced reactions recommended for
measurement at low energies. Problems with experimental data in-
clude (i) few data available in the fitting energy range, (ii) discrepant
data, and (iii) data without experimental errors.

47Ti, 48Ti, 49Ti, 51V, Problems with exp. data
(p, γ ) 59Co, 77Se, 98Ru, 130Ba Figs. 6,7

(p, n) 58Fe, 69Ga, 100Mo, 94Zr, Same as above
128Te, 197Au, 142Ce, 196Pt, Figs. 8,9
153Eu, 139La, 67Zn, 87Rb, 96Zr

(p, γ ) 126Te, 122Sn, 120Sn, 144Sm, most affected by pOMP
142Nd, 125Te, 197Au no exp. data

Figs. 11,12
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The next steps in our effort to improve the proton
JLM/B optical potential at low energies relevant to nuclear
astrophysics, is a) to investigate the energy dependence of
the normalization parameters λV,W in addition to the mass
dependence, as we expect that this would improve the agree-
ment between calculations and data in those cases where we
observe deviations both in absolute scale and in shape, and b)
implement the improved proton OMP p-process calculations
using various p-process scenarios to assess the impact of the
improved nuclear data on p-nuclei abundances.
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