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Abnormal flow of « particles in heavy-ion collisions at intermediate energies
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The experimentally observed abnormal « flow behavior from heavy-ion collisions at intermediate energies is
investigated using the events of **Ca 4+ *°Ca at 35 MeV /nucleon simulated with an improved antisymmetrized
molecular dynamics model with specific consideration of the Fermi motion in the nucleon-nucleon collision
process. Its possible origins in the processes from the fragment formation to the experimental flow extraction,
i.e., dynamical process, sequential decay, experimental detection, and data analysis, are closely examined. It is
found that the observed abnormal « flow behavior originates from the reconstruction of reaction planes in the
flow extraction. How the abnormal « flow behavior is generated from the reaction plane reconstruction procedure

is discussed.
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I. INTRODUCTION

Transverse flow, which is a typical anisotropic collective
motion of nuclear matter produced in heavy-ion collisions,
has been studied both experimentally and theoretically for
several decades, as it carries the crucial information on hot and
dense nuclear matter, such as the behavior of nuclear equation
of state (EOS) at high densities governing the compression,
the internal structure and many other basic properties in su-
pernovae and neutron stars [1-3]. Experimental studies have
been performed by varying experimental parameters, such as
the beam energy, the combination of projectile and target,
the degree of reaction violence, etc., to gain insights into
the dependence of transverse flow on these experimental pa-
rameters [4—14]. Meanwhile, theoretical studies have focused
on using microscopic transport theory in attempt to establish
the relation between the measured flow and key inputs in
physics and understand the generation mechanism of trans-
verse flow in detail [15-23]. It has been well addressed that
the mean field, the symmetry energy, the Coulomb force,
and the nucleon-nucleon (NN) collision cross sections are
closely related to the flow generation at early stages. That
is, at low incident energies (several tens MeV /nucleon), a
negative flow pattern is generated, due to the dominant at-
tractive mean-field interaction between projectile and target.
As the incident energy increases, the flow tends to be less
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negative, due to the increasing dominance of the in-medium
NN collisions with incident energy. At a certain incident
energy (referred as balance energy), the flow becomes zero,
and then the flow increases positively as the incident energy
increases continually up to hundreds MeV /nucleon. For de-
tailed investigation on the mechanism of flow generation via
the comparison between experimental and theoretical results,
ambiguities in experiment and theory, such as the complex
conditions in experiments and data analyses [10,11,24-26],
and the different modeling assumptions resulting in different
dynamics in theoretical calculations [27-29], have to be taken
into account carefully.

In heavy-ion collisions at intermediate energies, both light
charged particles with Z < 2 (LCPs) and intermediate mass
fragments with Z > 2 (IMFs) are copiously produced. How-
ever, only LCPs were often focused on in early studies of
transverse flow [30,31]. In 1996, Huang et al. first experimen-
tally measured the flow from LCPs and IMFs, and observed a
significant dependence of transverse flow on fragment mass
in %Kr 417 Au collisions at an incident energy above the
balance energy, 200 MeV /nucleon [4]. The obtained flow in-
creases smoothly with mass at the mass range of 1 <A < 12,
with the exception of A = 4 particles (mainly « particles), and
the abnormal A = 4 flow becomes even more significant by
comparing the experimental results with those from thermo-
dynamic model calculations in the overall mass range [4] (see
Fig. 1). Later, D. Cussol et al. measured the flow for LCPs
and IMFs up to Z > 10 from collisions of Ar+Ni and Ni+Ni
at incident energies from 30 to 100 MeV /nucleon using the

©2021 American Physical Society
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FIG. 1. (a) Mass dependence of transverse flow from the
8Kr 4 17 Au collisions at 200 MeV /nucleon within the two impact
parameter gates, i.e., 1 < b < 3 fm (filled circles) and 4 < b < 6 fm
(open circles), taken from Ref. [4]. Solid and dashed lines show
the corresponding thermodynamic calculations to reproduce the flow
values in the overall mass range. (b) The difference between the ex-
perimentally extracted flows and those from thermodynamic model
calculations at given masses.

INDRA multidetector at GANIL [26]. Their results show
that the significant flow enhancement for the Z = 2 particles,
dominated by « particles, also exists at low incident energies
below the balance energy. Recently, we studied the global
dependence on mass for the transverse flow in the *°Ca 4+ *’Ca
collisions at 35 MeV /nucleon [32]. We also noticed a similar
abnormal « flow enhancement, further confirming the abnor-
mal flow behavior for « particles in heavy-ion collisions at
intermediate energies. However, it was not able to be clearly
addressed in that work due to the mutual interference among
the effects from the dynamics and decay processes, the im-
perfect experimental fragment detection and the data analyses
etc, although the experimental flow trend with mass were
reproduced by the constrained molecular dynamics (CoMD)
model calculations [33,34], in general [32]. Up to now, the
dynamical mechanism of the abnormal flow for « parti-
cles in heavy-ion collisions at intermediate energies remains
puzzling.

A series of unique phenomena related to « particles have
been observed experimentally in nuclear collisions, i.e., the
similar production cross sections of o particles as compared
to nucleons in heavy-ion collisions [35], the observation of

o cluster states in A < 40 nuclei [36,37], etc. One of the
most effective tools to investigate these a-related phenomena
is the antisymmetrized molecular dynamics (AMD) of Ono
et al. [38,39], due to its capability to reproduce these exper-
imental observations reasonably well [38—41]. In our recent
work, an improved AMD with the Fermi motion in the NN
collision process taken into account explicitly (AMD-FM)
[38,42] has been proposed. As demonstrated in Ref. [42], the
AMD-FM is capable of simultaneously well reproducing
both low- and high-energy proton spectra and angular dis-
tributions of “°Ar+°5'v at 44 MeV /nucleon measured by
Coniglione ef al. [43], and *°Ar + '®1Ta at 94 MeV /nucleon
measured by Germain et al. [44]. Later, we continued to
examine the AMD-FM [45], and found that the experimental
LCP energy spectra and angular distributions of '2C 4 '2C
at 95 MeV /nucleon were better reproduced by the AMD-
FM calculations incorporating with the statistical decay code
Gemini as an afterburner [46], comparing with those from the
original AMD+Gemini. As the energy spectra and angular
distributions are crucial to the flow determination, the estab-
lishment of the AMD-FM provides a favourable opportunity
for the study of the abnormal « transverse flow in heavy-ion
collisions at intermediate energies.

In this article, we aim to investigate the abnormal « trans-
verse flow behavior in heavy-ion collisions at intermediate
energies in the framework of the AMD-FM. In experiments,
a measured fragment experiences three processes in general,
i.e., dynamical process, sequential decay, and experimental
detection, from being generated from the collisions to being
measured by detectors. To determine the transverse flow from
the dynamics information of the measured fragments, off-line
data analyses, i.e., reaction plane reconstruction etc, are also
required. In the following, the possible origins which may
result in the experimentally observed abnormal o flow mass
dependence are examined one-by-one in terms of these as-
pects. The application of the AMD-FM allows these analyses
to be comparable to the real experimental case. This article
is organized as follows. In Sec. II, the AMD-FM simulations
for this work are briefly introduced. In Sec. III, the possible
origins of the experimentally observed abnormal o transverse
flow behavior are investigated and discussed in terms of dy-
namical process, sequential decay, experimental detection and
data analysis. In Sec. IV, a summary is given.

II. AMD-FM MODEL SIMULATIONS

AMD-FM is developed on the basis of the AMD of Ono
et al. [38]. Pauli principle in the AMD-FM are fully respected
in an exact manner due to the wave function antisymmetriza-
tion of nucleons which is inherited from the AMD. During the
nucleon transport, two main processes are involved. One is the
mean-field propagation of nucleons governed by a given effec-
tive interaction, and the other is the NN collision process. In
the AMD, the wave packet propagation with time is performed
classically by solving the Vlasov equation for the centroids of
the wave packets with stochastic two-body collision process.
However, in nature, as two nucleons are within the colli-
sion distance, the momentum uncertainty increases due to the
quantum effect which is also called “Fermi boosting effect.”
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FIG. 2. Comparison between the experimentally measured energy spectra for o particles at entire measured angles from '2C + 2C at
50 MeV /nucleon taken from Ref. [48] (circles) and those from the AMD-FM+Gemini simulations (lines).

To take into account the Fermi boosting effect in the NN
collisions, the associated momenta P; and P, for two given
colliding nucleons are written as two parts in the AMD-FM
(421,

where P? is the centroid of the Gaussian momentum distribu-
tion for the particle i, and the second term, AP;, is the Fermi
momentum randomly given with Gaussian distribution. This
treatment is based on the experimental observation of (e, ¢’ p)
reactions [47], and different from those in other transport
models where the Fermi effect is only taken into account
once in the initial nuclei. More detailed description of the
AMD-FM can be found in Ref. [42].

Figure 2 presents a typical comparison between the exper-
imentally measured energy spectra for o particles at entire
measured angles from '>C 4+ '2C at 50 MeV /nucleon taken
from Ref. [48], and those from the AMD-FM simulations in-
corporating with the Gemini (denoted as AMD-FM+4-Gemini
hereinafter). The experimental results are well reproduced
by the AMD-FM+Gemini simulations. Same comparisons
for protons, deuterons, tritons and 3He are also made, and
similar reproduction qualities are obtained. The performance
of the AMD-FM is well evidenced by its good descriptions
for both energy spectra and angular distributions of LCPs
from heavy-ion collisions at intermediate energies, suggesting
an advantageous property of the AMD-FM for the present

investigation on the abnormal « transverse flow. In this work,
200 000 AMD-FM events of *°Ca 4 *°Ca at 35 MeV /nucleon
with fixed impact parameter b = 4 fm are simulated using
the computer clusters at Cyclotron Institute of Texas A&M
University, College Station. For the nucleon transport, the
Gogny interaction [49] is taken for the mean field, and the
in-medium cross sections of Li and Machleidt [50] is taken for
the NN collisions. The nucleon transport process in each event
is computed up to 300 fm/c, and primary hot fragments at
300 fm/c are recognized using a coalescence technique with a
coalescence radius of 2.5 fm in the coordinate space. Allowing
for the sequential decays, the primary hot fragments from the
AMD-FM are de-excited using the Gemini code along with
our previous work [45].

III. RESULTS AND DISCUSSION

A. Dynamical process

In this work, the microscopic description for dynamical
process is simulated by the AMD-FM. The fragments directly
from the AMD-FM simulations up to 300 fm/c are analyzed
to study the possible origins of the abnormal « flow during the
dynamical process. In general, transverse flow are quantified
using two equivalent definitions, i.e., slope flow [10,11] and
average in-plane transverse momentum flow [51]. For this
work, the definition of the slope flow is adopted. For a certain
type of fragment with mass number A, the transverse flow is
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FIG. 3. Average in-plane momentum per nucleon (P,/A) as a
function of the scaled rapidity Y/ Y,,; for Z = 1-6 primary fragments
from the AMD-FM. Lines depict linear fits for the data in the region
of —0.3 < Y/Yo; < 0.3.

calculated as [10,11]

d(P:/A)
Flow = ——— , 2)
dYy |y_o

where P, and Y are the in-plane transverse momentum and the

rapidity in the center of mass frame, respectively. Y is given
by

Y = ! In E+ CPZ,

2 E—cP,

where E and P, are, respectively, the total energy and the lon-

gitudinal momentum in the center of mass frame. In practical

analysis, the rapidity is often scaled by the center-of-mass

rapidity of the projectile [52], so that the projectile (or target)

has Y/Y,0; = 1 (or —1) and the midrapidity region is around

Y/Yoj = 0. In Fig. 3, the average in-plane momentum per

nucleon (P, /A) is plotted as a function of the scaled rapidity

Y/Yyroj for Z = 1 — 6 primary fragments from the AMD-FM

events. The solid line in each panel represents the linear fit

of data in the region of —0.3 < Y/Y,; < 0.3. The obtained

slope values are plotted by filled circles as a function of Z in

Fig. 4, where the error bars are from the linear fit. The negative

slopes shown are attributed to the dominance of the attractive

mean field at the present incident energy of 35 MeV /nucleon.

Note here that the flow as a function of Z, rather than as

3

Flow (MeV/c)

FIG. 4. Flow as a function of Z. Filled circles are the results from
the AMD-FM calculations up to 300 fm/c, and open circles are those
derived from the CTIM fits. The insert is same but for the results for
the CoMD events.

function of A, is used for the present flow mass dependence
study, and same hereinafter. This treatment is reasonable,
since for the present symmetric system of *°Ca 4 *“°Ca, mass
and charge for Z > 2 fragments approximately have a rela-
tion of A = 2Z. The obtained flow values show a monotonic
increase in the negative direction as mass increases, and no
abnormal o flow is observed.

To understand this monotonically increasing behavior of
the flow with mass from the AMD-FM, a thermodynamic
model, collective-thermal-interplay model (CTIM) [32], is
applied to elucidate the observed results in Fig. 4. For the
present CTIM analysis, fragmentation of a source with mass
80 first takes place using the percolation technique of Staufer
et al. [53]. The momenta per nucleon of a given fragment
with mass number A, P;/A (i = x, y, z, and z direction is the
beam direction), are then distributed as a summation of two
components, i.e., the thermal component P"°™ /A and the
collective component Pf°!! /A. The thermal component is given
by a Maxwellian distribution as

therm _ A (Pitherm / A)2
(B /A) = \ 2wmoT P |:_ 2my(T /A) | @

where T is the temperature of the system at thermal equilib-
rium and my is the average nucleon mass. For the collective
component, only the in-plane transverse flow is taken into
account,

Pl /A =0, 5)
PO /A = tan(Gpow )P /A, (6)

where Og,y is the flow angle. Pz“’11 /A is the longitudinal col-
lective momentum per nucleon and it is assumed to obey a
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Gaussian distribution such that

f(Pe/A) = ST

! (P /)
T Wexp - | (7)

where A is a free parameter related to the width of the longitu-
dinal collective motion in heavy-ion collisions. From above
Egs. (4)—(7), P;/A can be sampled by P;/A = Pl-therm /A +
Pf"“ /A, with three parameters, i.e., system temperature 7,
flow angle Ogow, and A. Using the temperature value of 5.5
MeV determined from our previous work [54] and taking gow
and A as free parameters, we employ the CTIM to fit the
obtained mass dependent flow from the AMD-FM. Permitting
to be comparable to the case of heavy-ion collisions, specific
consideration for finite system size and momentum conserva-
tion is made in the interplay between the thermal motion and
the collective motion. In practice, the momentum conservation
is carried out by limiting the total momenta | ) PO < 100
MeV/c (i = x, y, z) for approximation during the fits. Also
since there is no charge information included in the CTIM,
the Z = 1 flow in Fig. 4 is assumed to be that of A = 1 in the
CTIM, and those with Z > 2 are assumed to be corresponding
to those of CTIM with A = 2Z. The fitting results are given
by open circles in Fig. 4. As observed in the figure, the mono-
tonically increasing flow trend with mass from the AMD-FM
is well reproduced by the CTIM fit (with the parameters
of Bxow = —15° and A = 0.8). The good performance of the
CTIM suggests a simple dynamical mechanism of the mass-
dependent flow in the AMD-FM, that the increasing trend of
the flow as fragment mass increases is attributed to the inter-
play between the thermal motion and the collective motion of
fragments from a thermalized fragmenting source.

In actual heavy-ion collisions at intermediate energies, as
suggested by the calculations with the quantum molecular
dynamics (QMD) model [55], the emissions of LCPs start
to occur shortly after the projectile and target make contact,
whereas the IMF emissions are with a tendency of coming
from cold regions of the system and under a multifragmenta-
tion scenario at late stages. This scenario finds support from
the experimental observation of Xi et al. [56], that temper-
atures involving carbon isotopes are lower than those with
lighter ones. In order to satisfy both the simple mechanism
of the interplay between the thermal motion and the collective
motion predicted by the CTIM and the emission order differ-
ence between LCPs and IMFs simultaneously, the observed
monotonically increasing flow trend has to be established at
very early stages. Indeed as demonstrated in Fig. 5, the mag-
nitude order of flow with mass are attained at an early period
of collisions around 140 fm/c. This fact also explains that the
absence of the abnormal o flow in the dynamic process of
nuclear collisions, that during the early stages of collisions, o
clusters exist in hot nuclear matter and move together with hot
nuclear matter, showing no significant difference comparing
with nucleons and others. The later global decreasing trend of
flows for Z = 1-6 fragments with time may be attributed to
the final-state interaction [57] and the evaporation of the hot
fragments.

It should be mentioned here that this monotonic mass de-
pendence of the flow and its generation mechanism obtained
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FIG. 5. Time evolution of the flow for Z = 1-6 fragments. The
flow values for different time are extracted using the linear fits within
—0.3 < Y/Yproj < 0.3.

within the AMD-FM framework are also attained among
other QMD-like transport models with different assumptions.
To show this, the CoMD simulations [33,34] are performed
to generate the events of “°Ca+%°Ca at 35 MeV/nucleon
with a fixed impact parameter of 4 fm for comparison.
In CoMD calculations, primary fragments are selected at
300 fm/c, and recognized using a coalescence technique with
a coalescence radius of 2.5 fm in the coordinate space, for
keeping consistency with the case of the AMD-FM. The flow
values for Z = 1-6 fragments are extracted using the same
approach in Fig. 3. The results are plotted in the insert of
Fig. 4. It is observed that the CoMD flow shows a monoton-
ically increasing dependence on mass as well, in agreement
with that of AMD-FM. The monotonically increasing flow
mass dependence is also well reproduced by the CTIM with
Oow = —53° and A = 0.4, demonstrating a similar generation
mechanism of mass-dependent flow for the CoMD to that of
the AMD-FM. As described in Refs. [33,34], the CoMD is
significantly different from the AMD (as well as the AMD-
FM for this work), in terms of the effective interaction used
for the mean-field propagation of nucleons, the NN collision
cross sections, and the treatment of the Pauli principle and
in-medium clusterization effect, etc. The AMD-FM and the
CoMD are typical among QMD-like transport models. It indi-
cates that the existence of the monotonically mass-dependent
flow trend and its dynamical mechanism are independent of
these basic modeling assumptions in the AMD-FM and the
CoMD, as well as those in other QMD-like transport models.
One may also notice that the flow values obtained from the
AMD-FM and the CoMD have around five times deviation in
magnitude. This can be attributed to the different parameters
used in the two models.

B. Sequential decay process

When fragments are formed in intermediate energy heavy-
ion collisions, many of them are in excited states and undergo

044607-5
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FIG. 6. Same plot as Fig. 3, but for the AMD-FM+Gemini events.

sequential decays prior to being detected in experiments. The
dynamical information of the hot and dense nuclear matter
during collisions are perturbed by the sequential decays. It
may result in serious ambiguities in the flow determination.
It is therefore of great necessity to examine whether the ab-
normal « flow appears after considering the sequential decay
process. In Fig. 6, (P,/A) as a function of Y/Y,; for the
secondary fragments from the AMD-FM simulations incor-
porating with the Gemini code as an afterburner is plotted.
The extracted flow values from the linear fits within —0.3 <
Y/Yroj < 0.3 are plotted by circles as a function of Z in
Fig. 7. It can be observed that the obtained flow values for
the secondary fragments also show monotonically increasing
as the fragment mass increases in the overall mass range
presented, in rather good agreement with that of the primary
fragments. This fact strongly suggests that the experimentally
observed abnormal « flow behavior does not originate from
the sequential decay process.

C. Experimental detection

Fragments after sequential decays are then measured by
detectors in experiments. In this subsection, we continue to
investigate the origination of the experimentally observed
abnormal « flow behavior, by examining the effects from
the experimental conditions using the secondary cold frag-
ments from the AMD-FM+Gemini events. Several detector
arrays around the world have been used in the transverse
flow studies, i.e., 4 array at Michigan State University [58],
Miniball/Miniwall array at Laboratoire National SATURNE
[59], INDRA detector array at GANIL [60], NIMROD-ISiS
47 array at Cyclotron Institute, Texas A&M University [61],
etc. Here, we refer to one of the most recently established
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FIG. 7. Same plot as Fig. 4, but for the AMD-FM+Gemini
events (circles), for the filtered AMD-FM-+Gemini events (squares)
and for the filtered AMD-FM+Gemini events where the (P,/A) val-
ues are in the reaction planes reconstructed using the AC method
(triangles). The insert shows the comparison between the theoret-
ical flow values from the filtered AMD-FM+-Gemini events with
the reaction planes reconstructed using the AC method (triangles),
and the experimental flow values from the events of *°Ca +*°Ca
at 35 MeV/nucleon within the impact parameter range of 3-6 fm
characterized using the charged particle multiplicity (stars). The ex-
perimental results are taken from Ref. [32].

facilities, NIMROD-ISiS 4m array, and examine whether
the experimental conditions have an influence on the mass-
dependent flow pattern.

NIMROD-ISiS 47 array is a charged particle detector array
which consists of 14 concentric rings covering 3.6° to 167°
in the laboratory frame. The angular layout of the NIMROD-
ISiS array, and the key parameters of detector modules have
been given in Table 1 of Ref. [61]. During the experiments,
the ejectiles from the collisions first have to hit inside the
effective angular range of 3.6° < 6 < 167° in order to be
detected. Pulse shape discrimination for the fast and slow
components of the Csl light output provides isotopic iden-
tification of LCPs, and energy loss versus remaining energy
in Si-Csl and Si-Si provides isotopic identification for IMFs,
in the off-line particle identification (PID) process. This lim-
its that only fragments with kinetic energies large enough
to punch through the front Si detector are acceptable for
the PIDs. In the present analysis, for keeping consistency
with the real case, the secondary cold fragments from AMD-
FM+Gemini calculations are filtered first using the angular
acceptance of the detector array and the individual front Si
wafer punch-through energies of the detector modules. The
punch-through energies for various isotopes on 150, 300, and
500 um Si wafers are calculated using LISE++ [62]. Another
experimental condition one should consider carefully is that
each detector module itself has a certain angular resolution.
Here, for a given fragment, its physical angular information in
the laboratory frame directly from AMD-FM+Gemini sim-
ulations, 6j,, and ¢, are randomized within 6, £ %AQdet

and ¢y £ %Aqﬁdet, where Afg; and A¢ge are the angular
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FIG. 8. Same plot as Fig. 3, but for the filtered AMD-
FM+Gemini events.

resolutions of the detector module collecting that fragment.
Since the NIMROD-ISiS has no capacity of measuring neu-
tron energy and angular information, the neutrons from the
simulations are not used for the present analysis. Figure 8
shows the (P;/A) as a function of Y/, for the secondary
Z = 1-6 fragments filtered by the NIMROD-ISiS filters in-
cluding the angular coverage of the NIMROD-ISIS array, and
the punch-through energies of the front Si detectors (energy
thresholds) and the angular resolutions of the detector mod-
ules. The extracted flow values are plotted by squares in Fig. 7.
The obtained mass-dependent flow shows a monotonically in-
creasing trend, but with reduced magnitudes comparing with
those without filtering. These results demonstrate that the flow
values are sensitive to the experimental conditions, whereas
the experimental conditions do not jeopardize the monotoni-
cally mass-dependent flow trend, so that the abnormal o flow
does not originate from incomplete experimental fragment
detection due to the experimental condition limitations.

D. Data analysis-reaction plane reconstruction

In model simulations, a complete knowledge of in-
plane and out-plane momenta for all fragments is available.
However, in experiments, one has to reconstruct the reaction
plane, which is defined as the plane containing the relative
momentum and position vectors of target and projectile nuclei
in an event-by-event basis, in prior to determining the in-plane
momenta for given fragments. Various methods have been
developed for reconstructing reaction planes, i.e., transverse
momentum analysis method [63,64], azimuthal correlation
method [65], and projectilelike fragment plane method [66],
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FIG. 9. Same plot as Fig. 3, but for the filtered AMD-
FM+Gemini events where the (P./A) values are in the reaction
planes reconstructed using the AC method.

etc. Since the reaction plane reconstruction is rather crucial in
the extraction of flow from the experimental data, the contri-
bution from the reaction plane reconstruction process to the
mass-dependent flow around « has to be examined carefully.
Here, the azimuthal correlation (AC) method is adopted for
an example taking the advantage of its good performance at
incident energies ranging from the Fermi energy up to around
100 MeV /nucleon [65]. In the AC method, since the trans-
verse momentum is used both for the reaction plane estimation
and for the projection, autocorrelations are involved [65]. To
avoid the autocorrelation, the particle of interest (POI) is
excluded from the estimation of the reaction plane [65]. The
reconstructed reaction plane after taking into account the POI
effect is also called one plane per particle elsewhere [26].

In Fig. 9, we present the (P,/A) as a function of Y/ Y
for the filtered AMD-FM-+Gemini events, where (P, /A) val-
ues are evaluated in the reaction planes reconstructed using
the AC method. In contrast to Fig. 8, opposite flows are
observed here. This is because it is impossible to determine
the attractive/repulsive orientation of the reaction plane by
the AC method (same for other methods) [65]. This also
explains why the experimental flow values are always pos-
itive. One may notice the slight offset from the origin in
the (P, /A)-Y /Y plots. Similar nonzero values of (P;/A) at
Y/Yyroj = 0 were also observed in other parallel experiments
by Ogilvie et al. [64], Pak et al. [10], Cussol et al. [26], and
Kohley et al. [13,66]. We have addressed it in our previous
work that the origins of the experimentally observed offset
are from the asymmetric detection due to the experimental
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condition limitations, i.e., the energy threshold and the
angular acceptance of the detector array [32]. Since as demon-
strated in Figs. 3, 6, and 8 the negative flow is dominant
at present incident energy of 35 MeV /nucleon, negative
signs are added in front of the extracted slopes to compare
with those without the procedure of reaction plane recon-
struction. The obtained flow values with negative signs are
plotted by triangles in Fig. 7. Of great interest is to ob-
serve the appearance of the abnormal « flow behavior. This
signal is rather clear and strongly indicates that the ab-
normal o flow behavior is closely related to the reaction
plane reconstruction. The reduced flow values in the overall
mass range presented, comparing with those without reac-
tion plane reconstruction, is also a typical indication of the
impact induced by the procedures used to reconstruct the
reaction plane [26]. In the insert of Fig. 7, the obtained
AMD-FM flow values with the reaction plane reconstruction
procedure (triangles) are compared with the experimentally
extracted flow values from the events of “°Ca+*’Ca at
35 MeV /nucleon from our previous work [32]. One may
observe the consistent abnormal « flow enhancement in both
experiment and theory, in spite of a significant flow differ-
ence in magnitude for both cases. The difference between the
experimental and theoretical flow values may be attributed
to many factors, i.e., the poor PID in the backward angles
in the actual experiment, and the ignored event characteri-
zation in the simulations etc. To carry out more quantitative
comparison of the flows between the experiments and model
simulations, these factors should be carefully considered. For
a cross-check, the transverse momentum analysis method is
applied to reconstruct the reaction plane, and following the
same analysis procedure, similar mass-dependent flow trend
to that of Fig. 7 is obtained as well, further confirming the re-
lation between the abnormal « flow behavior and the reaction
plane reconstruction.

E. Abnormal « flow behavior and reaction plane reconstruction

To understand how the reaction plane reconstruction dis-
torts the monotonically increasing trend of flow with mass
and generates the abnormal o flow behavior, we refer to
one experimental flow investigation of Cussol et al. [26].
In that work, they determined the transverse flow values for
the Ar+Ni collisions from 32 to 95 MeV /nucleon and for
the Ni+Ni system from 32 to 90 MeV /nucleon to study the
balance energies using the GANIL facility with the INDRA
detector system [26]. In Fig. 10(a), we show the flow versus
incident energy plots for proton, o, Z = 3-5, and Z > 6 frag-
ments from the Ar+Ni system by circles for example. The
results for deuteron, triton, >He, which are also available in
Ref. [26], and will be discussed later. A typical U shape of
flow as a function of incident energy appears for all types of
particles. Fitting the data points using quadratic polynomial
in each panel, one may get the energy corresponding to the
minimum flow value, namely the balance energy. For given
type of particles, we take the experimentally determined flow
values at the incident energies below the balance energy, 32,
40, 52, and 63 MeV /nucleon, respectively, and plot them as a
function of particle type in Fig. 10(b). Due to the symmetry of
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FIG. 10. (a) Flow as a function of incident energy for proton, «,
Z =3-5and Z > 6 fragments from the Ar+Ni system. Circles repre-
sent the experimental results directly taken from Ref. [26], and lines
are the corresponding quadratic polynomial fittings. (b) Flow as a
function of particle type for proton, o, Z = 3-5 and Z > 6 fragments
at the incident energies of 32, 40, 52, and 63 MeV /nucleon, where
the incident energies decrease from top to bottom.

the U shape of flow as a function of incident energy relative
to the balance energy [67], the flow values below the balance
energy are taken only. Similar to those by triangles in Fig. 7,
negative signs are also added in front of these values. One
may observe that the abnormal « flow enhancement exists
at all four measured incident energies, and the overall flow
mass-dependent patterns are identical to that we obtained in
Fig. 7 by triangles.

In Fig. 10(a), it is observed that, in contrast to those
of proton and «, the flow versus incident energy plots for
Z =3-5 and Z > 6 fragments both show negative flows at
incident energies around minima. Similar results are also ob-
tained from the Ni+Ni system [26]. Such results are of great
surprise. With a serious examination using models, Cussol
et al. attributed the negative values around the balance energy
to the imperfect performance of the experimental reaction
plane reconstruction methods, that reaction plane reconstruc-
tion method used to avoid autocorrelations by excluding the
POI, leads to an anticorrelation [26]. This anticorrelation only
exists in the reaction plane reconstruction of IMFs, and there-
fore no significant negative flows are observed for proton
and « particles in Fig. 10(a). The extracted balance energy
of the Ar4Ni system is 82 + 2 MeV /nucleon, showing no
significant dependence on the particle species. It suggests that
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FIG. 11. Same plots as Fig. 10, but for those after the artificial
shift in the Y axis to fix the negative offsets around the balance
energy.

although the flow values for the IMFs are negative around the
balance energy in Fig. 10(a), the shape of flow as a function
of incident energy is still reliable. Following this, one may
artificially shift the flow versus incident energy plots of IMFs
[shown in Fig. 10(a)] in the Y axis to eliminate the negative
flows around the balance energy. The results are given in
Fig. 11(a). Using a similar method as that in Fig. 10(b), one
can obtain Fig. 11(b). After the artificial shift, it is found in the
figure that the abnormality of « flow behavior disappears for
all four incident energies, and results in to follow a smoothly
increasing mass-dependent trend. Therefore, it can be inferred
that the abnormal « flow behavior is artificially generated.
That is, the origin of the abnormal « flow behavior is from
the flow reduction for IMFs due to the anticorrelation effect
from the imperfect performance of the reaction plane recon-
struction method. One may also notice a slight reduction of
experimental Z > 6 flow in Fig. 11(b). This can be attributed
to the system size effect, that at large mass region, the flow
decreases with mass originating from the suppression of col-
lective motion due to the momentum conservation [32].

In Ref. [26], the negative flow values around the balance
energy have been also found for deuteron, triton and *He.
However, they were attributed to be from the combination of
the imperfect reaction plane reconstruction and the dynamics
of the collisions, in contrast to those of the IMFs [26]. It
is also important to take into account the deuteron, triton,
and ’He flows, and examine whether the conclusion above
holds consistently. Performing the same artificial flow shift to
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FIG. 12. (a) Same plot as Fig. 10(b), but as a function of Z.
(b) Same plot as Fig. 11(b), but as a function of Z. See the details
in the text.

eliminate the negative flow values around the balance energy,
the deuteron, triton and He flow values after the artificial
flow shift are obtained. To include these flow values, the flow
values for Z = 1 and Z = 2 particles are evaluated to be the
average flow values with the weight factors by using the given
isotope yields for the given Z. The yields of proton, deuteron,
triton, *He and o emitted in the forward angles from the
Ar+Ni collisions with the impact parameter of 0-3 fm (the
same range in which the flows were determined by Cussol
et al. [26]) taken from Ref. [68] for an approximation. When
there is no yield information at given energies, the yields are
estimated using an interpolation technique. The obtained flow
values for Z = 1-2 particles before and after the artificial flow
shift are plotted as a function of Z together with those for
Z =3-5 and Z > 6 particles in Figs. 12(a) and 12(b). The
obtained flow trends in the upper and lower panels are in close
agreement with those of Figs. 10(a) and 11(b), respectively.
The disappearance of the abnormal o flow behavior after
the artificial shift demonstrates that the conclusion that the
reduction of IMF flows due to the reaction plane reconstruc-
tion is the dominant origin of the apparent abnormal o flow
enhancement still holds after taking into account the deuteron,
triton and *He flows.

It should be emphasized that the artificial flow shift [from
Fig. 10(a) to Fig. 11(a), for example] is rather arbitrary. It can
be only treated as a way for explaining the experimentally
observed abnormal o flow behavior, rather than an effec-
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tive correction of inaccurately determined reaction planes.
Based on traditional reaction plane reconstruction methods,
as pointed out in Ref. [26], reasonable reaction planes can
be achieved only from the complete measurements in ex-
periments, and however, it is an extremely difficult task.
Recently, machine-learning techniques have been introduced
for particle identification and event characterization in ex-
periment [69,70], making use of its capacity of recognizing
and characterizing complex data sets. The perspective of well
reconstructing the reaction planes in heavy-ion collisions may
also become accessible using the machine-learning techniques
in future.

IV. SUMMARY

The experimentally observed abnormal « flow behavior
from heavy-ion collisions at intermediate energies is inves-
tigated within the framework of an improved AMD with
specific consideration of the Fermi motion in the NN collision
process, AMD-FM. Possible origins of the abnormal o flow
in terms of dynamical process, sequential decay, experimen-
tal detection and data analysis are examined carefully using
the AMD-FM events of *“°Ca+%Ca at 35 MeV /nucleon
with a fixed impact parameter of 4 fm. In summary, the
conclusions drawn from the present analyses are given as
follows:

(i) The flow values determined from the AMD-FM
events computed up to 300 fm/c show a monotoni-
cally increasing trend as a function of fragment mass,
with no exception for the o flow. With the aid of
a collective-thermal-interplay model, the increasing
trend of the flow with mass is found to originate
from the interplay between the thermal motion and
the collective motion of fragments from a thermal-
ized nuclear matter. The investigation of the time
evolution of the mass-dependent flow demonstrates
that the monotonically increasing trend is attained
at early stages of collisions. Taking into account of
the model dependence effect on the mechanism of
the monotonically increasing flow mass dependence,
CoMD simulations are performed for comparison. It
is found that the flow trend as a function of fragment
mass from the CoMD events is in good agreement
with that of the AMD-FM. It is suggested that the
monotonically mass-dependent flow and its dynami-
cal mechanism are independent of the basic modeling
assumptions, i.e., the mean-field propagation of nu-
cleons, the NN collisions, the treatment of the Pauli
principle and in-medium clusterization effect, etc.,
between the AMD-FM and the CoMD, as well as
those among other QMD-like transport models.

(ii)) The examination of whether the abnormal o flow
behavior originates from the sequential decay process
is performed using the secondary fragments from the
the AMD-FM events incorporating with the Gemini
code as an afterburner. The flow values for the sec-

ondary fragments also increase monotonically with
fragment mass, in rather good agreement with that of
the primary fragments, demonstrating that the experi-
mentally observed abnormal o flow behavior does not
originate from the sequential decay process.

(iii) The experimental filters of the NIMROD-ISiS array,
i.e., the angular coverage of the NIMROD-ISiS array,
and punch-through energies of the front Si detectors
(energy thresholds) and angular resolutions of the de-
tector modules, are applied to the AMD-FM+Gemini
events to investigate the effects from incomplete ex-
perimental fragment detection due to the experimental
condition limitations to the experimentally observed
abnormal o flow. It is found that the flow amplitudes
are only reduced due to the experimentally filtering,
but the monotonically increasing flow trend with mass
does not change.

(iv) A key off-line analysis procedure in the flow deter-
mination, reaction plane reconstruction, is examined
using the filtered events from the AMD-FM+Gemini
simulations. The azimuthal correlation method is
adopted for example allowing for its good perfor-
mance in the reconstruction of the reaction planes at
intermediate heavy-ion collisions. After introducing
the reaction plane reconstruction, the abnormal « flow
appears, indicating a close relationship between the
abnormal o flow and reaction plane reconstruction.
Referring to the flow study of Cussol et al. and com-
bining their conclusions [26], it can be inferred that
the abnormal « flow is apparent, and the actual origin
is mainly from the IMF flow reduction due to the
anticorrelation effect originating from the imperfect
reconstruction of the reaction planes.

The above conclusions are rather preliminary and within
the framework of typical QMD-like transport models only. It
will be of great importance to investigate the abnormal o flow
using BUU-type transport models in future, i.e., Boltzmann-
Uehling-Uhlenbeck model [71], stochastic mean-field model
[72], etc., as well as statistical models, i.e., microcanonical
metropolitan Monte Carlo model [73] and statistical multi-
fragmentation model [74]. Another remaining open problem
is constituted by the inaccurate determination of the reac-
tion planes using the traditional reaction plane reconstruction
methods. Applying the machine-leaning techniques may make
it possible to increase accuracy of the reaction plane recon-
struction.
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