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Proton decays in 16Ne and 18Mg and isospin-symmetry breaking in carbon isotopes and isotones
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Proton-rich nuclei possess unique properties in the nuclear chart. Due to the presence of both continuum
coupling and Coulomb interaction, phenomena such as halos, Thomas-Ehrman shift, and proton emissions can
occur. Relevant experimental data are difficult to obtain, so that theoretical calculations are needed to understand
nuclei at drip lines and to guide experimentalists. In particular, the 16Ne and 18Mg isotopes are supposed to
be one-proton and/or two-proton emitting nuclei, but associated experimental data are either incomplete or
even unavailable. Consequently, we performed Gamow shell model calculations of carbon isotones bearing A =
15–18. Isospin-symmetry breaking occurring in carbon isotones and isotopes is also discussed. It is hereby shown
that the mixed effects of continuum coupling and Coulomb interaction at drip lines generate complex patterns in
isospin multiplets. Added to that, it is possible to determine the one-proton and two-proton widths of 16Ne and
18Mg. Obtained decay patterns are in agreement with those obtained in previous experimental and theoretical
works. Moreover, to our knowledge, this is the first theoretical calculation of binding energy and partial decay
widths of 18Mg in a configuration interaction picture.
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I. INTRODUCTION

The proper description of nuclei at drip lines is one of the
main challenges of nuclear theory. Phenomena absent in the
valley of stability appear at the limits of the nuclear chart
because of the decreasing separation energy of the nuclear
ground state. The most striking among them is the appear-
ance of halos in the asymptotic region, of one-nucleon and
two-nucleon types [1–13], and the fact that ground states
can become unbound [14–19]. One can also mention the for-
mation of cluster structures in drip-line nuclei [20–22]. The
fundamental reason leading to such phenomena is the strong
coupling to the continuum occurring in drip-line nuclear
states. This occurs because valence nucleons mainly occupy
shells lying close to the particle-emission threshold. In fact,
drip-line nuclei exhibit a large enhancement of internucleon
correlations compared to those of the valley of stability [23].

The largest number of halo nuclei is found at the neutron
drip line [1]. This arises because neutrons are only subject to
the centrifugal barrier in the asymptotic region. Indeed, neu-
trons largely occupy sp partial waves in light nuclei, so that
the small or even nonexistent centrifugal barrier therein al-
lows generation of halos [1,11]. One can cite the one-neutron
halos of 11Be, 19C, 31Ne, and 37Mg [1,4,5,5,8–10] and the
two-neutron halos of 6,8He, 11Li, 14Be, 17B, and 22C [1–3,6–
10,13], and maybe a four-neutron halo in 8He [3].

31F is suspected to be a halo nucleus [24], which is sup-
ported from Gamow shell model (GSM) calculations done
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by the authors [25]. In fact, 31F might well be the heaviest
two-neutron halo nucleus synthesized experimentally [25].

A clear consequence of the strong intertwining of the de-
grees of freedom of continuum and nucleon correlations at
the neutron drip line is the odd-even staggering in the helium
chain [26,27]. Indeed, the odd isotopes of the helium chain
except 3He are all unbound and bear widths between 100 and
700 keV, whereas all even isotopes of the helium chain are
bound except 2He and 10He [27]. Another important effect
arising at the neutron drip line is the redistribution of magic
numbers induced by continuum coupling [28]. As a conse-
quence, nuclei of the neutron drip line are widely studied
from both theoretical and experimental point of views (see
Refs. [23,29–31] and Refs. [9,32] for reviews on these two
respective subjects).

Apparently, nuclei at the proton drip line only present
mild differences compared to well-bound nuclei, in contrast
to neutron-rich nuclei. This is due to the presence of the
Coulomb barrier in proton-rich nuclei, which confines protons
in the nuclear region and thus prevents halos and large widths
from developing. However, proton-rich nuclei are far from
possessing a nuclear structure similar to nuclei of the valley of
stability [32]. As the Coulomb barrier is weak in the lightest
nuclei, halos and unbound nuclear states of sizable width
can develop at the proton drip line, proton halo states being
smaller in number than at the neutron drip-line, however [1].
Indeed, 8B [9] and the first excited state of 17F [12] are
one-proton halo states, while 5Li and 7B are unbound and
bear a proton-emission width close to 1 MeV [27]. In fact,
the repulsive character of the Coulomb Hamiltonian increases
proton-emission width in the two latter nuclei compared to
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their unbound helium mirrors. Note that 17Ne is suspected
to be a two-proton halo from recent experiments [33,34],
supported by the GSM calculations done in this context [35].
Added to that, continuum coupling has been shown to act
differently on ground and excited states of proton-rich nu-
clei [36]. While Coulomb energies in resonance ground states
usually follow the same trend as that of well bound nuclei,
namely the isobaric multiplet mass equation (IMME) [37–39],
the Coulomb energies of excited states depart from the IMME
due to their more extended wave functions in the preasymp-
totic region [36]. Another interesting phenomenon has been
discovered at the proton dripline: the formation of a very nar-
row 1/2− resonance of the 15F spectrum above the Coulomb
barrier, whose width is only about 40 keV [40]. This many-
body resonance was analyzed theoretically in Ref. [40], where
it was shown that its narrow width could develop only be-
cause of the smallness of available phase space for particle
decay [40].

In fact, one of the most important drip-line phenomena,
namely two-proton decay, occurs at the proton drip line [32].
Goldanskii predicted decades ago that two-proton decay is
likely to occur in proton-rich nuclei, verifying a simple con-
dition function of their energy and width [41]. Two-proton
radioactivity was then experimentally discovered a few years
ago with the examples of 48Ni [42], 45Fe [43], and 54Zn [44].
More recently, the 67Kr isotope has been noticed to decay by
two-proton emission [45] (see also Ref. [46] for its theoretical
study with a three-body model). Other nuclei decaying par-
tially or totally by two-proton decay are 12O [47], 16Ne, and
19Mg [48,49]. While 18Mg has not been observed, it can decay
in principle by proton and/or two-proton emission as both
its one-proton and two-proton separation energies are nega-
tive [50]. A microscopic theory of two-proton radioactivity
has been developed in the frame of the real-energy continuum
shell model [51,52] (see also Ref. [53] for a review on this
topic and on associated experiments). The two-proton emitters
48Ni, 45Fe, 54Zn have been considered in that approach, albeit
with sequential or cluster approximations [52].

Clearly, it is needed to study theoretically the one-proton
and two-proton decays of 16Ne and 18Mg in order to under-
stand and guide experiments on this topic (see for example
Refs. [48,54]). For this, we will employ the GSM [30,55–
57], as it allows us to calculate particle-emission widths of
many-body nuclear states. One can note that 16Ne and 18Mg
are mirror nuclei of carbon isotopes, so that the isospin mixing
induced by the Coulomb Hamiltonian will appear explicitly.
The situation is all the more interesting as partial dynamical
symmetry occurs therein [58,59], i.e., the isospin operator
does not commute with the used Hamiltonian whereas isospin
is conserved in the considered many-body wave functions.
We will not consider the two-proton decay of 19Mg with
GSM, however. Indeed, its width is about 10−4 eV experimen-
tally [27]. Assuming that the 19Mg ground state is accurately
modeled in GSM, its calculation would then be well beyond
the current capabilities of GSM, whose numerical precision is
about 0.1 keV [25].

The paper is structured as follows. We will first present
the basic features of GSM. Then, we will describe the

Hamiltonian used to calculate many-body wave functions,
which is rooted in effective field theory (EFT). After this,
we will depict the results obtained with the devised model in
carbon isotopes and isotones of A = 15–18, in which the 16Ne
and 18Mg nuclei can be found. Energies, particle-emission
widths, and Coulomb energies will be dealt with. As men-
tioned above, the isospin partial dynamical symmetry will be
discussed in relation to the obtained results. The method used
to derive one-proton and two-proton decay widths from GSM
many-body wave functions will also be detailed. Conclusions
will be made afterwards.

II. METHOD

A. Theoretical background of GSM

GSM is a configuration interaction framework based on the
Berggren basis [60]. The Berggren basis consists of one-body
states generated by a finite-range potential, such as a Woods-
Saxon potential. The Berggren basis is obtained from the
real-energy Newton completeness relation [61], by deforming
the contour of real energy states in the complex plane [60].
Narrow resonance states sufficiently close to the real axis
must be included with the bound states and complex scatter-
ing states [60]. The bound, resonance, and complex-energy
scattering states of the Berggren basis form a complete set of
states:

∑
n

|un〉 〈un| +
∫

L+
|u(k)〉 〈u(k)| dk = 1̂, (1)

where |un〉 is a bound or resonance one-body state and |u(k)〉
is a scattering state belonging to the L+ contour of com-
plex momenta (see Ref.[30] for details). In order to use
the Berggren basis in numerical applications, one discretizes
the L+ contour of Eq. (1) with the Gauss-Legendre quadra-
ture [30]. One typically needs 30–50 discretized states in order
to have converged results [62].

The discretized Berggren completeness relation can be
formally identified to that generated by a set of harmonic
oscillator (HO) states. Consequently, one can build configu-
rations in GSM from the Berggren basis states of all partial
waves, similar to the standard shell model (SM) [30]. The nu-
clear Hamiltonian is then represented by a complex symmetric
matrix in GSM.

One of the fundamental differences from SM is the appear-
ance of many-body scattering eigenstates in the Hamiltonian
spectrum. Indeed, many-body resonance states are hidden
among the many-body scattering eigenstates of the Hamil-
tonian. The scattering eigenstates apparently form the vast
majority of the eigenspectrum, but they are not part of the
eigenstates of the lowest energies, contrary to the eigenstates
of interest in SM. Therefore, the overlap method was devel-
oped to solve the so-called identification problem [26,30]. In
that method, the Hamiltonian is first diagonalized using the
pole approximation, i.e., by suppressing all scattering con-
figurations of the many-body Berggren basis, so that only
resonant configurations, built from S-matrix poles, remain.
The obtained eigenstates are zeroth-order approximations
of the exact resonant eigenstates of the Hamiltonian. One
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diagonalizes the Hamiltonian in full space afterwards. The
resonant eigenstate of interest is then that which bears the
largest overlap with the eigenstate obtained at the pole ap-
proximation level. This allows one to uniquely determine the
resonant eigenstates of the Hamiltonian, as the pole config-
urations are always dominant in practice compared to those
associated with the nonresonant continuum.

The GSM Hamiltonian matrix is diagonalized using the
Jacobi-Davidson method [63]. The Jacobi-Davidson method
targets the eigenstate closest to the used zeroth-order approx-
imation, so that it converges quickly to the sought resonant
state. In fact, the Jacobi-Davidson method in GSM replaces
the Lanczos method of SM where only the eigenstates of
lowest energies can converge quickly. The GSM code has also
been recently parallelized using an efficient two-dimensional
partitioning algorithm [64], so that it can be efficiently used
on powerful parallel machines.

B. Hamiltonians and model spaces

The Hamiltonian and model space used in the calculation
of the many-body nuclear states of carbon isotopes and iso-
tones are very close to those used in Ref. [36] in the context
of proton-rich oxygen isotones, so that we will only describe
their overall features.

We work in the frame of the core + valence nucleon pic-
ture. The considered core is 14C for carbon isotopes, whereas
it is the mirror 14O for carbon isotones.

A potential of Woods-Saxon (WS) type is used to mimic
the core, which is fitted to the single-particle spectrum of 15C.
The same WS potential is used for the 14O core, to which a
Coulomb potential generated by the core charge density is
added, which is taken to be of a Gaussian form for simplic-
ity [62]. The parameters of the WS potential are d = 0.65
fm for diffuseness, R0 = 2.98 fm for radius, V0 = 51.5 MeV
(� = 0) or 49.75 MeV (� > 0) for central potential depth, and
Vso = 6.5 MeV for spin-orbit potential depth.

We take into account spdf partial waves in the valence
space, which are of proton (neutron) type for carbon isotones
(isotopes). Partial waves of the spd type are represented us-
ing the Berggren basis, whereas the HO states are used for
the f partial waves. This is justified by the large centrifugal
barrier of the f partial waves, whose effect on asymp-
totic many-body wave functions is negligible. The residual
nucleon-nucleon interaction used is generated from EFT [65],
to which A dependence is added to simulate missing three-
body interactions [36]. The Coulomb interaction is added
when considering valence protons.

The parameters of the used nuclear interaction and the
method used to deal with the infinite-range of the Coulomb
Hamiltonian are the same as those used in Ref. [36]. There-
fore, we refer the reader to that paper for details.

III. RESULTS

A. Energy spectrum and widths of carbon isotones

The obtained energy spectrum of carbon isotones is de-
picted in Fig. 1. One can see that both energies and widths
of experimentally known eigenstates are well reproduced.
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FIG. 1. Excitation energies (Ex , in MeV) and widths (in keV) of
ground and excited states of carbon isotones. The GSM calculations
are compared to available experimental data. Energies are given with
respect to the 14O core. Widths are represented by green striped
squares, and their explicit values are written above. Experimental
data of 15F are taken from Ref. [27] and those of 16Ne from Ref. [66].

The two first states of 15F have a single-particle charac-
ter, i.e., the 1/2+ ground state and 5/2+ first excited state
correspond to the proton 1s1/2 and 0d5/2 one-body states,
respectively. Hence, as the 15C single-particle states have been
fitted to their experimental data, one could expect their iso-
baric analog states to be close to experimental data as well.

The experimental energies of the 0+ and 2+ states of 16Ne
are well reproduced, even though these states were not fitted.
Consequently, theoretical widths are fully predictive. One can
see that the calculated width of the ground state of 16Ne is
about 10 keV, which is smaller than the experimental value of
122 keV of Refs. [67,68]. However, our value is close to that
obtained in the three-body model by Grigorenko et al. [69],
where it is estimated to be in the interval of 0.15–3.1 keV.
A width of a few keV at most is also supported by other
experimental works, where 80 keV is an upper bound [66].
Consequently, we also support a small value for the particle-
emission width of 16Ne, of the order of 10 keV. Similarly, we
obtain a small width for the 2+ first excited state of 16Ne, of
about 40 keV, which is close to the values measured in the
experimental studies of Refs. [54,70] and calculated in the
theoretical analyses done in Refs. [69,71].

We have no definitive experimental data for the ground
and excited states of 17Na [27]. Indeed, even though 17Na
has been synthesized, it might well be a combination of three
different eigenstates [27]. Consequently, we can only compare
our results to those arising from other models. The energies
and widths of the three first eigenstates of 17Na have been
considered in an empirical potential model in Refs. [72,73].
The energies and widths of the 1/2+ ground state and 5/2+
excited state of 17Na agree well with our results. In particular,
the 1/2+ ground state width differs by only about a factor
2, as it is 845 keV in our model and 1.6 MeV in that of
Ref. [73]. However, the 3/2+ state is about 1 MeV higher
in our calculations compared to those of Ref. [73], where it
is only 170 keV above the 1/2+ ground state. Consequently,
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we also have different widths for the 3/2+ state, as it is about
300 keV in our model and 20 keV in that of Ref. [73].

As 18Mg has not been observed experimentally, only a
comparison between our calculations and other theoretical
estimates can be done. The binding energy of 18Mg was cal-
culated with an empirical potential model in Refs. [72,74].
The obtained value is very close to ours as it differs by about
100 keV. However, those authors did not provide information
of the width of 18Mg, except for a rough estimate of about
9 keV. Added to that, the question of the identification of one-
proton and two-proton widths has not yet been answered, as
we concentrated on total widths for the moment. We will con-
sider the partial emission widths associated to the one-proton
and two-proton channels of 16Ne and 18Mg in Sec. III C.

B. Isospin symmetry breaking in the mirroring states of carbon
isotopes and isotones

The Hamiltonians described in Sec. II B allow one to
describe both carbon isotopes or isotones. As they are mir-
roring nuclei, it is interesting to compare their energy spectra.
Moreover, carbon isotopes of A = 15–18 are well known ex-
perimentally [27], so that they can give insight to the structure
of the proton-rich carbon isotonic states which cannot be
measured experimentally (see also Ref. [75] for an ab initio
calculation of carbon isotopes).

The GSM calculations of carbon isotopes and isotones of
A = 15–18 are illustrated in Fig. 2. One can see that the
spectra of carbon isotopes are well described, except for the
3/2+ excited state of 17C, which is too high by 800 keV.
Consequently, its mirroring state in 17Na is presumably too
high and too wide in energy and width as well. Conversely,
all considered states of the spectra of 16C and 18C reproduce
experimental data properly, as theoretical and experimental
energies differ by a few hundreds of keV at most. Therefore,
the calculated excited states of 16Ne and 18Mg should be close
to experiment.

All the many-body wave functions of carbon isotopes and
isotones have an exact isospin quantum number. This is the
case because they only have valence neutrons or protons,
respectively, i.e., they are isospin aligned (see Ref. [76],
where a similar situation was encountered in A = 6 systems).
Moreover, one can consider that they are generated by the
same Hamiltonian, even though one uses different cores for
carbon isotopes and isotones. Indeed, it is equivalent to con-
sidering either two different Hamiltonians for carbon isotopes
and isotones, which differ only by way of the Coulomb
Hamiltonian, or a single Hamiltonian built from the same
nuclear and Coulomb interactions as in Sec. II B, but de-
fined with a 12C core, where nucleons in the 0p1/2 shells
are only subject to the WS potential of Sec. II B. Due to the
presence or absence of the Coulomb Hamiltonian in carbon
isotones and isotopes, respectively, energies of mirror states
are different. Thus, this shows the presence of partial dynami-
cal symmetry of isospin [58,59]. Indeed, one has [Ĥ, T̂ 2] �=
0 because of the presence of the Coulomb Hamiltonian,
whereas [Ĥ , T̂ 2] |�〉 = 0 for a many-body wave function |�〉
of the considered carbon isotopes and isotones, because it is
isospin aligned. Consequently, it is necessary to consider other

FIG. 2. Comparison of the excitation energies and widths of
mirroring nuclear states of carbon isotones and isotopes. Excitation
energies of a nucleus are given with respect to its ground state energy.
Experimental data of 16Ne are taken from Ref. [66], whereas all other
data are taken from Ref. [27]. See Fig. 1 for details and notations.

operators instead of T̂ 2 to assess isospin-symmetry breaking.
Therefore, we will concentrate in the following on the energy
shifts between mirror nuclear states, and also on the Coulomb
contribution, as the latter are maximal in carbon isotones and
nonexistent in carbon isotopes.

The energy shift associated to isospin-symmetry breaking
is the Thomas-Ehrman shift [77,78]. It is particularly strong
in the presence of many-body nuclear resonances. One can
clearly see its effect in Fig. 2. Indeed, in the absence of
the Coulomb interaction, spectra would be identical. The
Thomas-Ehrman shift is generated by the different asymp-
totes of the many-body wave functions of the carbon isotopes
and isotones. Consequently, it can be expected to be small
when the considered states are bound or narrow, and, con-
versely, to be the largest in the presence of broad resonance
states. Isotonic resonance states of smallest widths are the
0+ and 2+ states of 16Ne and 18Mg. As a consequence, the
Thomas-Ehrman shift is very mild for these states, as it is
around 150 keV. Conversely, the Thomas-Ehrman shift is the
strongest in A = 15 nuclei and in the highest excited states of
A = 16 nuclei, where widths are typically larger than 500 keV.
In this case, the Thomas-Ehrman shift is typically of 500 keV
to 1 MeV. Interestingly, the A = 17 nuclei do not present a
very large Thomas-Ehrman shift, even though their widths are
of the same order of magnitude. Indeed, the largest energy
difference therein is about 200 keV only. One then sees two
effects competing in the generation of the Thomas-Ehrman
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FIG. 3. Calculated binding energies of carbon isotopes and iso-
tones (GSM, black squares and blue lozenges, respectively), binding
energies of carbon isotones minus the Coulomb two-body part con-
tribution (GSM-2BC, purple crosses) and binding energies of carbon
isotones minus one- and two-body Coulomb total contributions
(GSM-1BC-2BC, red lozenges), as a function of mass number A.
Experimental data are represented by green and red stars for carbon
isotopes and isotones, respectively. All energies (E , in MeV) are
given with respect to 14C and 14O cores for carbon isotopes and
isotones, respectively. The arrow next to the ground state energy of
17Na indicates that the experimental datum is an upper limit.

shift. On the one hand, proton-rich nuclear states must be
broad resonances for Thomas-Ehrman shifts to be the largest,
as the asymptotes of the many-body wave functions of mirror
nuclei are very different. On the other hand, continuum cou-
pling strongly influences the Thomas-Ehrman shift, so that
it can change in two different pairs of nuclear states, even
though the nuclear excitation energies and widths of these
two pairs of nuclei are similar (see Ref. [79] for an analogous
study with Li isotopes).

Another observable measuring isospin-symmetry breaking
is the Coulomb contribution to the binding energy. Indeed,
as shown in Ref. [36] in the context of proton-rich oxygen
isotones, it strongly varies with many-body wave function
asymptotes. Consequently, the effect of the one-body and
two-body contributions of the Coulomb Hamiltonian in the
binding energies of carbon isotones has been considered (see
Fig. 3). For this, one first suppresses the two-body Coulomb
energy of carbon isotone binding energies, to see the effect
of the Coulomb correlations (GSM-2BC in Fig. 3). Then, the
one-body part of the Coulomb energy is removed from the
previous value (GSM-1BC-2BC in Fig. 3). This also provides
the expectation value of the nuclear strong interaction Hamil-
tonian (i.e., excluding the Coulomb interaction). Hence, if the
many-body wave functions of carbon isotones and isotopes of
the same isospin multiplet had the same configuration mixing,
the obtained energies would be exactly that of carbon isotopes
where the valence particles are only neutrons without the
Coulomb interaction. The energy differences for the A = 15
carbon mirror nuclei, which are represented by one-nucleon

wave functions in the presence of a WS potential, are almost
identical. Interestingly, the expectation value of the nuclear
part of the Hamiltonian (i.e., excluding the Coulomb interac-
tion) in 16Ne is slightly smaller in absolute value than that
of 16C, while it is the opposite in A = 17, 18 carbon mirror
nuclei (see Fig. 3). Added to that, the nuclear Hamiltonian
expectation value increases in absolute value from A = 17
to A = 18. This behavior is, in fact, unexpected. Indeed, one
would expect energy difference to vary monotonously with
proton-emission width, as isospin-symmetry breaking is the
largest in this case (see Fig. 3). On the contrary, one sees
almost no difference in A = 15 carbon mirror nuclei, com-
parable differences of opposite signs in A = 16, 17 cases, and
the largest difference in A = 18 (see Fig. 3).

This study has then shown the subtle effects induced by
isospin-symmetry breaking in mirror nuclei of bound and
unbound nature. Indeed, considerations based on separation
energy and width are not sufficient to assess the Coulomb
contribution on proton-rich nuclei. The interdependence of
nucleon-nucleon correlations and continuum coupling gen-
erates complex configuration mixing and thus sometimes
counterintuitive behavior of observables.

C. Determination of the one-proton and two-proton decay
widths of 16Ne and 18Mg in GSM

The 16Ne and 18Mg isotopes are proton-rich unbound nu-
clei [27]. Added to that, both one-proton and two-proton
separation energies are negative, so that two different particle-
emission channels are open therein. Consequently, it is
necessary to calculate separately one-proton and two-proton
decay widths in order to delineate the detailed structure of
the ground states of 16Ne and 18Mg. However, as particle-
emission width is obtained from the imaginary part of the
eigenenergy in GSM, one has only access, in principle, to the
total emission width.

Nevertheless, due to the special structure of 16Ne and 18Mg
many-body wave functions, we have been able to indirectly
determine both one-proton and two-proton decay widths
therein. For this, we use the fact that one has only two open
channels, on the one hand, and that their particle-emission
thresholds vary differently as a function of the Hamiltonian
parameters, on the other hand.

Thus, in order to evaluate one-proton and two-proton decay
widths, we changed the central potential depth V0 of the WS
core potential, in order for the one-proton separation energy to
become positive or very negative. The Woods-Saxon central
potential depth fitted by experimental data (see Sec. II B)
will be denoted as V (fit)

0 in this section, as it is used only for
comparison with other calculations. The results are shown in
Fig. 4. As 16Ne and 18Mg possess one additional valence
proton compared to 15F and 17Ne, the binding energy of the
former nuclei increases faster with central potential depth than
that of the latter. Consequently, it is possible to find a central
potential depth for which only the two-proton decay channel
is open, so that the obtained width is that of two-proton
emission.

The increase of width above the one-proton emission
threshold is of one-proton type only, which can be noticed
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calculation, for which V0 = V (fit)

0 , is indicated by an arrow.

from its exponential increase as a function of one-proton sep-
aration energy. The width of A = 16, 18 carbon mirror nuclei
can also be compared to the widths of A = 15, 17 cases in
Fig. 4. As A = 15, 17 carbon mirror nuclei are one-proton
resonances, their width increases steadily with the Hamilto-
nian central potential depth. In contrast, one can see that the
widths of A = 16, 18 carbon mirrors increase abruptly when
the one-proton channel opens, which points out the different
asymptotes of A = 16, 18 ground-state wave functions before
and after the one-proton emission threshold.

The two-proton decay width is almost constant with respect
to the central potential depth below the one-proton emission
threshold and also about 500 keV to 1 MeV above (see Fig. 4).
It is thus reasonable to assume that the two-proton decay
width is almost independent of energy. Therefore, the value
obtained in Fig. 4, where only the two-proton channel is open,

can be extrapolated to the physical case, i.e., when V0 = V (fit)
0

(indicated by an arrow in Fig. 4). This two-proton decay width
is about 10–15 keV for both 16Ne and 18Mg nuclei. As there
are only two emission channels, the one-proton width is the
difference between total width and the two-proton emission
width of 10–15 keV. One-proton emission is negligible for
16Ne (see upper panel of Fig. 4). Conversely, that of 18Mg
is then estimated to be about 85–90 keV (see the lower panel
of of Fig. 4 and Fig. 1). The obtained values are in agreement
with current experimental data [27,66–68].

As a consequence, despite the fact that GSM can only
provide total emission widths, where all partial widths are
summed, we have been able to determine both one-proton and
two-proton widths of 16Ne and 18Mg. For this, we have only
assumed that two-proton width can be considered independent
of energy. This is justified on two grounds. On the one hand,
two-proton width is almost constant below or close to the
one-proton emission threshold. On the other hand, total width
minus two-proton width, with the latter considered as con-
stant, behaves as a one-proton width for separation energies
above the one-proton emission threshold.

IV. SUMMARY

Due to its exact treatment of continuum coupling and in-
ternucleon correlations, GSM is the tool of choice to study
proton and neutron drip lines. Consequently, it can help an-
swer questions related to isotopes whose experimental study is
difficult. This is the case for the 16Ne and 18Mg nuclei. Indeed,
while the binding energy and decay pattern of 16Ne have
been determined experimentally, the value of its two-proton
emission width is only known to be smaller than 80 keV [27].
The situation is even more delicate for 18Mg, as it has not even
been observed [27].

Consequently, in order to better understand the structure of
the 16Ne and 18Mg nuclei, we performed GSM calculations of
carbon isotones of A = 15–18. These isotones are convenient
to study with EFT, as they consist of a few valence protons
above a 14O core. Moreover, as the EFT interaction used was
fitted in another context, that of oxygen isotones, the resulting
GSM calculations are predictive.

We obtained spectra of carbon isotones reproducing known
experimental data. Due to the mirror symmetry between car-
bon isotones and isotopes, the calculation of their spectra
could be realized by using the same Hamiltonian and ex-
changing proton states with neutron states. The eigenstates of
carbon isotopes are also well reproduced, except maybe for
the 3/2+ eigenstate of 17Na, which is too high by 800 keV
when comparing the GSM energy to that issued from other
models. Consequently, except for this latter state, one can
assume that the excited states of carbon isotones are close to
experimental data, so that their obtained energies and widths
can guide experimentalists in future experiments.

Isospin-symmetry breaking can be studied from observ-
ables associated with the mirror eigenstates of carbon isotones
and isotopes. This situation is particularly interesting due to
the presence of partial dynamical symmetry, where eigen-
states possess a conserved quantum number, even though its
associated operator does not commute with the Hamiltonian.
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The largest Thomas-Ehrman shifts were noticed when reso-
nances of fairly large widths are present in isobaric multiplets,
which can be expected. However, Thomas-Ehrman shift is
not a simple function of width, as different values occur for
eigenstates of similar widths. The effect of isospin-symmetry
breaking was also studied by considering the Coulomb Hamil-
tonian observables. For this, we suppressed the Coulomb
contribution of proton-rich nuclear eigenenergies, to obtain
the same binding energy as those of carbon isotopes in the
case of exact isospin symmetry. It was thereby seen that the
energy differences between the nuclear Hamiltonian expecta-
tion values of carbon isotones and isotopes follow an uneven
pattern, where it can be positive or negative. As a conse-
quence, due to the presence of nucleon-nucleon correlations
induced by the Coulomb and nuclear parts of the Hamiltonian,
on the one hand, and of a large continuum coupling, on the
other hand, isospin-symmetry breaking leads to complex ef-
fects in drip-line nuclei; such effects cannot be predicted from
simple grounds.

After studying the overall features of the isotopic and
isotonic carbon chains, we proceeded to the prediction of one-
proton and two-proton widths of 16Ne and 18Mg. Even though
an exact separation of one-proton and two-proton widths is
impossible to do in GSM, we devised a method allowing an
estimate of these two widths in 16Ne and 18Mg from an ex-
trapolation method based on reasonable physical arguments.
The two-proton width of 16Ne obtained with GSM is of the

same order of magnitude as that arising from other models,
albeit slightly larger, as it is about 10–15 keV. Added to that,
in agreement with experimental data, one-proton emission is
absent from 16Ne in GSM calculations. We also provided, to
our knowledge, the first theoretical calculation of the one-
proton and two-proton emission widths of 18Mg, which are
respectively about 85–90 keV and 10–15 keV. This suggests
that it is possible to detect 18Mg experimentally, on the one
hand, and to devise an estimate of its one-proton and two-
proton decay widths from experimental analysis, on the other
hand.
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