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The 5/2−
1 , 9/2−

1 , and 11/2−
1 states in 209Po were populated in the β decay of 209At and their lifetimes measured

using the electronic γ -γ fast timing technique. The lifetime of the 9/2−
1 state is measured for first time. The

lifetime of the 5/2−
1 is measured to be shorter than the value adopted in the literature while the lifetime of

the 11/2−
1 state agrees well with the previous measurement. In order to get deeper insight into the structure of

the states, a shell-model calculation was carried out adopting a microscopic effective interaction derived from
the realistic CD-Bonn potential. The comparison between theoretical and experimental data for the low-lying
negative-parity states of 209Po supports the reliability of the predicted wave functions, which are found to be
dominated by the coupling of a neutron hole to the yrast states of 210Po. However, it also points to the important
role played by minor wave-function components in describing the reduced electromagnetic strengths, suggesting
the need of additional configuration mixing for achieving a better quantitative agreement.

DOI: 10.1103/PhysRevC.103.044309

I. INTRODUCTION

One of the main tasks of modern nuclear structure studies
is to seek a comprehensive description of nuclei by simul-
taneously explaining the rich variety of single-particle and
collective phenomena they exhibit. In this regard, it is of par-
ticular interest to understand the development of collectivity
starting from microscopic degrees of freedom.

A successful framework for microscopic nuclear structure
calculations is the shell model, which is based on the as-
sumption that nucleons move independently in a central mean
field with a strong spin-orbit term giving rise to the observed
shell structure and the corresponding magic numbers [1,2].
Within this model the valence nucleons external to the filled
shells interact through the two-body residual interaction (the
part of the interaction that is not absorbed into the central
potential), which induces a mixing of different configurations.
It is well known that the proton-neutron component of the
residual interaction tends to drive collective behaviors, and
collectivity emerges when this component, which increases
with the number of valence protons and neutrons [3], over-
comes the pairing interaction [4]. In this context, the evolution
of the nuclear states with the number of valence nucleons
from single-particle configurations towards multiconfigura-
tional mixture is a matter of great relevance, which may give
important information on the properties of the interaction in
nuclear medium.

*rig@phys.uni-sofia.bg

The initial step in addressing this question is to understand
the structure of low-lying states of nuclei in the vicinity of
shell closures. In fact, nuclei with only few valence protons
and neutrons particles (or holes) provide a suitable ground
for testing and tuning residual interactions used in the shell-
model calculations. They can be particularly useful when
interactions are derived within a microscopic approach from
realistic nucleon-nucleon potentials, which do not contain free
parameters fixed to reproduce experimental data.

The nuclei in the vicinity of the doubly magic nucleus
208Pb have attracted significant interest over the years. In par-
ticular, many shell-model calculations have been performed
in this region [5–14], motivated by the fact that 208Pb is
considered to be a good closed core [5]. It has to be stressed,
however, that most of these studies are focused on semimagic
lead nuclei or on semimagic N = 126 isotones [5,7–11]. Fur-
thermore, in the cases where open-shell nuclei are considered,
shell-model calculations are based on empirical interactions
[6] and usually focused on the structure of the high-spin
isomers [8]. As a matter of fact, the nature of low-spin
states of nuclei in the vicinity of 208Pb is still poorly un-
derstood, as it was noticed long ago in Ref. [15]. This is
due partially to the lack of experimental data, especially on
the electromagnetic transition rates. For example, the yrast
states of even-even polonium isotopes are thought to be built
on the π (h9/2)2 configuration. This is in agreement with the
available experimental data for the 8+

1 and 6+
1 states which

can be well described in the framework of the shell model
with phenomenological interactions [16,17]. However, even
in 210Po, where all transition strengths for the yrast states
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are experimentally well known [18], no consistent description
which includes the B(E2; 2+

1 → 0+
1 ) exists [11,18]. For 208Po

no experimental data on the E2 transitions strengths from the
4+

1 and 2+
1 states are available, while in 204,206Po there are

experimental indications that the 4+
1 and 2+

1 states are already
of collective nature [19].

To fill the gap in the evolution between the states of
single-particle seniority-type character in 210Po and those of
collective nature in 204,206Po, we have studied the low-lying
negative-parity states of 209Po. The properties of these states
may provide information on the increased collectivity with
respect to 210Po as it has been demonstrated recently in the
case of 129Sb by observing total electric quadrupole strength
significantly larger than in the 128Sn core [20].

The 209Po nucleus has been studied extensively in the
past mainly through the electron-capture decay of 209At (see
Refs. [21,22], and references therein). Therefore, its level
scheme is well established with the spin-parity assignment
of the states based mostly on measured electron conversion
coefficients [21,22]. In particular, the 17/2−

1 isomeric state
at 1472 keV has been discovered by Yamazaki and Matthias
[23] and its lifetime has been measured precisely by Hüsser
et al. [24], while the lifetimes of the 5/2−

1 , the 13/2−
1 , and

the 11/2−
1 states have been reported in Ref. [21]. Alpsten

et al. [21] have interpreted these results in the framework of
semirealistic shell-model calculations [25], which suggest that
the low-lying negative-parity states of 209Po arise from a weak
coupling of a single neutron hole to the excited states of 210Po.
This interpretation is in overall agreement with the available
experimental data on the magnetic dipole moments [24] and
the electric quadrupole moments [26] of the isomeric 13/2−

1
and 17/2−

1 states. However, all previous studies [21–24] also
suggest that contributions of minor components in the wave
functions of the low-lying negative-parity states of 209Po may
play an important role, especially for the description of the
electromagnetic properties.

To clarify further the role of the configuration mixing in
the structure of low-lying negative parity states of 209Po, more
experimental data on electromagnetic transition strengths for
states other than the isomeric ones are needed. Moreover, the
comparison with the theoretical results would also provide a
good test for the realistic interactions used in shell-model cal-
culations. However, the lifetimes of these states are expected
to be in order of few tens of picoseconds and their precise
determination has not been possible in the past.

Nowadays, with the development of the ultrafast timing
technique for γ -ray coincidence spectroscopy [27] which
is based on fast LaBr3(Ce) scintillator detectors with high
energy resolution [28], such measurements have become pos-
sible. It is the purpose of the present study to measure the
lifetimes of the the low-lying negative-parity states of 209Po
by utilizing the electronic γ -γ fast timing technique and thus
to provide data for testing shell-model calculations based on a
realistic interaction.

II. EXPERIMENT

The experiment was performed at the FN-Tandem facility
of the University of Cologne. The isotope 209Po was populated

FIG. 1. (a) The full projections of off-beam HPGe-HPGe coin-
cidence data. (b) γ spectrum in coincidence with the 5/2−

1 → 1/2−
1

transition in 209Po, together with a level scheme of 209Po populated
in the e.c. decay of 209At. Transitions belonging to the 209Po are
indicated and colored in red. Transitions belonging to 210Po are
indicated with an asterisk and colored in blue.

after the successive α and electron capture (e.c.) decay of
213Fr which was produced in the 206Pb(11B, 4n) 213Fr fusion-
evaporation reaction at a beam energy of 56 MeV. The target
consists of a 206Pb foil with a thickness of 14.5 mg/cm2 on
a 130 mg/cm2 gold backing, the latter being used to stop
the beam in order to prevent further reactions in the reac-
tion chamber. The γ rays were detected by a mixed array
consisting of 8 HPGe detectors and 12 LaBr scintillators
mounted at the Cologne HORUS spectrometer. To suppress
the Compton background, six of the LaBr detectors were
placed inside bismuth-germanate oxide (BGO) anti-Compton
shields. The other LaBr detectors had lead shields to suppress
background events associated with scattered γ rays. The time
differences of every unique combination of LaBr detectors
were recorded using time to amplitude converters (TAC) ap-
plying the multiplexed-start and multiplexed-stop electronics
setup [29]. The target was activated for a period of 90 h at an
average beam current of 1.8 pnA. Afterwards, the decay data
were acquired off-beam for a period of 100 h. The detector
energy signals and the TAC amplitudes were recorded without
triggers in a list-mode format. These data were used in the
following analysis.

The full projection of HPGe-HPGe coincidence data is dis-
played in Fig. 1(a). The α decay of 213Fr [T1/2 = 34.14(6) s]
leads almost exclusively [99.44(5)%] [30] to the ground state
(Jπ = 9/2−) of 209At. 209At decays [T1/2 = 5.42(5) h] mainly
via electron capture [95.9(5)%] [31] to excited states of 209Po.
The γ rays from the decays of these states, are delineated in
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red in Fig. 1(a). The transitions in blue are from the decays of
the excited states of 210Po which is produced in a similar way
from the 3n channel of the fusion-evaporation reaction. All
γ rays, observed in coincidence with the 5/2−

1 → 1/2−
1(g.s.)

transition in 209Po [cf. Fig. 1(b)], are from known transitions
in 209Po [31]. A partial level scheme of 209Po summarizing
the observed γ transitions and their coincidence relationship
is shown in the inlay of Fig. 1(b).

The lifetimes were extracted using the fast-timing tech-
nique by applying the generalized centroid difference (GCD)
method [32]. In this analysis, an asymmetric timing of the
γ -γ fast-timing setup is considered. In this case for a given
feeder-decay combination of a certain state two independent
time-difference spectra are generated. When a feeding transi-
tion provides the start signal and the decay transition provides
the stop signal, the delayed spectrum is produced. Conversely,
when the decay transition provides the start signal and the
feeding transition the stop signal, the antidelayed spectrum
is produced. In the case where no background is present, the
centroids of the delayed and the antidelayed time distributions
are shifted by two times the mean lifetime τ of the state plus
an energy-dependent time-walk characteristics of the setup,
dubbed prompt response difference (PRD) [33]:

Cd − Ca = �C = 2τ + PRD. (1)

Here, Cd and Ca are the centroids of the delayed antidelayed
time distributions. The PRD describes the combined mean
time-walk characteristics of the fast-timing setup. Its energy
dependence is determined by a standard calibration proce-
dure using a 152Eu source [33]. By selecting a feeder-decay
combination of a state with a known lifetime the delayed
and the antidelayed time-difference spectra are generated.
By measuring the centroid difference �C and using Eq. (1)
the PRD is obtained. The data points are fitted with the
function [33]:

PRD(Eγ ) = a
√

Eγ + b
+ cEγ + d. (2)

The evolution of the standard deviation (σ ) of the fitted PRD
curve as a function of energy was derived from the evaluation
of the contrivance matrix as suggested in Ref. [27]. It varies
from 7 ps at 195 keV down to below 2 ps at higher energies.
The result of the fit is presented in Fig. 2.

When extracting the lifetimes triple HPGe-LaBr-LaBr co-
incidences were used. The additional HPGe gate allows a γ

cascade to be selected precisely, reducing the influence of
unwanted transitions. In addition, the peak to background
ratio in the LaBr detectors is also improved thus reducing the
impact of the time-correlated background.

The doubly gated LaBr spectrum, relevant for the analy-
sis of the 5/2−

1 state, is shown in Fig. 3(a). Here the LaBr
gate is placed on the decay transition. Additionally, doubly
gated HPGe spectrum is generated from HPGe-HPGe-LaBr
triple coincidences. The high resolution of the HPGe spectrum
generated under the same coincidence conditions allows for a
check for unwanted contaminant transitions which would not
be otherwise resolved by the LaBr scintillators. After placing
a second gate in the LaBr spectrum on the feeding transition as
indicated in Fig. 3(a) the time difference spectra are generated
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FIG. 2. The fitted PRD of the setup (solid line), together with
the data points used to fit the curve. The dashed lines represent
the confidence interval corresponding to 1σ standard deviation. The
calibration was performed with a 152Eu source.

and displayed in Fig. 3(c). Measuring the centroid difference
�C between the delayed and the anti-delayed spectra and
using Eq. (1), a lifetime of 66(5) ps is obtained. An analo-
gous investigation is performed using the spectra generated
when the first LaBr gate is placed on the feeding transition
[see Fig. 3(b)]. In both cases, the same two LaBr gates
are used resulting in the same time distributions displayed
in Fig. 3(c). The background contributions under the full-
energy peaks (FEP) of both the feeder and the decay are very
low therefore no time-correlated background correction is
necessary.

Using the same procedure, the lifetime of the 9/2−
1 and

the 11/2−
1 states were extracted. The corresponding spectra

are presented in Figs. 3(d–f) and 3(g–i), respectively. Even
though, all the spectra are very clean there is a small back-
ground contribution under the 195-keV transition (11/2−

1 →
9/2−

1 ). In this case the measured the centroid difference �C
cannot be used directly for determining the lifetimes since
it contains contributions from the time-correlated Compton
background which comes from the counts underneath the full
energy peaks (FEP’s). A correction for these contributions can
be done by sampling the time response of the background at
several positions on either side of the FEP of the decay transi-
tion [34]. The data points are then fitted and extrapolated to the
position of the FEP to obtain the response of the background
under the decay peak �Cbg

d . The same procedure is applied
for the background around the FEP of the feeding transition to
obtain �Cbg

f . The correction to the measured centroid �Cexp

difference is applied according to the formula [34]

�C = �Cexp + �Ccorr,

�Ccorr =
(
�Cexp − �Cbg

d

)
(p/b)2

f + (
�Cexp − �Cbg

f

)
(p/b)2

d

(p/b)d (p/b) f [(p/b)d + (p/b) f ]
,

(3)

where (p/b)d and (p/b) f are the peak to background ratios of
the feeding and the decay peaks, respectively. Since the peak
to background ratios of the 9/2−

1 → 5/2−
1 and the 9/2+

1 →
11/2−

1 are larger no correction is needed for the background
under these peaks. The correction to the measured centroid
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FIG. 3. (a) LaBr (blue) and HPGe (red) detector projections in HPGe-LaBr gates, where the gate in the LaBr spectrum is set on the decay
transition. The vertical dashed lines indicate the gates used to produce the time difference spectra displayed in (c). (b) same as (a) but the LaBr
gate is set on the feeding transition. (c) Time-difference spectra for the 782-545 keV used to extract the lifetime of the 5/2−

1 state. (d), (e), (f)
and (g), (h), (i) represent data taken as in (a), (b), (c) but used to extract the lifetimes of the 9/2−

1 and the 11/2−
1 states, respectively.

difference can be than simplified to

�Ccorr = �Cexp − �Cbg

p/b
, (4)

where �Cbg and (p/b) refer the 11/2−
1 → 9/2−

1 transition,
which for the 9/2−

1 state is a feeding transition while for the
11/2−

1 state is a decay transition. In both cases the background
correction is about 4 ps. After applying the corrections to the
measured centroid differences, the lifetimes of the 9/2−

1 and
the 11/2−

1 states were extracted by using Eq. (1) to be 26(6) ps
and 97(6) ps, respectively.

The final results for the lifetimes are summarized in Table I,
together with the resulting transition strengths. The present
result for the lifetime of the 11/2−

1 state agrees well with the
previous measurement, while the result for the lifetime of the
5/2−

1 state is about 35% shorter than the adopted value [21].
Both present results for the lifetimes of the 11/2−

1 and 5/2−
1

the state have significantly improved precision in respect to
the previous measurement [21]. This is due to the cleaner
selection of the “start” and the “stop” signals in the fast-timing
techniques which is allowed by the recent technological de-
velopment of fast LaBr3(Ce) scintillator detectors with high
energy resolution [28]. It has to be noted that there is a cer-
tain ambiguity for the value of the multipole mixing ratio of
the 195-keV (11/2−

1 → 9/2−
1 ) transition. The value adopted

in Ref. [31] is based on αK electron conversion coefficients
[21,22], while a smaller value results form a γ -ray angular
distribution measurement from an oriented source [35]. A

precise determination of multipole mixing ratios which are
close to zero is a difficult task and measurements based on
electron conversion coefficients are in general more reliable.
However, in the particular case of 195-keV transition, it has to
be noted that the αL electron conversion coefficient reported in
[22] also indicates that this transition is a pure M1. Therefore,
we have included in Table I the transitions strengths extracted
with both values of the multipole mixing ratio of 195-keV
transition. As can be seen, the multipole mixing ratio strongly
affects the results for the B(E2) strength of the 195-keV tran-
sition while all other transition strengths, including the B(M1)
ones, remain virtually intact.

III. DISCUSSION

In order to check to what extent the experimental data
in Table I complies with the widely accepted view that the
low-lying states of 209Po arise from a weak coupling of a
single neutron hole to the excited states of 210Po [21], we have
performed a realistic shell-model calculation. Moreover, the
comparison between calculated and experimental data, espe-
cially the ones on the absolute transition strengths, also serves
to test the reliability and the limits of the adopted Hamiltonian.
The calculations have been performed using the code KSHELL

[36], by assuming 208Pb as a closed inert core, while the
valence proton particles and neutron holes are left to occupy
the orbitals 2p3/2, 2p1/2, 1 f7/2, 1 f5/2, 0h9/2, 0i13/2 which are
labeled with nl j, n starting from 0. The proton single-particle
and neutron single-hole energies of the shell-model effective
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TABLE I. Properties of the three investigated low-lying states of 209Po and the γ -ray transitions originating from their decays.

Elevel Eγ Iγa τ(lit .)
c τ d Transition strengthd,e

(keV) Jπ
i Jπ

f (keV) (%) αb δ (ps) (ps) Jπ
i → Jπ

f

545 5/2−
1 101(29) 66(5)

1/2−
1 545 100 0.0262 B(E2) = 251+21

−18

1327 9/2−
1 26(6)

5/2−
1 782 100(3) 0.0120 B(E2) = 106+32

−20

5/2−
2 151 0.097(18) 1.319 B(E2) = 378+139

−96

1522 11/2−
1 101(29) 97(6)

9/2−
1 195 100(5) 1.51(13) +0.40+0.17

−0.22
f B(M1) = 0.019(3)

B(E2) = 1129+893
−718

1.66(3) 0.077(55)g B(M1) = 0.021(2)
B(E2) = 46+79

−39

7/2−
1 113 0.78(16) 4.29 B(E2) = 977+226

−211
h

B(E2) = 937+213
−201

i

13/2−
1 104 10.1(16) 9.87 B(M1) = 0.014(2)h

B(M1) = 0.014(2)i

aRelative γ -ray intensities. From Ref. [31] and references therein.
bTheoretical total internal conversion coefficients. From Ref. [31] and references therein.
cFrom Ref. [21].
dFrom the present work.
eB(E2) values are given in e2fm4 (1 W.u. = 73.67 e2fm4), and B(M1) values are given in μ2

N .
fThe adopted multipole mixing ratios. From Ref. [31].
gThe multipole mixing ratio from Ref. [35].
hThe value is calculated in the case when the multipole mixing ratio and the total conversion coefficient of the 195-keV transition are adopted
to be +0.40+0.17

−0.22 and 1.51(13), respectively.
iThe value is calculated in the case when the multipole mixing ratio and the total conversion coefficient of the 195-keV transition are adopted
to be +0.077(55) and 1.66(3), respectively.

Hamiltonian have been taken from the experimental spectra of
209Bi [31] and 207Pb [37], and are reported in Table II.

As regards the two-body effective interaction, the proton-
proton, neutron-neutron, and proton-neutron matrix elements
have been derived, respectively, in the particle-particle, hole-
hole, and particle-hole formalism by mean of the Q̂ box
folded-diagram approach [38,39]. In particular, we have used
the perturbative diagrammatic expansion of the Q̂ box by
including one- and two-body diagrams up to second order
in the interaction. The starting point of this procedure is
the CD-Bonn nucleon-nucleon potential [40] renormalized by
means of the Vlow-k approach [41] with a cutoff parameter

 = 2.2 fm−1. The Coulomb potential is also taken into ac-
count for the proton-proton interaction.

It is worth mentioning that this Hamiltonian was already
used in the past, even if with a slightly smaller cutoff

TABLE II. Proton single-particle and neutron single-hole ener-
gies adopted in the calculation.

π (nl j) ε (keV) ν(nl j)−1 ε (keV)

0h9/2 0 2p1/2 0
1 f7/2 896 1 f5/2 570
0i13/2 1608 2p3/2 898
1 f5/2 2826 0i13/2 1633
2p3/2 3118 1 f7/2 2340
2p1/2 3633 0h9/2 3415

parameter (
 = 2.1 fm−1), to study the particle-hole multi-
plets in 208Bi [42]. It was shown that the three experimental
multiplets π0h9/2ν2p−1

1/2, π0h9/2ν1 f −1
5/2, and π0h9/2ν0i−1

13/2 are
well reproduced by theory with an accuracy within 100 keV.

Experimental and calculated spectra of 209Po are shown in
Fig. 4, where we have reported energy levels up to 1.6 MeV.
The calculated excitation energies are in a very good agree-
ment with the experimental data, discrepancies being less than
110 keV for almost all the states.

The calculated wave functions were used to compute the
transition probabilities and moments that are compared with

(a) (b)

( ),

FIG. 4. Comparison of experimental low-lying negative-parity
excited states of 209Po (a) with the calculated ones (b) (for details
see the text). The experimental data are taken from Ref. [31]. The
energies of the levels are given in keV. The arrows represent some
of the transitions discussed the text. The widths of the arrows are
proportional to the absolute E2 transition strengths.
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TABLE III. Calculated and experimental reduced transition
probabilities and moments in 209Po. The B(E2) values are given in
e2fm4, the quadrupole moments are in efm2, the magnetic moments
are in μN and B(M1) in μ2

N .

Quantity Calculated value Experimental valuea

μ(1/2−
1 ) +0.31 +0.61(5)

μ(13/2−
1 ) +6.05 +6.13(9)

μ(17/2−
1 ) +7.84 +7.75(5)

Q(13/2−
1 ) −12.6 |12.6(5)|

Q(17/2−
1 ) −64.4 |65.9(7)|

B(E2; 5/2−
1 → 1/2−

1 ) 142 251+21
−18

b

B(E2; 9/2−
1 → 5/2−

2 ) 404 378+139
−96

b

B(E2; 9/2−
1 → 5/2−

1 ) 29 106+32
−20

b

B(E2; 13/2−
1 → 9/2−

1 ) 276 322(7)
B(E2; 17/2−

1 → 13/2−
1 ) 104 105(4)

B(M1; 11/2−
1 → 13/2−

1 ) 0.012 0.014(2)b,c,d

B(E2; 11/2−
1 → 7/2−

1 ) 262 977+226
−211

b,c

937+213
−201

b,c

B(E2; 11/2−
1 → 9/2−

1 ) 10 1129+893
−718

b,c

46+79
−39

b,d

B(M1; 11/2−
1 → 9/2−

1 ) 0.010 0.019(3)b,d

0.021(2)b,d

aThe data are taken from Ref. [31] unless otherwise stated.
bFrom the present work.
cThe value is calculated in the case when the multipole mixing ratio
and the total conversion coefficient of the 195-keV transition are
adopted to be +0.40+0.17

−0.22 and 1.51(13), respectively (cf. Table I).
dThe value is calculated in the case when the multipole mixing ratio
and the total conversion coefficient of the 195-keV transition are
adopted to be +0.077(55) and 1.66(3), respectively (cf. Table I).

the experimental data in Table III. They have been calculated
by employing the empirical effective charges eπ = 1.5e, eν =
0.92e, whereas the adopted values for the effective gyromag-
netic factors are gl

π = 1.2, gl
ν = −0.2, gs

π,ν = 0.7(gs
π,ν )bare.

This choice of the effective charges and gyromagnetic factors
leads to an overall good description of electromagnetic prop-
erties of 206Pb, 207Pb, 209Bi, and 210Po, although we should
mention that the predicted B(E2; 2+

1 → 0+
1 ) in 210Po is ≈6.5

times larger then the experimental value reported in Ref. [31]
and twice the data reported in Ref. [18] in line with the results
of Refs. [8,9,17,43], and the magnetic dipole moments of the
yrast 1/2−

1 and 5/2−
1 states in 207Pb area about half of the

measured ones.
It can be seen from Table III that the measured

B(M1; 11/2−
1 → 13/2−

1 ) is very well reproduced. As regard
the B(M1; 11/2−

1 → 9/2−
1 ), the calculated value is in quite

good agreement with the two very close experimental values
corresponding to the two adopted multipole mixing ratios.

On the other hand, the quality of the agreement between
theory and experiment for the B(E2)’s strongly depends on
the involved states. In fact, leaving out the E2 transitions from
the 11/2−

1 state (we shall discuss these cases at the end of
the section), the difference between theory and experiment for
the other B(E2) values ranges from 1 to about 100 e2fm4. As
regards the moments, a very good agreement is found for the
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others < 4%

209Po

FIG. 5. Composition of selected states in 209Po. See text for
details.

13/2−
1 and 17/2−

1 states, while the magnetic dipole moment
of the 1/2−

1 state is underestimated by a factor ≈2.
To understand the reasons of these discrepancies we have

analyzed the composition of the wave functions of 209Po, by
writing them in terms of a neutron hole coupled to the states
of 210Po. In Fig. 5, we report the components of such a de-
velopment together with their probability amplitudes (>4%)
for the 1/2−

1 , 5/2−
1,2, 9/2−

1 , 13/2−
1 , and 17/2−

1 states. These
amplitudes are strictly related to the one neutron pick-up spec-
troscopic factors from 210Po, which are reported in Table IV
for the sake of completeness.

All these states are characterized by a dominant component
accounting for 94–99% of the calculated wave functions. In
particular, the first 1/2− and 5/2− states are of single-hole
nature resulting from the coupling of a 2p1/2 and 1 f5/2 neu-
tron hole, respectively, to the ground state of 210Po. On the
other hand, the other states arise mainly from |πJπ �= 0+〉 ⊗
(ν2p1/2)−1 configurations, with Jπ = 2+, 4+, 6+, 8+ for the
5/2−

2 , 9/2−
1 , 13/2−

1 , 17/2−
1 states, respectively.

For each E2 transition involving these states, we have cal-
culated the |〈Jf ||E2||Ji〉| matrix element by including only the
dominant component of the initial and final wave functions.
Their values are shown (in blue) in Fig. 6, where we have
also reported the remaining contributions (in green) due to the
presence of minor components in the wave functions together
with the experimental data (in red). The percentages of the two

TABLE IV. One neutron pick-up spectroscopic factors from
210Po for selected states in 209Po.

Jπ
f (nl j) Jπ

i C2S

1/2−
1 2p1/2 0+

1 1.982
5/2−

1 1 f5/2 0+
1 5.863

5/2−
2 2p1/2 2+

1 1.158
9/2−

1 2p1/2 4+
1 1.048

1 f5/2 2+
1 0.085

13/2−
1 2p1/2 6+

1 1.056
17/2−

1 2p1/2 8+
1 1.034
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FIG. 6. Calculated and experimental |〈Jf ||E2||Ji〉| matrix el-
ements. For each E2 transition, the blue bar represents the
contribution from the dominant component of the initial and final
wave function, while the green bar the remaining one. The percent-
ages refer to experimental data.

calculated contributions relative to the experimental values are
also indicated.

A first observation is that the B(E2; 17/2−
1 → 13/2−

1 ),
B(E2; 13/2−

1 → 9/2−
1 ), and B(E2; 9/2−

1 → 5/2−
2 ) strengths,

for which we obtain a good agreement, are mostly determined
by the transitions between the dominant components of
the involved states. It turns out that 91%, 81%, and the
89% of the experimental value of these three B(E2)’s is
covered, respectively, by the |π8+〉 ⊗ (νp1/2)−1 → |π6+〉 ⊗
(νp1/2)−1, |π6+〉 ⊗ (νp1/2)−1 → |π4+〉 ⊗ (νp1/2)−1, and
|π4+〉 ⊗ (νp1/2)−1 → |π2+〉 ⊗ (νp1/2)−1 transition. Clearly,
each of these three transitions only contributes through the
proton term, namely through the corresponding transition in
210Po.

For the other two B(E2) strengths in 209Po, i.e.,
B(E2; 9/2−

1 → 5/2−
1 ), B(E2; 5/2−

1 → 1/2−
1 ), the dominant

components of the wave functions play a minor role.
As a matter of fact, no contribution is given to the
B(E2; 9/2−

1 → 5/2−
1 ) by the transition |π4+〉 ⊗ (νp1/2)−1 →

|π0+〉 ⊗ (ν f5/2)−1, while the |π0+〉 ⊗ (ν f5/2)−1 → |π0+〉 ⊗
(νp1/2)−1 transition accounts only for 57% of the experi-
mental B(E2; 5/2−

1 → 1/2−
1 ) value. On the other hand, the

minor components of the 1/2−
1 , 5/2−

1 , 9/2−
1 wave functions

do not give the required additional strength to reproduce the
experimental B(E2) values.

An increase of components other the dominant one is
needed to reduce discrepancies with experiment. We have
verified, for instance, that a few percentage increase of about
4–5% of the |π2+〉 ⊗ (ν f5/2)−1 component in the 1/2−

1 and
9/2−

1 states and the |π2+〉 ⊗ (νp1/2)−1 component in the 5/2−
1

state, is able to lead to the correct B(E2; 9/2−
1 → 5/2−

1 ),
B(E2; 5/2−

1 → 1/2−
1 ) values and, also to improve the agree-

ment for the B(E2; 9/2−
1 → 5/2−

2 ).

This is a clear signature that our calculations predict a
too small percentage of components other than the dominant
one. In other words, although these calculations give a quite
reasonable account of the main features of the 209Po wave
functions, they are not able to produce the needed config-
uration mixing. This finding points to some uncertainty in
the determinations of the off-diagonal matrix elements of the
adopted proton-neutron effective interaction. Therefore, a fine
tuning of the latter would be needed to improve the agreement
with experiment.

It is worth noting, however, that the reduced fragmentation
predicted by our calculations cannot account for the discrep-
ancy we find between theory and experiment for the magnetic
dipole moment of the 1/2−

1 state as well as for the two E2
transitions from the 11/2−

1 state. For the magnetic moment,
the discrepancy is expected to arise also from the underesti-
mation of the corresponding moment in 207Pb, as mentioned
above. The deficiencies in describing the magnetic moments
of ground states of 209Po and 207Pb, as well as the overesti-
mation of the B(E2; 2+

1 → 0+
1 ) in 210Po, may be related to

core-excited components of the 208Pb core, which are outside
the used model space and are not completely accounted for
by the effective charges and effective g factors. This is also
the case when using the Kuo-Herling interaction [12] and has
recently been discussed with respect to B(E2; 2+

1 → 0+
1 ) in

210Po [43].
Our predicted value for the B(E2; 11/2−

1 → 7/2−
1 ) differs

from the possible experimental values (cf. Table III) by about
700 e2fm4, which seems to indicate a more serious lack in our
wave functions. The 11/2−

1 and 7/2−
1 states, as those reported

in Fig. 5, are characterized by a single main component,
namely |π6+〉 ⊗ (ν2p1/2)−1 and |π4+〉 ⊗ (ν2p1/2)−1, and a
small increase in the weight of the minor components can-
not provide the so large missing contributions. Moreover, the
same big discrepancies between theoretical and experimental
B(E2)’s from the 11/2−

1 state were found in Ref. [17], where
shell-model calculations were performed for several nuclei of
this region adopting a phenomenological Hamiltonian. On this
basis, a remeasurement of this transition, which is affected
by a large error, is certainly required. As for the 11/2−

1 →
9/2−

1 transition, the ambiguity on the multipole mixing ra-
tio gives rise to two very different values of the B(E2)
(cf. Table III). The very large B(E2) value corresponding to
δ = +0.40 implies a more substantial change in our predicted
wave functions than that discussed for the 11/2−

1 → 7/2−
1

transition. The other δ value leads to a B(E2) strength whose
value is only 30 e2fm4 larger than that predicted by theory
and, consistently with the analysis made for the other tran-
sitions, can be explained by a small additional configuration
mixing.

IV. SUMMARY

In the present study we have measured the lifetimes of the
11/2−

1 , the 9/2−
1 and the 5/2−

1 states of 209Po. The derived
absolute M1 and E2 transition strengths together with the pre-
viously available experimental data on the low-lying negative-
parity states of 209Po have been compared to results of
shell-model calculations with a realistic effective interaction
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derived from the CD-Bonn nucleon-nucleon potential within
the framework of Q̂ box folded-diagram approach.

The experimental excitation energies of the low-lying neg-
ative states of 209Po are very well reproduced by theory, while
the agreement for the electromagnetic properties is less sat-
isfactory. It turns out, in fact, that the quality of agreement,
especially for the B(E2)’s, depends on the involved states.
This may be seen as a clear indication of some deficiency
inherent in the structure of our calculated wave functions. We
predict that the low-lying negative-parity states of 209Po are
dominated by the coupling of a neutron hole to the yrast states
of 210Po, which implies that the removal of one neutron from
the 210Po does not induce any additional quadrupole collec-
tivity. A detailed analysis of the B(E2) transitions confirms
this finding, although it also suggests that we underestimate
the weight of the minor components of the wave functions.
We have verified that a few percentage increase of these
components is required to obtain a quantitative description
of all transition strengths. The presence of such a small but
apparently essential configuration mixing clearly evidences

the role of the proton-neutron part of the effective interaction
and the need of a fine tuning of its matrix elements.
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