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Description of relativistic heavy-ion collisions at the energies of the BNL Relativistic Heavy Ion Collider
(RHIC) Beam Energy Scan program with fluid dynamic approach poses several challenges, one of which being
a complex geometry and a longer duration of the prehydrodynamic stage. Therefore, existing fluid dynamic
models for heavy-ion collisions at the RHIC Beam Energy Scan energies rely on rather complex initial states,
such as UrQMD cascade or multifluid dynamics. In this study, we show that functionally simpler, nondynamical
initial states can be employed for the fluid-dynamical simulations of Au-Au collisions at

√
sNN = 27 and 62.4

GeV. We adapt the initial states based on the Monte Carlo Glauber model (GLISSANDO 2) and
√

TATB ansatz
based on reduced thickness (TRENTO p = 0), extended into the longitudinal direction and finite baryon density.
We find that both initial states, when coupled to a three-dimensional event-by-event viscous fluid dynamic +
cascade model, result in an overall fair reproduction of basic experimental data: pseudorapidity distributions,
transverse momentum spectra, and elliptic flow, at both collision energies. This is rather surprising given that the√

TATB ansatz is functionally similar to the EKRT and IP-Glasma models, which are successful at much larger
energies and rely on a partonic picture of the initial state.

DOI: 10.1103/PhysRevC.103.034902

I. INTRODUCTION

Strongly interacting matter becomes deconfined when it
is brought into a state with very high energy density. The
transition is a crossover when the net baryon density vanishes
and likely becomes first order at a so-far unknown value of
the baryon chemical potential. The first unambiguous experi-
mental signatures of this new state of matter, the quark-gluon
plasma (QGP), came from the gold-gold collisions at the
Relativistic Heavy Ion Collider (RHIC) at BNL. An associ-
ated signature of the strongly interacting system with a small
mean-free path came in the form of observed strong elliptic
flow.

The last decade brought substantial improvements to the
hydrodynamic modeling of heavy-ion collisions. In particu-
lar, the variety of initial-state models has expanded from the
geometrical Glauber picture based on nucleonic constituents
to a family of color glass condensate models, most notably the
Kharzeev-Levin-Nardi (KLN) model [1], to the IP-Glasma ap-
proach [2], which combines the impact-parameter-dependent
saturation scale and Yang-Mills evolution of the initial qua-
siclassical gluon fields up to the supposed start of the
hydrodynamic description. It is now understood that fluctu-
ating initial state and event-by-event fluid dynamic modeling
are necessary ingredients to describe the odd Fourier harmon-
ics of the momentum distribution of produced hadrons as a
function of the azimuthal angle in the transverse plane.

The initial state of a heavy-ion collision is not directly
accessible to be probed with hadronic observables. Therefore,
there are two strategies to constrain the properties of the initial

state: either (i) to extend the list of hadronic observables which
have to be described within a hydrodynamic model with a
given initial state, or (ii) to find observables which would
be particularly sensitive to the properties of the initial state,
and less sensitive to the properties of the subsequent hydro-
dynamic evolution, such as the shear viscosity or the equation
of state. Both strategies have been quite fruitful so far. For
example, the calibration of a viscous hydrodynamic + cascade
model to experimentally measured transverse momentum
spectra of pions, kaons, and protons, yields and flow har-
monics v2, . . . v4 of all charged hadrons at

√
sNN = 2.76 TeV

(Large Hadron Collider, LHC) using Bayesian analysis [3,4]
provided a robust constraint on the initial entropy density as
a function of the nuclear thickness, as well as on the shear
viscosity of the hydrodynamic medium. Another example is a
study in the EKRT + viscous hydrodynamic framework [5],
where the temperature-dependent ratio of shear viscosity to
entropy density of the QGP medium was constrained from
a simultaneous reproduction of centrality-dependent multi-
plicities, transverse momentum spectra, elliptic flow in AA
collisions at

√
sNN = 200 GeV (RHIC) and

√
sNN = 2.76 TeV

(LHC), plus various extra two- and three-particle correlation
observables measured at

√
sNN = 2.76 TeV energy. An exam-

ple of the strategy (ii) is a study which demonstrates that the
ratios of flow harmonics measured with different cumulant
methods—v2{4}/v2{2}, v3{4}/v3{2}—provide constraints on
the structure of the initial state irrespective of the shear vis-
cosity of the subsequent hydrodynamic evolution [6].

Most of the hydrodynamic studies for the LHC energies,
including the studies above, are based on the approximation

2469-9985/2021/103(3)/034902(12) 034902-1 ©2021 American Physical Society

https://orcid.org/0000-0001-5088-2556
https://orcid.org/0000-0002-8672-2295
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevC.103.034902&domain=pdf&date_stamp=2021-03-04
https://doi.org/10.1103/PhysRevC.103.034902


JAKUB CIMERMAN et al. PHYSICAL REVIEW C 103, 034902 (2021)

of longitudinal boost invariance. This approximation works
quite well at those energies as long as midrapidity observables
are concerned. It allows one to reduce the fluid-dynamical
modeling to transverse directions only, assuming scaling flow
in the longitudinal (beam) direction.

Recently, in the light of the RHIC Beam Energy Scan
(BES) program and related lower-energy experiments under
construction at GSI Facility for Antiproton and Ion Research
(GSI FAIR) and the Nuclotron-based Ion Collider Facility
(NICA) of the Joint Institute for Nuclear Research in Dubna,
Russia (JINR), there is a great interest to revise the hydrody-
namic picture for collision energies from a few to a hundred
GeV per nucleon-nucleon pair in the center-of-mass frame.
There are several challenges in this direction, such as finite
baryon and electric charge densities, absence of the longi-
tudinal boost invariance, as well as more complex geometry
of the initial state. The latter is a direct consequence of the
weaker Lorentz contraction of the incoming nuclei due to the
lower collision energy. Despite these challenges, a pioneering
study [7] has shown that a 3 + 1 dimensional event-by-event
viscous hydrodynamic picture provides a generally good de-
scription of the data at lower collision energies.

However, the aforementioned study dealt with only one
initial-state model, which is the UrQMD cascade [8]. The
UrQMD cascade, for the most part, is based on the hadronic
degrees of freedom. At the end of the initial stage, the first
row of the energy-momentum tensor T 0μ is used to calculate
the initial energy density and flow velocities for the hydro-
dynamic expansion. Such forced hydrodynamization results
in a nonzero prethermal flow, generated by interactions in
the UrQMD cascade. Generally, both initial transverse flow is
nonzero and the initial longitudinal flow is different from a
boost-invariant scaling profile vz = z/t .

Another example of a fluid dynamic model for lower
energies, down to a few GeV per nucleon pair, is the three-
fluid dynamics (3FD) model [9], where the initial stage
of heavy-ion collisions is treated as an interpenetration of
counter-flowing baryon-rich fluids. In 3FD, the dynamics
starts as soon as the fluids touch each other, or when the first
nucleon-nucleon collisions take place.

It is therefore an interesting question whether one can
resort to a simpler, purely geometrical initial-state model such
as Monte Carlo Glauber, which has been widely used for top
RHIC and LHC energies, and still be able to reproduce the ba-
sic experimental observables at the BES energies in a viscous
hydrodynamic model. Because of the longer duration of the
prehydrodynamic stage at lower energies, it is also important
to understand whether the prehydrodynamic interactions in
the initial stage UrQMD are mandatory, which would make
microscopic models such as UrQMD or the newly developed
SMASH [10] unique for the lower-energy applications within
the hydrodynamic approach.

In this work, we focus on two particular collision ener-
gies in the BES range; namely,

√
sNN = 27 and 62.4 GeV,

and examine the reproduction of the basic experimental data:
transverse momentum spectra of the most abundant hadrons
and their elliptic flow coefficients in a three-dimensional (3D)
event-by-event viscous hydrodynamic model with three dif-
ferent initial-state models: UrQMD [8], Monte Carlo Glauber

(implemented via the GLISSANDO 2 code [11]) and reduced
thickness (via the TRENTO code) [12]. The initial conditions
from the latter two initial-state models are extended into the
longitudinal space-time rapidity. We describe the setup and
the different initial-state models in Sec. II, discuss the results
and the implications for the early time dynamics at such colli-
sion energy in Sec. III, and then conclude in the last section.

II. THE MODEL

Modeling of the heavy-ion collision dynamics is performed
in a three-stage fashion. For the initial state, three different
models are used: UrQMD, GLISSANDO 2, and TRENTO. In all
cases, the transition from the initial state to the fluid dynamic
description, or hydrodynamization, takes place at τ = τ0. The
subsequent evolution of the hot and dense matter is performed
with the three-dimensional viscous code VHLLE [13]. The
transition from hydrodynamic fields to particles, or hadrons
(particlization) takes place at the hypersurface of fixed en-
ergy density εsw = 0.5 GeV/fm3. At the particlization, the
hadrons are sampled by using phase-space distributions via
the Cooper-Frye formula [14], extended with corrections due
to the shear viscosity. The basics of the model are covered in
Ref. [7].

A. Three-dimensional initial-state scenarios

For this study, we have extended the VHLLE + UrQMD

model with two new three-dimensional initial states (ISs)
based on the Monte Carlo Glauber approach (via the GLIS-
SANDO 2 code) and the reduced thickness ansatz (via the
TRENTO code) in addition to the UrQMD initial state used previ-
ously. For the reasons of brevity, further on we use the names
of the codes (GLISSANDO, TRENTO and UrQMD) to refer to the
initial-state models. Let us describe all three initial state (IS)
scenarios in the following:

1. UrQMD

At the collision energies of interest, the UrQMD IS invokes
PYTHIA6 to simulate the initial nucleon-nucleon scatterings
within the nucleus-nucleus reaction. PYTHIA6, in turn, treats
the inelastic NN scatterings via string formation, followed
by string breakup (fragmentation). The products of the string
breakup are hadrons which, after their formation time, are
allowed to rescatter. Such secondary rescatterings generate
collective expansion from the early (prehydrodynamic) stage
of heavy-ion collisions. To perform the hydrodynamization at
τ = τ0 with a UrQMD IS [τ = (t2 − z2)1/2 is the longitudinal
proper time], the hadrons crossing the τ = τ0 hypersurface are
recorded, and hadron scatterings after τ = τ0 are forbidden
in the code. The energy and momenta of the hadrons at the
τ = τ0 hypersurface are smoothly distributed to the hydrody-
namic grid by using Gaussian profiles:

�Pα
i jk = PαC exp

(
−�x2
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where �xi, �y j , �ηk are the differences between particle’s
position and the coordinates of the hydrodynamic cell {i, j, k},
and γη = cosh(yp − η) is the longitudinal Lorentz factor of
the particle as seen in a frame moving with the rapidity η.
The normalization constant C is calculated from the condition
that the discrete sum of the values of the Gaussian in all
neighboring cells equals one. The resulting �Pα and �N0

are transformed into Milne coordinates and added to the en-
ergy, momentum, baryon, and electric charges of each hydro
cell. This procedure ensures that, in the initial transition from
transport to hydrodynamics, the energy, momentum, baryon,
and electric charges are conserved. Note that, with a UrQMD

IS, even at the lower RHIC BES energies, the local energy
density of the dense hadronic system right before the hydro-
dynamization is often higher than the typical energy density
corresponding to the transition from hadronic to partonic de-
grees of freedom according to lattice QCD.

2. GLISSANDO 2

Another IS scenario used, GLISSANDO 2 [11], is a Monte
Carlo implementation of the Glauber model of relativistic
heavy-ion collisions. The code samples the positions of partic-
ipant nucleons and binary scatterings in the transverse plane.
Both participant nucleons and binary scatterings are assumed
to be the sources of energy or entropy depositions. Following
the classic observation from Ref. [15], the entropy density is
assumed to be distributed in accord with [16,17]

s(x, y, ηs) = κ
∑

i

f±(ηs)
[
(1 − α) + Ncoll

i α
]

× exp

(
− (x − xi )2 + (y − yi )2

2σ 2

)
, (3)

where the sum goes through all participant nucleons i; x, y
are the coordinates in the transverse plane, ηs = 1/2 ln((t +
z)/(t − z)) is the space-time rapidity (not to be confused with
momentum-space pseudorapidity η), (xi, yi ) are the positions
of the participant nucleons, Ncoll

i is the number of collisions
the participant nucleon i has suffered. The width of the Gaus-
sian smearing is denoted σ , and in practice we take σ = 0.4
fm. The normalization constant κ will guarantee the correct
total energy content of the fluid. The mixing factor α regulates
the relative contributions from the participant nucleons and
the binary scatterings. For our calculations we fix α = 0.123
for

√
sNN = 27 GeV and α = 0.132 for

√
sNN = 62.4 GeV,

taken from an interpolation between the values at
√

sNN =
19.6 and 200 GeV assuming a logarithmic dependence of
α(

√
sNN ). The latter values are fit from the centrality depen-

dence of pseudorapidity density of charged hadrons.
As GLISSANDO 2 is based on the Glauber model, it only

provides the distributions in the transverse plane. Then, to
construct a full three-dimensional initial state for the hydro-
dynamic stage, again following Refs. [16,17], we impose an
approximate triangular shape of the space-time rapidity distri-
bution of the entropy deposition from the forward-going (+)
and backward-going (−) participant nucleons:

f±(ηs) = ηM ± ηs

2ηM
H (ηs) for |ηs| < ηM, (4)

where the so-computed f±(ηs) is then limited to the range
[0, 1] so that the deposition does not become locally negative,
and the finiteness of the shape in rapidity is ensured by the
profile function H (η‖):

H (ηs) = exp

(
− (|ηs| − η0)2
(|ηs| − η0)

2σ 2
η

)
. (5)

Such a rapidity profile of the entropy deposition from the
participant nucleons has been successfully used in a variety of
studies, such as transverse momentum correlations in Au-Au
collisions at the top RHIC energy [16] and Pb-Pb collisions at
LHC energies [18], collective flow in small systems [19], or
longitudinal decorrelation of flow harmonics in Pb-Pb colli-
sions at LHC energies [20].

In addition, we assume the baryon charge deposition from
each forward- and backward-going participant into the fluid in
the following form:

nB(x, y, ηs) = κB

∑
i

exp

(
− (ηB ± ηs)2

2σ 2
B

)

× exp

(
− (x − xi )2 + (y − yi )2

2σ 2

)
. (6)

The assumption behind this ansatz is that the forward-going
participants deposit their baryon charge around space-time
rapidity +ηB, whereas backward-going participants do so at
the opposite space-time rapidity −ηB. Correspondingly, we
assume that the local electric charge density nQ is 0.4 of the
local baryon density:

nQ = 0.4nB.

Note that the normalization constant κB is set so that the total
baryon number is conserved in the transition to the fluid-
dynamical simulation.

3. TRENTO

The TRENTO IS introduces a generalized ansatz [12] for the
entropy density deposition from the participant nucleons as
follows:

TR(p; TA, TB) ≡
(

T p
A + T p

B

2

)1/p

, (7)

where TA and TB are the thickness profiles of the two in-
coming nuclei, and p is a dimensionless parameter which
interpolates between the simplified functional forms of the
initial entropy density profile in different initial-state models,
e.g., p = 1 corresponds to a Monte Carlo wounded nucleon
model, whereas p = 0 is functionally similar to the notably
successful EKRT and IP-Glasma models. TRENTO IS has been
successfully used in many studies of pA and AA reactions at
the top RHIC and LHC energies. In particular, this initial-state
model has been used in conjunction with a two-dimensional
event-by-event viscous hydrodynamics + hadronic cascade to
constrain the properties of QGP, based on a comparison to√

sNN = 200 GeV RHIC and
√

sNN = 2.76 and 5.02 TeV LHC
data employing Bayesian statistics [3,4]. One of the outcomes
of the latter studies was a constraint on the p parameter of
the TRENTO IS itself. The constrained value is p = 0, when
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the reduced thickness is a geometric mean of the thickness
profiles from the both nuclei: TR = √

TATB.
Since the TRENTO IS provides only the transverse density

profile, similarly to GLISSANDRO IS, we assume that the initial
entropy density profile in the transverse plane is proportional
to the density profile from TRENTO, and in addition we apply
a similar longitudinal structure, described by Eq. (5), and
setting f±(ηs) = 1 because there are no forward- or backward-
going sources in the density table from TRENTO. Likewise, the
baryon charge distribution is a version of Eq. (6), which is
symmetric in space-time rapidity.

B. Total energy and baryon charge counting

As mentioned in the introduction, the classic two-
dimensional hydrodynamic calculations for the top RHIC or
LHC energies rely on the approximation of longitudinal boost
invariance. It implies that the hydrodynamic system is infi-
nite in the longitudinal space-time rapidity and therefore has
infinite total energy. As such, the initial energy density for
the hydrodynamic stage is essentially a free parameter which
is adjusted in order to reproduce the final charged hadron
multiplicity at the midrapidity. At lower collision energies,
where the longitudinal boost invariance is not justified any-
more, one has to deal with initial energy or entropy density
profiles which are finite in all three dimensions, and the total
initial energy of the hydrodynamic part has to correspond to
the initial energy of the participant region.

The UrQMD IS accounts for the total energy-momentum
of the participant region, because the microscopic processes
(string excitation, fragmentation, and hadronic scatterings)
conserve energy and momentum. Therefore, with the UrQMD

IS, the total initial energy of the hydrodynamic system is
naturally equal to the total energy of the participant region,
NW

√
sNN /2. The other two initial-state models, GLISSANDO

and TRENTO, provide the density distributions in the transverse
space, which are then superimposed with the finite longitudi-
nal profiles. Therefore, the total energy of the hydrodynamic
system is also finite but is proportional to the normalization
constant κ of the initial energy density profile.

In case of GLISSANDRO and TRENTO IS, in each initial state
configuration in the event-by-event ensemble we determine
the values of κ and κB numerically, so that the total energy
in the initial state and the total baryon charge are equal to
NW

√
sNN /2 and NW, respectively:

τ0

∫
ε cosh ηdxdydη = NW

2
√

sNN , (8)

τ0

∫
nBdxdydη = NW. (9)

Obviously, the actual values of κ and κB depend on the
choice for η0. Larger values of η0 put more energy into the
longitudinal motion instead of increasing the energy density.
However, the rapidity distributions of hadrons are primarily
sensitive to this, thus we have an independent observable for
the determination of η0. Subsequently, κ can be calculated.

Furthermore, the hydrodynamic stage itself conserves the
total energy up to numerical errors. Therefore, the procedure

above ensures that the total energy of the system is con-
served in the prehydrodynamic and hydrodynamic stages. The
only source of the variation of total energy of the final-state
hadrons with respect to the initial energy NW

√
sNN /2 is the

grand-canonical sampling of hadrons at the fluid-to-particle
(particlization) hypersurface, as discussed in the next section.

C. Hydrodynamic and posthydrodynamic stages

The hydrodynamic stage of evolution is modeled with
a three-dimensional relativistic viscous hydrodynamic code
VHLLE [13]. The code numerically solves the equations of
relativistic viscous fluid dynamics in the Israel-Stewart frame-
work, namely, the energy-momentum and baryon number
conservation:

∇νT μν = 0, ∇νNν = 0,

and the evolution equations for the shear stress tensor:

〈uγ ∇γ πμν〉 = −πμν − π
μν

NS

τπ

− 4

3
πμν∇γ uγ , (10)

where ∇μ denotes the covariant derivative in Milne coordi-
nates, and π

μν

NS is the shear stress tensor in Navier-Stokes limit.
For the equation of state (EoS) in the hydrodynamic stage,

we follow the choice from Ref. [7] and use the chiral model
EoS [21], which comprises correct degrees of freedom, i.e.,
hadrons at low temperature and quarks and gluons at high-
temperature limits. The EoS has a crossover-type transition
between hadronic and partonic phases for all values of the
baryon chemical potential μB and qualitatively agrees with the
lattice QCD calculations at μB = 0.

Likewise, we set fixed, i.e., temperature-independent val-
ues of the shear viscosity to entropy density ratio η/s from
Ref. [7]. The bulk viscosity is set to zero, although the hy-
drodynamic code is capable of evolving the bulk pressure as
well. For the relaxation time of the shear stress tensor in the
Israel-Stewart equations, an ansatz is made: τπ = 5η/(sT ).

Fluid-to-particle transition (particlization) takes place at
the hypersurface of fixed energy density εsw = 0.5 GeV/fm3,
when the medium is well in the hadronic phase. The par-
ticlization hypersurface is reconstructed in the course of
hydrodynamic evolution, time step-by-time step and using
the CORNELIUS subroutine [22]. Next, a Monte Carlo hadron
sampling is performed according to the phase-space distribu-
tion coming from the Cooper-Frye formula [14]. In practice,
because the particlization hypersurface is composed of many
small elements, the hadron sampling is performed for each
element independently (which is consistent with the grand-
canonical ensemble) and according to

d3�Ni

d p∗d (cos θ )dφ
= �σ ∗

μ p∗μ

p∗0
p∗2 feq(p∗0; T, μi )

×
[

1 + (1 ∓ feq)
p∗

μ p∗
νπ

∗μν

2T 2(ε + p)

]
, (11)

where the ∗ superscript refers to the quantities in the local
fluid rest frame. The hadrons, sampled at the particlization
hypersurface, are then passed on to the UrQMD cascade [8]
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TABLE I. The upper limits on the numbers of wounded nucleons
for given centrality percentile, for

√
sNN = 27 and 62.4 GeV, used

throughout the study.

√
sNN [GeV]

27 62.4
Centrality [%] NW NW

0 394 394
5 321 327
10 272 274
20 196 197
30 138 139
40 93 95
50 60 62

to simulate hadronic rescatterings in the posthydrodynamic
stage, as well as resonance decays.

To enhance the statistics of the generated hadronic events,
we apply a so-called oversampling procedure: for each hy-
drodynamic evolution and the corresponding particlization
hypersurface, we repeat the hadron sampling according to
Cooper-Frye a few hundred times. Such few hundreds of
intermediate hadronic events are then passed separately and
independently to the UrQMD cascade.

III. RESULTS

In this work we consider only two energies in the RHIC
BES range:

√
sNN = 27 and 62.4 GeV, and do not extend the

simulations to lower energies. Such a choice is made since,
at

√
sNN = 27 GeV, the Lorentz contraction of the colliding

nuclei is still relatively strong, such that the average time for
the two nuclei to completely pass through each other is not
larger than 1 fm/c. As such, the picture of colliding thin disks
or pancakes still approximately applies.

a. Definition of centrality classes. Across all initial-state
scenarios, the centrality classes are defined in the same way:
as fixed ranges of the number of wounded nucleons NW.
The ranges, shown in Table I, are fixed by binning a set of
minimum-bias events in terms of the RDS variable defined
in the GLISSANDRO code, assuming the values of the mix-
ing parameter α = 0.123 and 0.132 for

√
sNN = 27 GeV and√

sNN = 62.4 GeV, respectively (see Sec. II A). The resulting
ranges are consistent with the classes defined by the STAR
collaboration; see, e.g., Ref. [23].

In practice, in each scenario we generate a large set
of final hadronic events corresponding to a wide centrality
range 5%–50%. The values of Nw are extracted from the
initial-state configurations and are recorded in the correspond-

ing final-state events. Whereas GLISSANDRO and the TRENTO

IS provide a direct output of Nw, with the UrQMD IS we use
the total baryon charge of the initial state as a proxy for Nw.
The centrality selection according to the Table I is then applied
after the simulation by selecting the events with given Nw to
compute the observables.

The parameters of the longitudinal structure in GLISSAN-
DRO and the TRENTO IS are summarized in Table II. Whereas
for

√
sNN = 62.4 GeV, the parameters do not depend on cen-

trality, adjustment to the experimentally measured dNch/dη

and dNnet p/dy suggested a somewhat different amount of
baryon stopping at different centralities. Therefore, the lon-
gitudinal parameters were chosen to slightly change with a
centrality measure χ = NW/(2A), where A = 197 is the mass
number of the gold nucleus.

b. Rapidity distributions. We start with the most basic ob-
servable model-wise: the pseudorapidity density of charged
hadrons. The pseudorapidity distributions are shown in Fig. 1
for the UrQMD IS and GLISSANDRO IS. The TRENTO IS results
in pseudorapidity distributions which are very close to the
GLISSANDRO IS case, so we omit them in the plot in order
not to make it too busy. Whereas the pT spectra and elliptic
flow have been measured for many BES energies by STAR,
the rapidity distributions were generally not, therefore we use
older experimental data from the PHOBOS Collaboration [24]
as a reference, taken at

√
sNN = 19.6 and 62.4 GeV. One

can therefore expect that the pseudorapidity distributions at√
sNN = 27 GeV from the model calculation should be found

between the
√

sNN = 19.6 and 62.4 GeV points from the data.
One can notice that the dNch/dη within |η| < 2 is somewhat
larger with the UrQMD IS as compared with the GLISSAN-
DRO or TRENTO IS. The three different initial states provide
close values of the mean total energy and baryon and electric
charges for events in a given centrality class. The higher
dNch/dη is therefore a consequence of slightly depleted tails
of the rapidity profile with UrQMD IS, as compared with
GLISSANDRO or TRENTO IS. In fact, with the chosen param-
eters of the longitudinal structure, GLISSANDRO and TRENTO

IS approach the experimental data points closer at large
pseudorapidities. However, the depleted tails of the rapidity
profile with the UrQMD IS leads to more energy available
for the particle production at midrapidity, which explains the
higher dNch/dη.

At the collision energies considered, baryon density be-
comes non-negligible. Therefore, in Fig. 2 we show the
rapidity distribution of net protons (protons minus antipro-
tons) at

√
sNN = 27 (bottom panel) and 62.4 GeV (top panel)

from the model with different IS scenarios in comparison
with experimental data. At

√
sNN = 62.4 GeV, the experi-

mental data points from BRAHMS [25] are used, whereas
the results at

√
sNN = 27 GeV are compared with the data

TABLE II. Default values of the model parameter with GLISSANDRO or TRENTO IS starting time, parameters for the longitudinal profile of
GLISSANDRO and TRENTO IS for

√
sNN = 27 and 62.4 GeV. In the

√
sNN = 27 row, a centrality measure χ = NW/(2A) is introduced.

√
sNN [GeV] τ0 [fm/c] η0 ση ηM ηB σB η/s

27 1.0 0.89−0.2χ 1.09−0.2χ 1.8 1.33−0.32χ 0.79−0.21χ 0.12
62.4 0.7 1.8 0.7 1.0 2.2 1.0 0.08
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FIG. 1. Pseudorapidity density of charged hadrons in Au-Au
collisions at

√
sNN = 27 and 62.4 GeV from the VHLLE + UrQMD

simulations with GLISSANDRO and UrQMD initial states. Given that
no experimental data points are available for

√
sNN = 27 GeV, the

data points from Ref. [24] are plotted for neighboring energy
√

sNN =
19.6 GeV.

from Pb-Pb collisions measured by the NA49 experiment at√
sNN = 17.2 GeV (Elab = 158 GeV). With both the GLISSAN-

DRO and TRENTO ISs, the longitudinal shape of the initial
baryon density profile can be adjusted with the parameter
ηB, while the normalization procedure ensures fixed total
baryon charge regardless of the ηB value. The value of
this parameter was set as in Table II in order to approach
the experimental rapidity distribution of net protons, mea-
sured by the BRAHMS Collaboration. However, with the
UrQMD IS, the initial baryon density profile is fixed and
leads to a narrower final-state net proton rapidity distribu-
tion, which goes above the experimental data points at the
midrapidity y ≈ 0.

c. Transverse momentum distributions. Next, we turn to
the transverse momentum (pT ) spectra of identified hadrons
at midrapidity. Figure 3 shows the pT spectra of positively
charged pions, kaons, and protons for 20%–30% central Au-

FIG. 2. Rapidity distribution of net protons at
√

sNN = 62.4 GeV
(top panel) and

√
sNN = 27 GeV (bottom panel) from the VHLLE+

UrQMD simulations with the UrQMD, GLISSANDRO, and TRENTO initial
states. The experimental data points for 0%–5% central Au-Au colli-
sions are taken from BRAHMS [25], whereas the model calculations
correspond to 5%–10% centrality. The experimental data points for√

sNN = 17.2 GeV are taken from NA49 [26].

Au collisions at
√

sNN = 27 GeV. One can see that, whereas
the shape of the kaon pT spectrum is reproduced with the
different initial-state models almost equally well, there are
small differences in the slopes of pion and kaon spectra be-
tween the different IS scenarios, which come from somewhat
different strength of the radial flow. The most noticeable
difference is in the magnitude of the proton pT spectrum,
which originates in the different baryon charge distribution
in rapidity with the different ISs. We argue that the TRENTO IS
scenario provides the best combined description of all three
spectra. Figure 4 shows the pT spectra for

√
sNN = 62.4 GeV

collision energy. One can note the same trends with the
different scenarios of the initial state, with the TRENTO IS
resulting in the best combined description of all 3pT spectra.
However, due to the lack of high-quality experimental data
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FIG. 3. Transverse momentum spectra of positively charged pi-
ons, kaons, and protons at

√
sNN = 27 GeV from the VHLLE+UrQMD

simulations with UrQMD, GLISSANDRO and TRENTO initial states. The
experimental data points for 20%–30% central Au-Au collisions are
taken from Ref. [27].

points at this energy, it is not easy to make a conclusive
judgment.

To examine the properties of pT spectra at all centralities
it is instructive to look at its quantifiable property, i.e., the
mean pT . The mean pT of positively charged pions, kaons,
and protons as functions of centrality are shown in Fig. 5
for

√
sNN = 27 GeV and in Fig. 6 for

√
sNN = 62.4 GeV. At√

sNN = 27 GeV, the mean pT of protons is slightly above
the data for all of the IS scenarios, whereas the mean pT of
both kaons and pions are within the experimental error bars.
This suggests that the radial flow at midrapidity is slightly
too strong with all three IS scenarios. At

√
sNN = 62.4 GeV,

there is a reverse trend: with UrQMD and GLISSANDRO ISs,
the mean pT of protons, and also kaons to some extent,
are below the data points, whereas the mean pT of pions is
consistent with the data, suggesting too-weak radial flow at
this collision energy. Also, at

√
sNN = 62.4 GeV, the trends

in centrality dependence are somewhat opposite to the data.
The mean pT of kaons and protons show a decreasing trend
with centrality in the experiment, whereas in the model the
mean pT of kaons stays flat or increases with GLISSANDRO and
TRENTO ISs, respectively, and the mean pT of protons does
not decrease as fast as the data do. The UrQMD IS scenario
produces the best centrality dependence for all the species,

FIG. 4. Same as Fig. 3 but for
√

sNN = 62.4 GeV. The experi-
mental data points for 20%–30% central Au-Au collisions are taken
from Ref. [28].

albeit at this collision energy it underestimates the magnitude
of the mean pT of both protons and kaons. The different cen-
trality trends at

√
sNN = 27 and 62.4 GeV with GLISSANDRO

and TRENTO ISs hint that the nuclear stopping should depend
on the centrality also at

√
sNN = 62.4 GeV, via the centrality-

dependent parameters of the longitudinal profiles in the initial
state.

d. Anisotropic flow. Finally, we discuss the anisotropic flow
observables. Figures 7 and 8 show the transverse-momentum-
dependent elliptic flow of all charged hadrons in 20%–30%
central Au-Au collisions at

√
sNN = 27 and 62.4 GeV, re-

spectively. The elliptic flow has been computed using the
two-particle cumulant method, following the procedure de-
scribed in Ref. [30]. The cumulant method typically requires
rather large event statistics to achieve a reasonably small
statistical error. Matching the experimental event statistics in
a hydrodynamic model calculation is a CPU-intensive task,
therefore we employ a technique which we call “superevents.”
Namely, the final-state events coming from the same underly-
ing hydrodynamic evolution (via the oversampling technique,
see above) are considered as one superevent for the purpose
of computing the n-particle cumulants.

From Fig. 7 one can see that, at pT < 1 GeV, the calcula-
tions with the TRENTO and UrQMD ISs are in agreement with
the v2{2} data from STAR, whereas at pT > 1 GeV, with the
standard settings for the hydrodynamic stage, η/s = 0.12 and
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FIG. 5. Mean transverse momentum of positively charged pions,
kaons, and protons as a function of centrality at

√
sNN = 27 GeV

from the VHLLE + UrQMD simulations with UrQMD, GLISSANDRO,
and TRENTO initial states. The experimental data points for 20%–30%
central Au-Au collisions are taken from Ref. [27].

τ0 = 1 fm/c, all of the calculations start to underpredict the
data. Since the pT spectrum of charged hadrons is steeply
falling with pT , the agreement with the data at low pT is
particularly important to reproduce the pT -integrated elliptic
flow, as will be seen later. A similar comparison with the
experimental data points at

√
sNN = 62.4 GeV is not possible

due to their absence. The pT dependence of the triangular
flow v3{2} shows the same hierarchy between the different
initial-state models. Due to the absence of the experimental
data points for v2 and v3 we leave the model results as pre-
dictions (Fig. 8), which may be confronted in the proposed
AFTER@LHC experiment.

In Figs. 9 and 10 we show the centrality dependence of the
pT -integrated elliptic flow for Au-Au collisions at

√
sNN = 27

and 62.4 GeV, respectively. In the pT -integrated flow, we
observe the same hierarchy between the calculations with
different initial states: the TRENTO IS with p = 0 produces the
largest elliptic and triangular flow, whereas the GLISSANDRO

IS produces the lowest v2 and v3. In the noncentral collisions
at

√
sNN = 27 GeV, as well as in all considered centrality

classes at
√

sNN = 62.4 GeV, calculations with the TRENTO IS
(p = 0) have the best agreement with the experimental data
for v2{2}.

At this point, we note that, in the earlier calculations [7]
with the same UrQMD IS, the pT -integrated elliptic flow in
20%–30% Au-Au collisions at

√
sNN = 27 and 39 GeV was

agreeing with the STAR data rather well. Since the elliptic
flow in Ref. [7] was computed with the event-plane method
and was compared with v2{EP} from STAR, we recreate the
same comparison here. For that, we have computed the pT -

FIG. 6. Same as Fig. 5 but for
√

sNN = 62.4 GeV. The experi-
mental data points for 20%–30% central Au-Au collisions are taken
from Ref. [28].

integrated elliptic flow with the event plane method following
the procedure from Ref. [31], and the result is shown in
Fig. 11. With the event plane method, the elliptic flow in
the present calculations shows the same hierarchy between
the different initial-state models and the same level of agree-
ment with v2{EP} from STAR. The actual difference between
the present and the earlier calculations lies in the centrality
determination. In Ref. [7], the centrality classes were defined

FIG. 7. Elliptic and triangular flows of all charged hadrons as
a function of transverse momentum pT , for 20%–30% Au-Au col-
lisions at

√
sNN = 27 GeV, from the calculations using UrQMD,

GLISSANDRO, and TRENTO initial states. The experimental data points
are taken from Ref. [23].
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FIG. 8. Same as Fig. 7 but for
√

sNN = 62 GeV Au-Au collisions.

as impact-parameter intervals based on a wounded nucleon
model, or the Glauber model using the public code [32]. In
the present calculations, the centrality classes are defined as
intervals in the number of wounded nucleons NW, based on
the NW binning of minimum-bias nucleus-nucleus collisions
with the GLISSANDRO 2 code. As such, with the Monte Carlo
Glauber approach, the mid-central centrality classes corre-
spond to larger values of the average NW as compared with
Ref. [32]. As a consequence, in the present calculation the
mid-central events have a slightly lower average initial eccen-
tricity as compared with Ref. [7].

e. Importance of prethermal collective flow and shear
viscosity. Typically, one assumes that the hierarchy of the
elliptic flow from the different initial state originates from
the different average eccentricities of the initial energy
density profile at the start of the hydrodynamic expansion.

FIG. 9. Elliptic and triangular flows of all charged hadrons as a
function of centrality for

√
sNN = 27 GeV Au-Au collisions, from

the calculations using UrQMD, GLISSANDRO, and TRENTO initial states.
The experimental data points are taken from Ref. [23].

FIG. 10. Same as Fig. 9 but for
√

sNN = 62 GeV Au-Au colli-
sions. The experimental data points are taken from Ref. [29].

To some extent it is true in the present calculations, as can
be seen from Fig. 12. However, in this figure one can see
that the GLISSANDRO IS actually has slightly larger average
eccentricity and average initial triangularity as compared with
the UrQMD IS. The reason behind the larger final-state el-
liptic flow with the UrQMD IS is the prethermal dynamics
in the latter. In UrQMD, the dynamics, and so the develop-
ment of transverse motion of hadrons, starts with the first
nucleon-nucleon scattering and lasts until the hypersurface
of the fluidization τ = (t2 − z2)1/2 = τ0. In the fluidization
procedure in VHLLE, the full four-momentum of the hadrons
crossing the hypersurface of τ = τ0 is translated into the four-
velocity of the corresponding fluid cell, which includes the
transverse flow velocity. Whereas both the GLISSANDRO and
TRENTO ISs do not incorporate any dynamics, therefore result-
ing in zero transverse flow at the start of the hydrodynamic

FIG. 11. Elliptic flow of all charged hadrons as a function of
centrality for

√
sNN = 27 GeV Au-Au collisions, computed with the

event plane method. The curves represent model calculations using
the UrQMD, GLISSANDRO, and TRENTO initial states. The experimental
data points are taken from Ref. [23].
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FIG. 12. Average eccentricities of the initial-state energy density
as a function of centrality percentile for

√
sNN = 27 GeV Au-Au col-

lisions. The eccentricities are computed in the UrQMD, GLISSANDRO,
and TRENTO (p = 0) initial states.

stage. To verify the claim, we have performed another set of
simulations with the UrQMD IS, where the initial transverse
flow velocity was reset to 0, which creates some mismatch
between the total energy of the initial-state hadrons and the
total energy of the fluid. The resulting elliptic flow is shown
as a dash-dotted curve in Fig. 13. One can see that, without
the transverse flow development at the prehydro stage, the
elliptic flow with the UrQMD IS drops approximately to the
level of that with the GLISSANDRO IS. On the other hand, the
prehydro flow in the UrQMD IS does not visibly affect the
mean transverse momentum of hadrons, as one can see from
Fig. 14.

FIG. 13. Elliptic flow of all charged hadrons as a function of cen-
trality for

√
sNN = 27 GeV Au-Au collisions, computed with event

plane method. The curves represent model calculations using the
UrQMD initial state with and without transverse flow at the fluidiza-
tion, and the TRENTO initial state with and without shear viscosity at
the fluid stage. The experimental data points are taken from Ref. [23].

FIG. 14. Mean transverse momentum of positively charged pi-
ons, kaons, and protons as a function of centrality for

√
sNN = 27

GeV Au-Au collisions. The curves represent model calculations
using the UrQMD initial state with and without transverse flow at
the fluidization, and the TRENTO initial state with and without shear
viscosity at the fluid stage. The experimental data points are taken
from Ref. [27].

Another important ingredient for the reproduction of ex-
perimental data is the ratio of the shear viscosity to entropy
density, η/s, of the fluid medium. One may assume that, at the
lower collision energies such as

√
sNN = 27 GeV, the average

duration of the hydrodynamic stage is shorter compared with
the top RHIC or LHC energies, due to the lower initial energy
density at the start of it, therefore the details of fluid dynamic
modeling (such as the value of η/s) become less influential.
As can be seen from Fig. 13, the shear viscosity of the medium
has a noticeable impact on the final-state elliptic flow also
at

√
sNN = 27 GeV. One can see that the calculation with

the GLISSANDRO IS and zero shear viscosity overshoots the
experimental v2{2} in noncentral events by 15%–20%. At
the same time, in the absence of shear viscous corrections, the
mean pT of protons closes in on the experimental data points,
as seen in Fig. 14.

Overall, the hybrid model calculation with the TRENTO

IS provides the best description of the experimental data at√
sNN = 62.4 GeV. At this energy, both the UrQMD and GLIS-

SANDRO IS scenarios result in underestimated elliptic flow,
whereas the UrQMD IS case also underestimates the radial flow
(as seen from the mean pT ). The lower elliptic flow with the
UrQMD and GLISSANDRO ISs is unlikely to be corrected by a
smaller (or zero) value of shear viscosity in the fluid stage,
because the latter will drive the mean pT observable away
from the experimental data points. We believe that, similarly
to the

√
sNN = 27 GeV case, the prerequisite for the elliptic

flow is higher initial-state eccentricity from the TRENTO IS
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as compared with the UrQMD and GLISSANDRO ISs. This is
no surprise because p = 0 in the TRENTO IS results in the
initial density profile, which is steeper and more spiky than
that from a Monte Carlo Glauber model. Also, the p = 0
value has been constrained from the experimental transverse
momentum spectrum of pions, kaons and protons, yields and
flow harmonics v2, . . . v4 at

√
sNN = 2.76 TeV LHC energy

using a Bayesian analysis [3,4].
At

√
sNN = 27 GeV, there is no clear favorite IS. Whereas

the calculation with the GLISSANDRO IS again tends to under-
estimate the experimentally measured elliptic flow, this may
be fixed by setting a smaller η/s in the hydro stage, while
staying consistent with the mean pT observable. The TRENTO

p = 0 IS seems to work rather well also at this collision en-
ergy. This finding is consistent with the results from Ref. [33]
which demonstrates that, a three-dimensional initial state with
transverse density profile in a form of

√
TATB, which is the

same as the TRENTO p = 0 IS, results in a good agreement
with the mean pT and elliptic flow of hadrons not only at√

sNN = 27 GeV but also at the rest of RHIC BES energies.
That is an interesting finding, given that the p = 0 case in the
TRENTO IS functionally corresponds to the notably successful
EKRT [5] and IP-Glasma [2] models, which are constructed
for, and are mostly applicable at higher energies, such as at
the LHC.

The beam energy
√

sNN = 62.4 GeV is considered as the
upper end of the Beam Energy Scan program at STAR. Both
collision energies considered in this study will not be reach-
able at the GSI FAIR or JINR NICA facilities. However,
one promising future application is the AFTER@LHC exper-
iment, which is a proposal of a future fixed-target experiment
utilizing the LHCb or ALICE detector at the LHC [34–36].
The experiment will collide 2.76 A TeV lead ion beams on
different targets at

√
sNN = 72 GeV and, thanks to the large

boost of 4.2 units, it will give an access to a backward
center-of-mass rapidity region. The AFTER energy is close
to the

√
sNN = 62.4 GeV considered in this study, therefore

adaptation of the model to this energy is quite straightforward.
One of the focuses of the AFTER project is the longitudinal
structure of the produced QGP medium, which will greatly
complement the physics programs of the current collider ex-
periments. It will also test and provide further constraints on
the model in the unexplored rapidity domain.

IV. CONCLUSIONS

In this work, we have adapted the initial states from Monte
Carlo Glauber (via the GLISSANDRO 2 code) and the

√
TATB

ansatz (via the TRENTO code with p = 0 setting), extended
into the longitudinal (space-time rapidity) direction à la
Refs. [16,17], to collision energies

√
sNN = 27 and 62.4 GeV.

The initial baryon density profiles are introduced along with
the initial energy density from the GLISSANDRO and TRENTO

ISs in order to reproduce the rapidity distribution of net
protons measured by the BRAHMS experiment at RHIC and
by the NA49 experiment at the CERN Super Proton Syn-
chrotron (SPS). The total energy and baryon charge in the
initial state, and subsequently in the hydrodynamic evolu-
tion, are fixed to the total energy and baryon charge of the

participant nucleons in a given event. For the latter, the nor-
malization constants of the initial energy density and baryon
density profiles are numerically computed, so the magnitudes
of the initial energy (and also baryon) density are not free
parameters as opposed to the classic two-dimensional fluid
dynamic simulations with longitudinal boost invariance.

Both the 3D GLISSANDRO and 3D TRENTO (p = 0) initial
states, along with the UrQMD initial state, are coupled to a
3D event-by-event viscous fluid dynamic + cascade model,
where the final-state hadronic interactions are simulated with
the UrQMD cascade. The fixed values of shear viscosity over
entropy density and hydrodynamization time (η/s = 0.12,
τ0 = 1 fm/c) and (η/s = 0.08, τ0 = 0.7 fm/c) are used for√

sNN = 27 and 62.4 GeV, respectively, in line with the pre-
vious study [7]. We find that both the 3D GLISSANDRO and
3D TRENTO ISs result in an overall fair reproduction of ba-
sic experimental data: pseudorapidity distributions, transverse
momentum spectra, and elliptic flow, at both collision ener-
gies. The most notable deviation is a systematic underestimate
of the elliptic flow with the GLISSANDRO IS, which is rooted
in a smaller initial-state eccentricity, as compared with the
TRENTO IS, and in an absence of transverse dynamics before
τ = τ0. We note that, somewhat surprisingly, the 3D TRENTO

p = 0 IS, whose transverse density profile is functionally sim-
ilar to the EKRT and IP-Glasma initial-state models which
work quite well at the LHC energies, describes the basic
experimental data reasonably well also at

√
sNN = 27 and 62.4

GeV. The latter finding is in line with a recent result from
Ref. [33], where another version of longitudinally extended
initial states based on the

√
TATB ansatz has been used for the

RHIC BES energies
√

sNN = 7.7–200 GeV. Note that, whereas
in Ref. [33] the averaged initial state is used, in this study we
run event-by-event hydrodynamics with a fluctuating initial
state.

This was a rather exploratory study with the aim to map the
possibilities and shortcomings of different IS models for use
in hybrid simulations of heavy-ion collisions in the RHIC BES
energy region. We would expect that a thorough comparison
with data with the use of Bayesian analysis technique [3]
might help to better distinguish between the different models
employed here.
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