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We introduce an improved form for the anisotropic hydrodynamics distribution function which explicitly
takes into account the free-streaming and equilibrating contributions separately. We demonstrate that with this
improvement one can better reproduce exact results available in the literature for the evolution of moments of
the distribution function, in particular, for moments which contain no powers of the longitudinal momentum
in their definition (m = 0 moments). Using the resulting dynamical equations, we extract the non-equilibrium
attractor associated with our improved anisotropic hydrodynamics ansatz and demonstrate that the improvement
also allows one to better reproduce the exact dynamical attractor obtained using kinetic theory in the relaxation
time approximation, particularly at early rescaled times and for m = 0 moments.
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I. INTRODUCTION

In the very early universe (a few microseconds after the
Big Bang), the quark-gluon plasma (QGP) is believed to have
existed where the density can reach values ten times higher
than those of ordinary nuclei. It was speculated theoretically
that one can reach these extreme conditions by colliding two
heavy nuclei with ultrarelativistic energies. In this collision,
the temperatures can be million times hotter than the core of
the sun, and a fraction of the kinetic energies of the two col-
liding nuclei transform to heat the quantum chromodynamics
(QCD) vacuum within an extremely small volume. Because
of the appearance of modern accelerator facilities, ultrarel-
ativistic heavy-ion collisions (URHICs) be able to provide
an opportunity to systematically create and study different
phases of the bulk nuclear matter. In heavy-ion collision ex-
periments at Relativistic Heavy-Ion Collider (RHIC) located
at Brookhaven National Laboratory, USA, and Large Hadron
Collider (LHC) at European Organization for Nuclear Re-
search (CERN), Geneva, the new state of matter (the QGP)
is widely believed created. Results obtained at RHIC energies
and recently at LHC energies strongly suggested the forma-
tion of a quark-gluon plasma (QGP) which may be close to
(local) thermodynamic equilibrium, albeit in a tiny volume
(~100-1000 fm?). After the QGP is generated, it is expected
to expand, cool, and then hadronize in the final stage of its
evolution, with a QGP lifetime on the order of 10 fm/c in
central collisions [1-3].
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Heavy-ion collisions such as those at RHIC provide a pri-
mary tool to study the thermodynamic and transport properties
of the QGP. Of remarkable importance is knowledge of time
evolution of the rapidly expanding the QGP that produced in
these URHIC:s. For this purpose, one can use a basic theoreti-
cal approach called relativistic hydrodynamics to describe the
QGP. The resulting models describe the collective behavior of
the soft hadrons with Py < 2 GeV quite well. In early studies,
it was found that the QGP created at RHIC energies was
well described by models which assume ideal hydrodynamic
behavior from very early times 7 < 1 fm/c [4-6]. Strictly
speaking, one can apply ideal hydrodynamics if the system is
in perfect isotropic local thermal equilibrium. Based on these
early studies, it was expected that the QGP would isotropize
on a timescale T ~ 0.5 fm/c. In practice, however, when one
includes viscous corrections to the hydrodynamical models
[7-39] one observes that at times T < 2 fm/c there can still
be sizable differences between the transverse pressure, Pr,
and longitudinal pressure, P, which is associated with the ex-
istence of a nonequilibrium hydrodynamic attractor [40-77].
In addition, as one moves closer the transverse/longitudinal
edges of the QGP, the size of the pressure anisotropies in-
creases at all times [78-80]. Faced with this, researchers
suggested to find another method to formulate hydrodynamics
in a momentum-space anisotropic QGP. Recently, there have
been theoretical and phenomenological studies that try to bet-
ter account for large deviations from isotropy by relaxing the
assumption that the QGP is close to local isotropic thermal
equilibrium. To address this issue, they introduced a frame-
work called anisotropic hydrodynamics (aHydro) in order to
describe the nonequilibrium dynamics of relativistic systems,
without breaking important physics constraints such as the
positivity of the one-particle distribution function [81-86].

In a prior paper [60], comparisons between three hydro-
dynamic models and exact solutions of the RTA Boltzmann
equation [87-89] were presented. It was found that lin-
earized viscous hydrodynamics performed more poorly than
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the canonical formulation of aHydro in reproducing the exact
attractor for all moments. However, although the canonical
aHydro formulation [81,82] did a reasonable job in describing
moments with m > 0, Ref. [60] found that it did not provide a
good approximation for moments with m = 0. The failure of
the canonical formulation was postulated to be due to the fact
that the exact solutions to the RTA Boltzmann equation have
an explicit two-component nature and cannot be accurately
described by a single ellipsoidal form. As a result, it would
be interesting to implement aHydro with a two-component
ansatz for the distribution function to see if a better description
of moments with m =0 can be achieved. Additionally, it
would be interesting to see if this also results in a quantitative
improvement for higher-order moments.

In this paper, we report on our progress in obtaining im-
proved dynamical equations for anisotropic hydrodynamics
through the use of an improved ansatz for the form of the
underlying aHydro distribution function which explicitly in-
cludes a free streaming contribution. We demonstrate that
with this improvement one can better reproduce exact results
available in the literature for the evolution of moments of
the distribution function, in particular, for moments which
contain no powers of the longitudinal momentum in their
definition (m = 0 moments). Using the resulting dynamical
equations, we extract the non-equilibrium attractor associated
with our improved aHydro ansatz and demonstrate that the
improvement also allows one to better reproduce the exact
dynamical attractor obtained using kinetic theory in the relax-
ation time approximation, particularly at early rescaled times
and for m = 0 moments. We will focus our attention in this
first work on a conformal system undergoing boost-invariant
and transversally homogeneous Bjorken expansion, however,
the method introduced herein is easily extended to full 3 + 1d.

The paper is organized as follows. In Sec. II we present the
basic setup and assumptions used for the system and introduce
our improved aHydro distribution function ansatz. We then
use the first and second moments of the Boltzmann equation
to obtain equations of motion for the dynamical parameters
appearing in the new ansatz. We do this explicitly for a system
undergoing boost-invariant 0 4 1d Bjorken expansion. Using
the resulting dynamical equations we obtain the time evolu-
tion of all moments of the distribution function. In Sec. III,
we present our numerical results and discuss. In Sec. IV we
present our conclusions and an outlook for the future.

II. SETUP

For the current work, we assume a system of massless
particles. Furthermore, we assume that the system is under-
going boost invariant longitudinal expansion (v, = z/t) and
expands only along the beam-line axis, ignoring the effects of
transverse dynamics. Accordingly one can assume a homoge-
neous distribution in the transverse directions and set v, , = 0.
By taking into account these assumptions only proper-time
derivatives remain and the dynamics reduces to 0 + 1d dimen-
sional evolution [90]. In order to better describe free streaming
contributions to the evolution of the one-particle distribution
function, we propose an improved aHydro one-particle distri-

bution function of the form

f, ) = folérs, Ao)D(7, 0) + frs(€, A)[1 — D(z, 19)],

ey
where the first term is the free-streaming contribution and
the second term is the equilibrating contribution. In the limit
that D — O this ansatz reduces to the original ansatz used in
aHydro [81,82]. In the results section we will compare to this
limit and refer to it as “old aHydro” and refer to the new
ansatz (1) as “new aHydro”. We note that the form of the
new ansatz (1) is similar in spirit to an approach advocated
recently by McNelis and Heinz, with the second term being
related to way they termed the hydrodynamic generator [91].
In Eq. (1), Ay is the initial momentum scale, fj is the initial
particle distribution with

22
rs=1+8)=—1, (2)
)

where & is the initial momentum-space anisotropy, 7y is the
initial proper time, and

frs(€, A) = foq(y/P? +EP2/A), 3)

where RS indicates the anisotropic Romatschke-Strickland
form [92]. The equilibrium distribution function f.q may be
taken to be a Bose-Einstein, Fermi-Dirac, or Boltzmann distri-
bution. Here, we will assume that f., is given by a Boltzmann
distribution. For free-streaming distribution function fj is also
of RS form but with § = &gg and A = Ay, i.e.,

Jo(&rs, Ao) = frs(Ers, Ao). 4

Here, we use the label ‘0’ to emphasize that this contribu-
tion is constrained by the initial condition for the distribution
function. Additionally, —1 < & < oo is a parameter that in-
dicates the strength and type of momentum-space anisotropy.
By stretching (—1 < & < 0) or squeezing (£ > 0) the under-
lying isotropic distribution function f.q along one direction in
momentum-space, one can obtain an anisotropic distribution
function.

In Eq. (1) we have also introduced the damping function

D(z, 19)
T d "
D(t, T0)=eXP[— f Ti)] ©)
9 leq

which, for finite 74, obeys lim,_., D(r,79) =1 and
lim;_, D(7, 79) = 1. Note that, since D(ty, 79) = 1, at
T = 1 the distribution function (1) reduces to the initial dis-
tribution function f,. We note for future use that the damping
function satisfies

dD(r,v9)  D(z, 1)
3T Teq(r)

(6)

A. Moments of the improved distribution function

To calculate the energy density and pressures in the local
rest frame (LRF), one can integrate the distribution func-
tion (1) times p*p" using the Lorentz-invariant integration
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measure

_ d'p ) 2 0y _
/dP—/(Zn)427T5(p —m°)20(p°) =

After performing this operation one finds that all moments of
the distribution function can be decomposed into two terms,

e.g.,

d’p 1
Qn) E

)

€ = T = €y(&rs, Ao)D(T, T0) + ers(&, A)[1 — D(z, 19)],
8)

Pp =T% = P o(&rs, Ao)D(7, T0) + PLrs(§, A)[1 — D(t, 1)1,
©)

where in Egs. (8) and (9) the left hand sides are the nonequi-
librium energy density and longitudinal pressure, respectively.
For a conformal system, one can use € = 2Py + P, to deter-
mine the transverse pressure

Pr = Pro(&ps, Ao)D(z, 70) + Prrs(§, A1 — D(z, 70)].
(10)
In general, one can compute a large set of moments of the
one-particle distribution function (1) of the form

M™Lf] = / dP(p-u)'(p- 27" (@) (11)

where u* is the time-like fluid four-velocity and z* is a space-

like vector orthogonal to u*. In the local rest frame of the

system, one has uzr = (1,0, 0, 0) and z/'zr = (0,0, 0, 1).
Taking a general moment of Eq. (1), one finds

M1 = M folD(x, o) + M™ [ frs][1 — D(z, 10)].
(12)
Note that certain moments map to familiar hydrodynamics
variables, e.g., taking n = 1 and m = 0, one obtains the num-
ber density

n= MY = /dP(p~u)f(p)
= MOLfID(T, 1) + MO frs][1 — D(z, 1)].

Taking n = 2 and m = 0, one can evaluate the energy density
via

€= M= / dP (p - 1) f (D)

= MP[fID(t, 1) + MP[frs][1 — D(z, 1)1,

and taking n =0 and m = 1, one obtains the longitudinal
pressure

PL= M = / dP (p- 27 f(p)
= MO folD(x, 1) + M [frs][1 — D(z, 10)].

Since both the free-streaming and equilibrating contribu-
tions are of RS form, we can compute the moments for both

of these contributions using [60]

(1) — AT Qm A +2) (]
aHydro (27_[)2 m
(13)
with
2yt 1 1-n 3
H'lm = F ~ ) = ;] - . )
) 2m+121(2+m Sy T m )’>

(14)

where ,F] is a hypergeometric function, y = 1/4/1 + &, and
it has been assumed that the underlying isotropic distribution
function is a Boltzmann distribution function. In practice, we
will scale these moments by their equilibrium limit, which
assuming Boltzmann statistics, gives

272421 2m + n 4 2)

Q2m)22m+1)
Using the improved aHydro ansatz (1) one obtains

M™[folD(z, 7o) + M"[ frs][1 — D(z, To)]

Meq (1) = 5)

M f] = e
(16)
where we have introduce the scaled moments
—am Mnm (T)
= 17
M) = Ky (17)

Note that one has My

aHydro(7) = 1 if the system is in equilib-
rium.

1. First moment

Our starting point is the Boltzmann equation for massless
particles

prouf =CILf], (18)

where the collisional kernel is taken to be the relaxation-time
approximation (RTA) collisional kernel

Clfl=-

req(T) Lf = feq(T)], (19)
and u" is the four-velocity associated with the local rest
frame. Herein we will focus our attention on a system that
is transversally homogenous and subject to boost-invariant
Bjoken flow (0 4 1d). In order to preserve conformal invari-
ance, the equilibration time must be inversely proportional to
the local temperature and, for RTA, is given by [23,28]

Teq(T) = 51/T, (20)

where ) = n/s is the ratio of the shear viscosity 1 to entropy
density s.

The first moment of the left-hand side of the Boltzmann
equation reduces to 9, T*"; however, in the relaxation time ap-
proximation the first moment of the collisional kernel the right
hand side results in a constraint that must be satisfied in order
to conserve energy and momentum, i.e., [ dPp*C[f]=0.
This constraint is referred to as the matching condition and
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allows one to compute the local effective temperature of the
system. In RTA, it results in the following constraint equation:

€eq(T (1)) = €(§(7), A(7)), 2y

where the equilibrium energy density €. only depends on the
effective temperature 7 .
As a result of this constraint, computing the first moment
gives
9,T"" = 0. (22)
|

[1 - D(t, )] [Z\“R’(S)é T ARRE)A +

. 1 1
+D(z, T0)|:R/(§FS)EFS - (— -

Teq

with A = A/A¢ and

IRTER! arctan /&
"o =3l )
31 DR
RT@):E[ +(§$+1) (E)i|’
_3[EFDRE) -1
Ri() = §|:—€+1 ] (25)

which satisfy 3R = 2R¢ 4+ Ry due to the conformality of the
system.

2. Matching condition

At any time, we define the local effective temperature T (7)
of the fluid using the canonical matching condition which
results from the vanishing of the right-hand side of the first
moment of the Boltzmann equation. Using the improved form
one finds

T =R Ao (26)
with

Rett = D(t, 10)R(Ers) + [1 — D(t, ) IR(E)AY.  (27)

3. Second moment

To close the system of equations, we use the zz projection
of the second moment of the Boltzmann equation minus the
1/3 of the sum of xx, yy, and zz projections.! This procedure
will give us the second moment equations. For the second
moment equation of motion, we will perform a similar ma-
nipulation by starting from the relaxation-time approximation

(RTA) Boltzmann equation
p-u
pI/- all f [

Teq(T)

Lf = fea(T)]. (28)

'For example, for a rank-two tensor M"* the zz projection corre-
sponds to z,z;, M"*.

1
)R(EFS) + 3—RL(~’§FS) +
T

Expanding this equation out in terms of the nonvanishing
components of the energy-momentum tensor, for a 0 + 1d
system, one obtains

P
e—_ttL (23)

Plugging Egs. (8) and (9) into Eq. (23) one finds

R(E)A? (1 n lRL(S)ﬂ
3 RE)

A4
A R@)] 0 o

Teq

(

We then encounter a rank three tensor which is defined as
I [f1 = Naot [ dP p"p"p" f, where Ngot is the number of
degrees of freedom. One obtains the following equation of
motion from the second moment of the RTA Boltzmann equa-
tion [93]:

i(uﬂlgfA T (29)

HVA
0,1 =
Teq

with Iéa”)‘ = [""*[ foql. Note that I*"* is symmetric with re-
spect to interchanges of p, v, and A and traceless in any pair
of indices (massless particles/conformal invariance).

Defining I; = u*X"X/",,.;. and Iy = w"u"u*l,,;, where u*
is the rest frame four-velocity and X[" with i € 1,2,3 are
space-like basis vectors that are orthogonal to u*,”> in an
isotropic system one finds I, = I, = I, = Iy with

4Ngof
2

I(A) = Ad. (30)

Using the canonical aHydro form [Eq. (1) with D — 0] one
finds

I, = SM(S)IO(A)v
I, = Iy = ST(%)IO(A)a

L = SU®(A) (1)
with

S.(8) = %

5r() = =

S16) = g 32

which satisfy 287 + S, = S, due to the conformality of the
system.

The three spacelike basis vectors can also be written as X, /= x,
X)' = y*, and XJ' = z#, for compactness.
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FIG. 1. Visualization of the one-particle distribution function
at a given moment in proper time. A bimodal structure can be
seen, with the two contributions corresponding to a highly squeezed
free-streaming component (inner ellipsoid) and a less anisotropic
equilibrating contribution (outer ellipsoid).

The i = {x, y, z} equations result from

1
DI; + L0 — 20;) = —(leq — 1) (33)
Teq
with the co-moving derivative D = u*9,,, the expansion scalar
0 = d,u”, and 0; = —u,D;X!", where X/* are space-like ba-
J
1 5/ é),;
[1 —D(z, 1)1
K [ Sr(®)
1 T3 (§rs)
= _[T — Dz w) AST -
Teq LAGA ST (§) A Sr(§)
The third equation (zz projection) gives
3 3’ Sp¢)
[1 —D(z, )]
° [ Su()

Dt 1) AL(SFS)

_ L[ T
 Teq LASASSL(E) ASSL(§)

Taking the zz projection minus one-third of the sum of the xx,
vy, and zz projections gives

5
)+§\/1+ IT\_ 0 G

Teq

[1 - D(x, m)](mé -=

with T = T /A,. We note that all of the free streaming contri-
butions vanish. Solving for & using Eq. (37) we obtain

EJTFE T3 1
Teq A5 1-D(x, to)>' (38)

. 2
s=<1+s>(——
T

1
:|+D( , O)[r
eq

—[1 = D(x, to)]i|. (35)

} + D(z, ro)[ri
eq

sis vectors that are orthogonal to u*. For the case of 0+

1d Bjorken expansion one has D = d;, 0 = d, u* =1/,

0y =6, =0, and 8, = —1/1. For more details concerning the

basis vectors used see Ref. [94] and Appendix A of Ref. [95].
Based on this, one has

1 1
0l + -1, = _(qu — L),
T Teq
1 1
a-[Iy + ;Iy — ?cq(leq - Iy),
3 1
atlz +-IL = _(qu - Iz)- (34)
T Teq

This results in three equations in addition to the one nontrivial
equation obtained from the first moment (24), however, we
only have two independent variables £ and A to evolve. As a
result, with the high-degree of symmetry assumed, the system
is overdetermined. In order to reduce the three second moment
equations to one, we take a linear combination of them which
guarantees that in the near-equilibrium limit the dynamical
equations reduce to those of the conventional Mueller-Israel-
Stewart theory [83]. This prescription is not unique and it
is possible to close the system of equations use different
moments/combinations of moments [96,97], however, as our
results will demonstrate, the prescription used herein results
in quite good agreement between the new aHydro ansatz and
the exact solution of the RTA Boltzmann equation for a large
set of moments.
The first two equations (xx and yy projections) both give

S (1 1) S
ASST &) T Teq [\SST &)

S (2 1) S
ASSL(S) T Teq ASSL(E)

— D(z, ‘L’o)]]. (36)

As mentioned previously, in the limit T — 79, one has D = 1
and hence the second term on the right-hand side of Eq. (38)
will diverge at T = 7 unless either £ =0 or £ = —1. The
latter condition makes the entire right hand side vanish and
hence does not allow for dynamical evolution of &. For this
reason we will use lim,_,,, §(7) =0

4. Cross check (D = 0, old aHydro)

As a crosscheck on our results, one can recompute the
second-moment equation with D = 0 to see if it agrees with
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FIG. 2. Scaled moments M obtained from the exact solution (solid black line) compared with the new aHydro (red dashed lines), and
the old aHydro (blue long dashed lines). Horizontal axis is w = t7 /57. Panels show a grid in n and m.

results available in the literature. In this case on finds that the
zz projection gives

: 3 1 [RY4
(log Sp)'& + 53 log A + = = —|: — 1:|, (39)
T Tql St
and the xx and yy projections both give
: 11 [RA
(log St)& + 50 log A + — = —[ — 1], (40)
T Tql Sr

where, in both cases, we used T = R4 (£)A.
Finally, with D = 0, taking the zz projection minus one-
third of the sum of the xx, yy, and zz projections gives

L, 2 R _
mé—;-FTqu—O.

One can verify explicitly that Eq. (37) reduces to this in the
limit D — 0.

(41)

III. NUMERICAL SOLUTION OF THE DYNAMICAL
EQUATIONS AND THE ANISOTROPIC ATTRACTOR

In this section we present some representative numeri-
cal solutions using different initial conditions along with the

attractor solution to which they flow. For this purpose, we
solve the first and second differential equations correspond-
ing to Egs. (24) and (37) for the evolution of &£(r) and
A(t). However to evolve these equations we need to know
the damping function. Herein, we solve the integral equa-
tion by using an iterative method. In the first iteration, we
assume that the temperature evolution contained within the in-
tegral defining D(t, 19) is given by ideal hydrodynamics, i.e.,
Tyuess(T) = To(19/7)"/3. We then solve the dynamical equa-
tions (24) and (37). From this we obtain the approximate
dependence of the effective temperature 7 on proper time
using Eq. (26). The resulting effective temperature 7(t) is
then used to load the damping function for the next iteration.
We repeat this process until the effective temperature and
longitudinal pressure converge to a part in 10%. In practice,
this can be achieved with only five iterations. Once converged,
the solutions for £(r) and A(t) can be used to compute the
full distribution function using Eq. (1) and all moments of the
distribution function using Eq. (16).>

3One can substantially reduce the number of iterations required by
initializing instead with the canonical aHydro evolution equations.
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FIG. 3. Plots of the relative error between the new (solid black line) and old (red dashed lines) aHydro ansatz compared to the exact

solution. Error is computed as approximation/exact —1.

In Fig. 1 we present a contour plot of the one-particle
distribution function at the proper time at which the con-
tribution from the free streaming part and equilibrating part
contribute equally.* Generically, the exact solution for the
one-particle distribution function contains two independent
components [60,87-89]. The first component is an anisotropic
part which has been squeezed in the longitudinal direction
and is exponentially damped at late times. This contribution
represents the subset particles that never had any interaction at
all. Statistically, there is always such a population of particles.
As a function of time, this contribution becomes compressed
along the longitudinal direction in momentum space resulting
in P[> — 0 as the system evolves. This contribution comes
from the first term in Eq. (1), which corresponds to the free
streaming contribution. Note that, because of the damping
function D(z, 1p) in the first term in Eq. (1), the amplitude
of this very narrow ridge will decrease in time exponentially.
The second visible component in Fig. 1 is an isotropizing part
which dominates at late times. This contribution comes from
the second term in Eq. (1).

“This occurs when D(z, 79) = 1/2.

In Fig. 2, we present the evolution of the scaled moments
of the distribution function as a function the scaled time

o T tT
W= — =

=57 (42)

Teq
and we compare to the exact RTA solution (black solid lines)
obtained in Refs. [60,87,88]. Results from the new aHydro
and old aHydro ansatze are shown as red dashed and blue
dot-dashed lines, respectively. In all cases shown, the new
aHydro ansatz provides a better approximation to the exact
solution than the old aHydro ansatz. In addition, one observes
that both aHydro ansatze result in positive definite results for
all moments despite having large nonequilibrium deviations.
Comparing the old and new ansatze, we see that the new
ansatz is able to reproduce the dynamics of low-order mo-
ments much better than the old ansatz. This is particularly
striking for moments with m = 0 for which we see that the
new aHydro ansatz is very close to the exact results for all n

. ——33
shown.’ We note, however, for higher moments, e.g., M, we
see that the new aHydro ansatz interpolates between the exact

>We have checked that this holds true for larger n than shown in
Fig. 2.

064904-7



HUDA ALALAWI AND MICHAEL STRICKLAND

PHYSICAL REVIEW C 102, 064904 (2020)

0.100
0.500 0.100 0.001
0.001
0.100 0.010 _5 107
0.050 0.001 10
10 107 101
0005 10 10
. 106 Jpy 10-15
1
0.100
0.50 0.001 0.001
10- 107
0.10 1077 10-11
0.05 100
10" 107
1.10
1.05 0.01 0.001
1.00 105 1077
0.95 108 107"
-15
0.90 10
100
so0  ~ \ {0700 L go0r 0 o0
10
5 Exact solution

----- New aHydro
= =— = Old aHydro

107510 1072 102 10" 10° 10’

w w

1075 107* 102 1072 10" 10° 10'

1075 107* 1072 1072 10" 10° 10’ 1075 107* 10~% 1072 10" 10° 10’

w w

FIG. 4. Scaled moments M’ obtained from the exact solution attractor (solid black line) compared with the new aHydro (red dashed
lines), and the old aHydro (blue long dashed lines). Horizontal axis is w = t T /57. Panels show a grid in n and m.

solution at early times and the old aHydro result at late times.
As aresult, one sees larger deviations from the exact solution
in these moments.

In order to provide more quantitative comparison of the
two methods, in Fig. 3 we present the relative errors of the
old and new aHydro ansatze computed as the ratio of a given
approximation to the the exact result minus one. The relative
errors for the new and old schemes are shown as solid black
and dashed red lines, respectively. As one can see from Fig. 3,
the new aHydro has a smaller error in all moments and at

virtually all times. The one exception is ﬂ‘” for which one
observes a slight smaller error with the old ansatze in a small
time window. Returning to the general case, we see that, since
the new scheme merges onto the old scheme at late times, they
have similar relative errors, however at early time we see a
dramatic reduction in the relative error using the new aHydro
ansatz.

In Fig. 4, the new aHydro (red short-dashed), and the
old aHydro (blue long-dashed) attractors are compared
to the attractor obtained via exact solution of the RTA
Boltzmann equation (black solid line). In all cases shown, the
new aHydro ansatz agrees best with the exact solution for the
0 + 1d conformal RTA attractor. Additionally, for all values

of w, we note that both aHydro attractors possess positive
values for all moments. In the case of the new aHydro ansatz,
firstly one sees that for m =0 and m = 1 (first and second
left column, respectively of Fig. 4) this scheme has the best
agreement at all times. As a result, the new aHydro accurately
describes the evolution of the modes with m =0, and 1,
which are sensitive to the free-streaming part of the evolution.
For m > 1 one sees that, as m and n are increased, the new
aHydro results differ more from the exact solutions in the
region w ~ [1073, 1]. The worst agreement is for the m = 3
moments (rightmost column of Fig. 4). One finds that the
new aHydro ansatz fails to accurately describe the evolution
of the scaled moments with m = 3 which are dominated by
isotropizing contribution at late times. As a consequence,
the new aHydro does not provide reliable approximations
for these moments and the problem becomes more severe
as one increases for m > 1. Turning to the old aHydro
ansatz, for m = 1, one sees that, although the old aHy-
dro ansatz does a reasonable job in describing the m = 1
moments, as n and m are increased or decreased, the re-
sults become significantly worse. Note that, even given the
caveats mentioned above, comparing the old and new aHydro
ansatze, we see that the new approach dramatically improves
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agreement with the exact RTA attractor and, in particular,
can be used to fix the problem encountered with moments
with m = 0.

IV. CONCLUSIONS

In this study, our goal was to find an improved set of
anisotropic hydrodynamic evolution equations that can more
faithfully describe the non-equilibrium dynamics of the quark-
gluon plasma created in relativistic heavy ion collisions at
RHIC and LHC. We introduced a new version of anisotropic
hydrodynamics that includes separate free-streaming and
equilibrating contributions which allows for a better descrip-
tion of exact solutions to the Boltzmann equation available in
the literature. We computed explicit expressions for the first
and second moments of the one-particle distribution function
in the new aHydro approach and used these to obtain the new
0 + 1d conformal equations of motion given by Eqs. (24) and
(37). We presented comparisons of the numerical solution of
the conformal 0 4 1d equations of motion for both the old
and new aHydro schemes with the exact RTA solution. Our

results demonstrated that the new aHydro form allows one
to have a bimodal distribution function similar to what is
seen in the exact RTA solution for the one-particle distribu-
tion function. We then computed the evolution of the scaled
moments as a function the scaled time, w, and demonstrated
that the new aHydro ansatz provides a better approximation
to the exact solution than the original aHydro ansatz. Finally,
we determined the non-equilibrium attractor associated with
the new aHydro scheme and demonstrated that it provides
much better agreement with the exact RTA attractor than
the original aHydro scheme, in particular for moments with
m = 0. In the future, it would be interesting to apply the
ansatz obtained here to full 3 4 1d anisotropic hydrodynam-
ics, including temperature-dependent masses for the particles
similar to ‘canonical’ quasiparticle aHydro [84,95].

ACKNOWLEDGMENTS

H.A. and M.S. were supported by the US Department of
Energy, Office of Science, Office of Nuclear Physics under
Award No. DE-SC0013470. H.A. was also supported by a
visiting Ph.D. scholarship from Umm Al-Qura University.

[1] R. Averbeck, J. W. Harris, and B. Schenke, in The Large Hadron
Collider: Harvest of Run 1, edited by T. Schorner-Sadenius
(Springer International Publishing, Cham, 2015), pp. 355-420.

[2] S. Jeon and U. Heinz, in Quark-Gluon Plasma 5, edited by
X.-N. Wang (World Scientific, New Jersey, 2016), pp. 131-187.

[3] P. Romatschke and U. Romatschke, Relativistic Fluid Dy-
namics In and Out of Equilibrium, Cambridge Mono-
graphs on Mathematical Physics (Cambridge University Press,
Cambridge, 2019).

[4] P. Huovinen, P. Kolb, U. Heinz, P. Ruuskanen, and S. Voloshin,
Phys. Lett. B 503, 58 (2001).

[5] T. Hirano and K. Tsuda, Phys. Rev. C 66, 054905 (2002).

[6] P. F. Kolb and U. W. Heinz, arXiv:nucl-th/0305084.

[7]1 A. Muronga, Phys. Rev. Lett. 88, 062302 (2002).

[8] A. Muronga, Phys. Rev. C 69, 034903 (2004).

[9] A. Muronga and D. H. Rischke, arXiv:nucl-th/0407114.

[10] U. W. Heinz, H. Song, and A. K. Chaudhuri, Phys. Rev. C 73,
034904 (2006).

[11] R. Baier, P. Romatschke, and U. A. Wiedemann, Phys. Rev. C
73, 064903 (2006).

[12] P. Romatschke and U. Romatschke, Phys. Rev. Lett. 99, 172301
(2007).

[13] R. Baier, P. Romatschke, D. T. Son, A. O. Starinets, and M. A.
Stephanov, J. High Energy Phys. 04 (2008) 100.

[14] K. Dusling and D. Teaney, Phys. Rev. C 77, 034905
(2008).

[15] H. Song and U. W. Heinz, Phys. Lett. B 658, 279 (2008).

[16] M. Luzum and P. Romatschke, Phys. Rev. C 78, 034915
(2008).

[17] H. Song and U. W. Heinz, J. Phys. G 36, 064033 (2009).

[18] U. W. Heinz, in Relativistic Heavy lon Physics, edited by
R. Stock, Landolt-Boernstein New Series, 1/23 (Springer
Verlag, New York, 2010), Chap. 5.

[19] A. El, Z. Xu, and C. Greiner, Phys. Rev. C 81, 041901(R)
(2010).

[20] J. Peralta-Ramos and E. Calzetta, Phys. Rev. D 80, 126002
(2009).

[21] J. Peralta-Ramos and E. Calzetta, Phys. Rev. C 82, 054905
(2010).

[22] G. Denicol, T. Kodama, and T. Koide, J. Phys. G 37, 094040
(2010).

[23] G. S. Denicol, T. Koide, and D. H. Rischke, Phys. Rev. Lett.
105, 162501 (2010).

[24] B. Schenke, S. Jeon, and C. Gale, Phys. Rev. Lett. 106, 042301
(2011).

[25] B. Schenke, S. Jeon, and C. Gale, Phys. Lett. B 702, 59 (2011).

[26] P. Bozek, Phys. Lett. B 699, 283 (2011).

[27] H. Niemi, G. S. Denicol, P. Huovinen, E. Molnar, and D. H.
Rischke, Phys. Rev. Lett. 106, 212302 (2011).

[28] G. S. Denicol, J. Noronha, H. Niemi, and D. H. Rischke, Phys.
Rev. D 83, 074019 (2011).

[29] H. Niemi, G. S. Denicol, P. Huovinen, E. Molnar, and D. H.
Rischke, Phys. Rev. C 86, 014909 (2012).

[30] P. Bozek and 1. Wyskiel-Piekarska, Phys. Rev. C 85, 064915
(2012).

[31] G. S. Denicol, H. Niemi, E. Molnar, and D. H. Rischke, Phys.
Rev. D 85, 114047 (2012); 91, 039902(E) (2015).

[32] G. S. Denicol, E. Molnar, H. Niemi, and D. H. Rischke, Eur.
Phys. J. A 48, 170 (2012).

[33] J. Peralta-Ramos and E. Calzetta, Phys. Rev. D 87, 034003
(2013).

[34] A. Jaiswal, Phys. Rev. C 87, 051901(R) (2013).

[35] A. Jaiswal, Phys. Rev. C 88, 021903(R) (2013).

[36] E. Calzetta, Phys. Rev. D 92, 045035 (2015).

[37] G. S. Denicol, S. Jeon, and C. Gale, Phys. Rev. C 90, 024912
(2014).

[38] G. S. Denicol, W. Florkowski, R. Ryblewski, and M. Strickland,
Phys. Rev. C 90, 044905 (2014).

[39] A. Jaiswal, R. Ryblewski, and M. Strickland, Phys. Rev. C 90,
044908 (2014).

064904-9


https://doi.org/10.1016/S0370-2693(01)00219-2
https://doi.org/10.1103/PhysRevC.66.054905
http://arxiv.org/abs/arXiv:nucl-th/0305084
https://doi.org/10.1103/PhysRevLett.88.062302
https://doi.org/10.1103/PhysRevC.69.034903
http://arxiv.org/abs/arXiv:nucl-th/0407114
https://doi.org/10.1103/PhysRevC.73.034904
https://doi.org/10.1103/PhysRevC.73.064903
https://doi.org/10.1103/PhysRevLett.99.172301
https://doi.org/10.1088/1126-6708/2008/04/100
https://doi.org/10.1103/PhysRevC.77.034905
https://doi.org/10.1016/j.physletb.2007.11.019
https://doi.org/10.1103/PhysRevC.78.034915
https://doi.org/10.1088/0954-3899/36/6/064033
https://doi.org/10.1103/PhysRevC.81.041901
https://doi.org/10.1103/PhysRevD.80.126002
https://doi.org/10.1103/PhysRevC.82.054905
https://doi.org/10.1088/0954-3899/37/9/094040
https://doi.org/10.1103/PhysRevLett.105.162501
https://doi.org/10.1103/PhysRevLett.106.042301
https://doi.org/10.1016/j.physletb.2011.06.065
https://doi.org/10.1016/j.physletb.2011.04.020
https://doi.org/10.1103/PhysRevLett.106.212302
https://doi.org/10.1103/PhysRevD.83.074019
https://doi.org/10.1103/PhysRevC.86.014909
https://doi.org/10.1103/PhysRevC.85.064915
https://doi.org/10.1103/PhysRevD.85.114047
https://doi.org/10.1103/PhysRevD.91.039902
https://doi.org/10.1140/epja/i2012-12170-x
https://doi.org/10.1103/PhysRevD.87.034003
https://doi.org/10.1103/PhysRevC.87.051901
https://doi.org/10.1103/PhysRevC.88.021903
https://doi.org/10.1103/PhysRevD.92.045035
https://doi.org/10.1103/PhysRevC.90.024912
https://doi.org/10.1103/PhysRevC.90.044905
https://doi.org/10.1103/PhysRevC.90.044908

HUDA ALALAWI AND MICHAEL STRICKLAND

PHYSICAL REVIEW C 102, 064904 (2020)

[40] P. M. Chesler and L. G. Yaffe, Phys. Rev. D 82, 026006 (2010).

[41] M. P. Heller and M. Spalinski, Phys. Rev. Lett. 115, 072501
(2015).

[42] P. M. Chesler, J. High Energy Phys. 03 (2016) 146.

[43] L. Keegan, A. Kurkela, P. Romatschke, W. van der Schee, and
Y. Zhu, J. High Energy Phys. 04 (2016) 031.

[44] M. P. Heller, A. Kurkela, M. Spalifiski, and V. Svensson, Phys.
Rev. D 97, 091503(R) (2018).

[45] W. Florkowski, M. P. Heller, and M. Spalinski, Rep. Prog. Phys.
81, 046001 (2018).

[46] P. Romatschke, Phys. Rev. Lett. 120, 012301 (2018).

[47] E. S. Bemfica, M. M. Disconzi, and J. Noronha, Phys. Rev. D
98, 104064 (2018).

[48] M. Spalinski, Phys. Lett. B 776, 468 (2018).

[49] P. Romatschke, J. High Energy Phys. 12 (2017) 079.

[50] A. Behtash, C. N. Cruz-Camacho, and M. Martinez, Phys. Rev.
D 97, 044041 (2018).

[51] W. Florkowski, E. Maksymiuk, and R. Ryblewski, Phys. Rev. C
97, 024915 (2018).

[52] W. Florkowski, E. Maksymiuk, and R. Ryblewski, Phys. Rev. C
97, 014904 (2018).

[53] M. Strickland, J. Noronha, and G. S. Denicol, Phys. Rev. D 97,
036020 (2018).

[54] A. Kurkela, A. Mazeliauskas, J.-F. Paquet, S. Schlichting, and
D. Teaney, Phys. Rev. C 99, 034910 (2019).

[55] A. Kurkela, U. A. Wiedemann, and B. Wu, Eur. Phys. J. C 79,
759 (2019).

[56] A. Kurkela, U. A. Wiedemann, and B. Wu, Eur. Phys. J. C 79,
965 (2019).

[57] D. Almaalol and M. Strickland, Phys. Rev. C 97, 044911
(2018).

[58] G. S. Denicol and J. Noronha, Phys. Rev. D 99, 116004 (2019).

[59] A. Behtash, C. N. Cruz-Camacho, S. Kamata, and M. Martinez,
Phys. Lett. B 797, 134914 (2019).

[60] M. Strickland, J. High Energy Phys. 12 (2018) 128.

[61] M. P. Heller and V. Svensson, Phys. Rev. D 98, 054016 (2018).

[62] A.Behtash, S. Kamata, M. Martinez, and H. Shi, J. High Energy
Phys. 07 (2020) 226.

[63] M. Strickland and U. Tantary, J. High Energy Phys. 10 (2019)
069.

[64] S. Jaiswal, C. Chattopadhyay, A. Jaiswal, S. Pal, and U. Heinz,
Phys. Rev. C 100, 034901 (2019).

[65] A. Kurkela, W. van der Schee, U. A. Wiedemann, and B. Wu,
Phys. Rev. Lett. 124, 102301 (2020).

[66] C. Chattopadhyay and U. W. Heinz, Phys. Lett. B 801, 135158
(2020).

[67] J. Brewer, L. Yan, and Y. Yin, arXiv:1910.00021.

[68] M. P. Heller, R. Jefferson, M. Spaliniski, and V. Svensson, Phys.
Rev. Lett. 125, 132301 (2020).

[69] D. Almaalol, A. Kurkela, and M. Strickland, Phys. Rev. Lett.
125, 122302 (2020).

[70] J.-P. Blaizot and L. Yan, arXiv:2006.08815 [nucl-th].

[71] T. Mitra, S. Mondkar, A. Mukhopadhyay, A. Rebhan, and A.
Soloviev, arXiv:2006.09383 [hep-ph].

[72] T. Dore, E. McLaughlin, and J. Noronha-Hostler, J. Phys. Conf.
Ser. 1602, 012017 (2020).

[73] A. Dash and V. Roy, Phys. Lett. B 806, 135481 (2020).

[74] A. Das, W. Florkowski, and R. Ryblewski, Phys. Rev. D 102,
031501(R) (2020).

[75] J. Berges, M. P. Heller, A. Mazeliauskas, and R. Venugopalan,
arXiv:2005.12299 [hep-th].

[76] S. Kamata, M. Martinez, P. Plaschke, S. Ochsenfeld, and S.
Schlichting, Phys. Rev. D 102, 056003 (2020).

[77] M. Shokri and F. Taghinavaz, Phys. Rev. D 102, 036022 (2020).

[78] M. Martinez and M. Strickland, Phys. Rev. C 79, 044903
(2009).

[79] R. Ryblewski, J. Phys. G: Nucl. Part. Phys. 40, 093101 (2013).

[80] M. Strickland, Acta Phys. Pol. B 45, 2355 (2014).

[81] W. Florkowski and R. Ryblewski, Phys. Rev. C 83, 034907
(2011).

[82] M. Martinez and M. Strickland, Nucl. Phys. A 848, 183 (2010).

[83] L. Tinti and W. Florkowski, Phys. Rev. C 89, 034907 (2014).

[84] M. Algahtani, M. Nopoush, and M. Strickland, Prog. Part. Nucl.
Phys. 101, 204 (2018).

[85] M. Algahtani, M. Nopoush, R. Ryblewski, and M. Strickland,
Phys. Rev. Lett. 119, 042301 (2017).

[86] D. Almaalol, M. Algahtani, and M. Strickland, Phys. Rev. C 99,
044902 (2019).

[87] W. Florkowski, R. Ryblewski, and M. Strickland, Nucl. Phys.
A 916, 249 (2013).

[88] W. Florkowski, R. Ryblewski, and M. Strickland, Phys. Rev. C
88, 024903 (2013).

[89] W. Florkowski, E. Maksymiuk, R. Ryblewski, and M.
Strickland, Phys. Rev. C 89, 054908 (2014).

[90] J. D. Bjorken, Phys. Rev. D 27, 140 (1983).

[91] M. McNelis and U. Heinz, Phys. Rev. C 101, 054901 (2020).

[92] P. Romatschke and M. Strickland, Phys. Rev. D 68, 036004
(2003).

[93] M. Nopoush, R. Ryblewski, and M. Strickland, Phys. Rev. C
90, 014908 (2014).

[94] M. Martinez, R. Ryblewski, and M. Strickland, Phys. Rev. C
85, 064913 (2012).

[95] M. Algahtani, M. Nopoush, and M. Strickland, Phys. Rev. C 92,
054910 (2015).

[96] E. Molnar, H. Niemi, and D. H. Rischke, Phys. Rev. D 93,
114025 (2016).

[97] E. Molnar, H. Niemi, and D. H. Rischke, Phys. Rev. D 94,
125003 (2016).

064904-10


https://doi.org/10.1103/PhysRevD.82.026006
https://doi.org/10.1103/PhysRevLett.115.072501
https://doi.org/10.1007/JHEP03(2016)146
https://doi.org/10.1007/JHEP04(2016)031
https://doi.org/10.1103/PhysRevD.97.091503
https://doi.org/10.1088/1361-6633/aaa091
https://doi.org/10.1103/PhysRevLett.120.012301
https://doi.org/10.1103/PhysRevD.98.104064
https://doi.org/10.1016/j.physletb.2017.11.059
https://doi.org/10.1007/JHEP12(2017)079
https://doi.org/10.1103/PhysRevD.97.044041
https://doi.org/10.1103/PhysRevC.97.024915
https://doi.org/10.1103/PhysRevC.97.014904
https://doi.org/10.1103/PhysRevD.97.036020
https://doi.org/10.1103/PhysRevC.99.034910
https://doi.org/10.1140/epjc/s10052-019-7262-x
https://doi.org/10.1140/epjc/s10052-019-7428-6
https://doi.org/10.1103/PhysRevC.97.044911
https://doi.org/10.1103/PhysRevD.99.116004
https://doi.org/10.1016/j.physletb.2019.134914
https://doi.org/10.1007/JHEP12(2018)128
https://doi.org/10.1103/PhysRevD.98.054016
https://doi.org/10.1007/JHEP07(2020)226
https://doi.org/10.1007/JHEP10(2019)069
https://doi.org/10.1103/PhysRevC.100.034901
https://doi.org/10.1103/PhysRevLett.124.102301
https://doi.org/10.1016/j.physletb.2019.135158
http://arxiv.org/abs/arXiv:1910.00021
https://doi.org/10.1103/PhysRevLett.125.132301
https://doi.org/10.1103/PhysRevLett.125.122302
http://arxiv.org/abs/arXiv:2006.08815
http://arxiv.org/abs/arXiv:2006.09383
https://doi.org/10.1088/1742-6596/1602/1/012017
https://doi.org/10.1016/j.physletb.2020.135481
https://doi.org/10.1103/PhysRevD.102.031501
http://arxiv.org/abs/arXiv:2005.12299
https://doi.org/10.1103/PhysRevD.102.056003
https://doi.org/10.1103/PhysRevD.102.036022
https://doi.org/10.1103/PhysRevC.79.044903
https://doi.org/10.1088/0954-3899/40/9/093101
https://doi.org/10.5506/APhysPolB.45.2355
https://doi.org/10.1103/PhysRevC.83.034907
https://doi.org/10.1016/j.nuclphysa.2010.08.011
https://doi.org/10.1103/PhysRevC.89.034907
https://doi.org/10.1016/j.ppnp.2018.05.004
https://doi.org/10.1103/PhysRevLett.119.042301
https://doi.org/10.1103/PhysRevC.99.044902
https://doi.org/10.1016/j.nuclphysa.2013.08.004
https://doi.org/10.1103/PhysRevC.88.024903
https://doi.org/10.1103/PhysRevC.89.054908
https://doi.org/10.1103/PhysRevD.27.140
https://doi.org/10.1103/PhysRevC.101.054901
https://doi.org/10.1103/PhysRevD.68.036004
https://doi.org/10.1103/PhysRevC.90.014908
https://doi.org/10.1103/PhysRevC.85.064913
https://doi.org/10.1103/PhysRevC.92.054910
https://doi.org/10.1103/PhysRevD.93.114025
https://doi.org/10.1103/PhysRevD.94.125003

