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Effects of cluster correlations on fragment emission in 12C + 12C at 50 MeV/nucleon
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The effects of cluster correlations have been studied in the 12C + 12C reaction at 50 MeV/nucleon, using
three antisymmetrized molecular dynamics (AMD) models, the AMD (AMD/D) without any additional cluster
correlations, AMD/D-COALS with nucleon correlations based on a coalescence prescription for light cluster
formations with A � 4, and AMD-cluster with an extended cluster correlation in two-nucleon collision processes
and a special treatment for intermediate fragment formation with A � 9. The angular distributions and energy
spectra of fragments have been simulated and compared with the available experimental data. It is found that the
cluster correlations take a crucial role to describe the productions of light charged particles (LCPs) and interme-
diate mass fragments (IMFs), and the AMD-cluster studied here provides a consistent overall reproduction of the
experimental data. It is also shown that the significant effects of the secondary decay processes are involved for
the fragment production besides the dynamical productions in the AMD stage. Detailed LCP and IMF production
mechanisms involved in the intermediate energy heavy ion collisions are discussed.
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I. INTRODUCTION

The studies of the intermediate energy heavy-ion colli-
sions are important to explore nuclear matter properties and
to understand nuclear reaction mechanisms. In the central
collisions, the system is compressed at an early stage and then
expands so that the whole system disintegrates into many in-
termediate mass fragments (IMFs) and light particles (LCPs).
The process is very complicated under various conditions,
such as densities, excitation energies, isospin asymmetries,
and so on. During the past decades, a series of heavy-ion
collisions have been performed and the double differential
fragmentation cross sections have been measured [1–7]. For
example, the 12C + 12C reaction at 50 MeV/nucleon was
performed at GANIL, motivated by the particle beam ther-
apy to treat cancerous tumors, and the experimental data are
available in Ref. [1]. In the carbon therapy treatment, ac-
curate fragmentation cross sections in a wide energy range
are necessary. But the available experimental data are limited
such as discontinuity in the incident energy range and limited
target materials. For the production rate of secondary parti-
cles, their angular and energy distributions are often not well
known.

In order to elucidate the process of heavy-ion collision
dynamics with the validated experimental data, many micro-
scopic transport models have been developed. Among these,
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the antisymmetrized molecular dynamics (AMD) model of
Ono et al. [8,9], in which the many-body nucleon wave
function is antisymmetrized, has achieved great success in
describing many nuclear reaction phenomena for intermediate
energy heavy-ion collisions [10–14]. AMD not only solves
the time evolution of many-nucleon system in a given mean
field including quantum features, but also can treat the cluster
correlations in a stochastic manner. Especially, as shown in
our previous works in Refs. [15,16], the cluster correlation
has strong impacts on the whole collision dynamics, not only
for the formation of light clusters, but also for the production
of heaver IMFs [15,16].

The aims of this article are to examine different approaches
for the cluster correlation, which refers to the processes in-
volving clusters, and to verify the importance of the cluster
correlations in heavy-ion collisions. We study the effects of
the cluster correlations on fragment emissions in 12C + 12C
at 50 MeV/nucleon using AMD models, a version of AMD
without any additional cluster correlations, and that with a
cluster formation based on a coalescence prescription for
fragments with A � 4 and AMD-cluster with an extended
cluster correlation. Particular interest will be focused on the
production of LCPs and IMFs.

This paper is organized as follows. In Sec. II, the three ver-
sions of AMD used in the present work are briefly described.
In Sec. III, detailed comparisons between the experimental
data and the different AMD model simulations are presented.
In Sec. IV, fragment production mechanisms and the se-
quential decay effects are discussed. A summary is given in
Sec. V.
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II. ANTISYMMETRIZED MOLECULAR MODELS

A. AMD/D

In the AMD model, the wave function for an A-nucleon
system is described by a Slater determinant |�〉,

|�〉 = 1√
A!

det[ϕi( j)], (1)

where ϕi = φZiχai . The spin-isospin state χai of each single-
particle state takes p ↑, p ↓, n ↑, and n ↓. The spatial wave
functions of nucleons φZi are given by a Gaussian wave func-
tion,

〈r|φZi〉 =
(

2ν

π

)3/4

exp

[
−ν

(
r − Zi√

ν

)2

+ 1

2
Z2

i

]
, (2)

where the width parameter ν = 0.16 fm−2 [17] is a con-
stant parameter common to all the wave packets. Thus
the complex variables Z ≡ {Zi; i = 1, . . . , A} = {Ziσ ; i =
1, . . . , A, σ = x, y, z} represent the centroids of the wave
packets. Up to the antisymmetrization effect, the real part and
the imaginary part of Zi correspond to the centroids of the
position and the momentum, respectively,

Zi = √
νDi + i

2h̄
√

ν
Ki, (3)

where D = 〈φZ |r|φZ〉/〈φZ |φZ〉, K = 〈φZ |p|φZ〉/〈φZ |φZ〉. The
AMD wave function |�〉 contains many quantum features in
it and well describes the ground states of nuclei.

The time evolution of the wave packet parameters Z is
determined by the time-dependent variational principle and
the two-nucleon collision process. The former is described as

δ

∫
dt

〈
�(Z )

∣∣(ih̄ d
dt − H

)∣∣�(Z )
〉

〈�(Z )|�(Z )〉 = 0. (4)

The equation of motion for Z derived from the time-dependent
variational principle is

ih̄
∑

jτ

Ciσ, jτ
dZjτ

dt
= ∂H

Z∗
iσ

. (5)

The matrix Ciσ, jτ (i, j = 1, 2, . . . , A and σ, τ = x, y, z) is a
Hermitian matrix defined by

Ciσ, jτ = ∂2

∂Z∗
iσ ∂Zjτ

log〈�(Z )|�(Z )〉, (6)

and H is the expectation value of the Hamiltonian after the
subtraction of the spurious kinetic energy of the zero-point
oscillation of the center of mass of fragments [17,18],

H(Z ) = 〈�(Z )|H |�(Z )〉
〈�(Z )|�(Z )〉 − 3h̄2ν

2M
A + T0[A − NF (Z )], (7)

where NF (Z ) is the fragment number, T0 is 3h̄2ν/2M in prin-
ciple but treated as a free parameter for an overall adjustment
of the binding energies. The effective Hamiltonian in AMD is

H =
A∑

i=1

p2
i

2M
+

∑
i< j

υi j, (8)

where M is the nucleon mass and υi j is the effective inter-
nucleon force. For the mean field calculations, the effective
interactions such as Gogny force and Skyrme force have been
usually employed in the Hamiltonian H . In this paper, the
calculations with AMD/D is performed with the standard
Gogny force [19].

The wave packet parameter Z do not have physical mean-
ing when wave packets overlap with each other such as inside
a nucleus because of the effect of the antisymmetrization.
Therefore physical coordinates W = {Wi; i = 1, . . . , A} are
defined approximately as

Wi = √
νRi + i

2h̄
√

ν
Pi =

A∑
j=1

(
√

Q)k jZ j (9)

with

Qk j = ∂ ln〈�(Z )|�(Z )〉
∂ (Z∗

kZ∗
j )

. (10)

The NN collision process is treated as a stochastic process
using the above physical coordinates at each time step. The
NN collision rate is determined by a given NN cross section
under Pauli principle. The NN cross section is given by [20]

σ (E , ρ) = min

(
σLM (E , ρ),

100 mb

1 + E/(200 MeV)

)
, (11)

where σLM (E , ρ) is the cross section given by Li and Mach-
leidt [21,22]. The angular distribution of proton-neutron
scattering are parametrized as

dσpn

d�
∝ 10−α(π/2−|θ−π/2|),

α = 2

π
max{0.333 ln E [MeV] − 1, 0},

(12)

while the proton-proton and neutron-neutron scatterings are
assumed isotropic.

The dynamical effect of the quantum fluctuations in the
Gaussian wave packet is treated in the diffusion (and shrink-
ing) process in the time evolution of the nucleon propagation
[9,20]. As described in details in the references, this process is
taken into account in order to treat properly the multifragmen-
tation process [9,20]. In the present simulations, the version in
Ref. [9] is used and it is called AMD/D in this article.

B. Coalescence treatment in AMD/D-COALS

In order to improve the reproduction of the experimental
data for the LCP yields, a stochastic coalescence process
[10,23] is introduced in AMD/D to take into account nucleon-
nucleon correlations among N nucleons with N � 4 under
Pauli principle. This treatment is referred as coalescence
treatment in this article and the program is called AMD/D-
COALS. The basic idea [23] is the following. For each
subsystem with a proton and a neutron, for example this
stochastic process moves the centroids Za and Zb to the same
point 1

2 (Za + Zb). If the coalescence takes place, the deuteron
probability will increase from Pd = |〈d|Za − Zb〉|2 to 1. The
rate of the coalescence c is determined by the requirement that
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the probability to find the two nucleons in the deuteron state
|d〉 should be independent of time on average

d

dt
Pd + (1 − Pd )c = 0. (13)

This modification for the coalescence is necessary not only
for a pair of a proton and a neutron but also for pairs of light
clusters when they form a single loosely bound intrinsic state.
In the present study, the following processes are taken into
account, p + n → d , p + n + n → t , p + p + n → 3He, and
p + p + n + n → α. The coalescence rates are obtained in
a similar way to the deuteron case so that the ground state
probability of each subsystem is kept constant. The coales-
cence should be considered only when no other nucleons will
interact with the subsystem any more. In order to take into
account this condition, the coalescence is considered only for
the subsystems in the low phase space density region of f <

1.5, where f is a smeared phase-space occupation probability
summed over the nucleon spin and isospin.

The coalescence process is a supplemental process for a
transport model, on top of the mean-field propagation and a
usual treatment of two-nucleon collisions. With the stochas-
tic coalescence treatment the nucleons in a formed cluster
tend to move together in the mean field after the cluster
has been formed. However each nucleon are still treated as
independent nucleons so that the cluster breaks up when a
nucleon-nucleon collision occurs for any of the constituent
nucleons with one of nearby nucleons. This calculation is
called AMD/D-COALS in this paper, and the same NN cross
section and Gogny interaction are used as those of AMD/D
described in Sec. II A.

C. Extended cluster correlation in AMD-cluster

The extended version of AMD is developed mainly to
improve the description of the IMF emission by taking into
account the cluster correlation as a stochastic process of clus-
ter binding. This version with the extended cluster correlations
has been called AMD-cluster [16]. As mentioned in Sec. II A,
a two-nucleon collision process is introduced as a stochastic
quantum branching process. This collision process can be
treated as a transition of an AMD wave function |�i〉 to
one of the possible final states |� f 〉. The usual treatment of
two-nucleon collisions is performed under the assumption that
these two nucleons are not correlated with the other nucleons,
and that only the states of the scattered two nucleons are
changed in the final states |� f 〉. The transition to a final
state |� f 〉 is assumed to occur instantaneously and to conserve
the energy expectation value 〈�i|H |�i〉 = 〈� f |H |� f 〉. The
residual interaction induces two-nucleon collisions and the
transition rate is given by

Wi↔ f = 2π

h̄
|〈� f |V |�i〉|2δ(E f − Ei ). (14)

For the AMD/D treatment, a density of states of the final
configurations was applied by including the scattered state
contribution of the two nucleons. In AMD-cluster, on the other
hand, the two-nucleon collision process allow the possibil-
ity that each colliding nucleon may form a cluster of mass

numbers A up to 4 with some other wave packets. When two
nucleons N1 and N2 collide, the process considered in general
is

N1 + N2 + B1 + B2 → C1 + C2, (15)

in which each of the scattered nucleons Nj ( j = 1, 2) may
form a cluster Cj , which can be up to α with a spectator
particle Bj . The transition rate of the cluster-forming process
is given by Fermi’s golden rule. The transition rate is given by

υi jdσ = 2π

h̄

∣∣〈ϕ′
1

∣∣ϕq
1

〉∣∣2∣∣〈ϕ′
2

∣∣ϕq
2

〉∣∣2|M|2δ(E f − Ei )

× p2
reld preld�

(2π h̄)3
, (16)

where M is the matrix element for the two-nucleon scattering
to the final state with the relative momentum prel and the
scattering angle � in the two-nucleon center-of-mass system,
where |ϕ±q

j 〉 = e±iq·r j |ϕ j〉 are the states after the momentum
transfer ±q to the nucleons Nj ( j = 1, 2), and (prel,�) is the
relative momentum between N1 and N2 in these states. The
above equation for the rate should be generalized because
there are many possible ways of forming a clusters for each
N of the scattered nucleons N1 and N2. It should be done
carefully. The method was extended in an interactive way
to consider the formation of clusters C1 and C2 with mass
number A up to 4. The general formula is

υi jdσ (C1,C2, prel,�)

= 2π

h̄
P1(C1, prel,�)P2(C2, prel,�)|M|2

δ(E f (C1,C2, prel,�) − Ei )
p2

reld preld�

(2π h̄)3
, (17)

where the overlap probabilities in Eq. (17) have been
replaced by the probabilities of specific channels which
satisfy

∑
C1

P1(C1, prel,�) = 1 and
∑

C2
P2(C2, prel,�) = 1.

The relative momentum prel in the final state is adjusted for the
energy conservation depending on the channel (C1,C2). The
phase-space factor p2

rel/(∂E f /∂ prel ) also depends on (C1,C2).
A more detailed description about AMD-cluster is given

in Refs. [13,16,24–26]. Here, we only highlight how IMFs
are formed in AMD-cluster. The basic procedure in the actual
calculation is similar to the coalescence method applied for
nucleons in AMD/D-COALS in the previous subsection, but
here the method is applied for heavier clusters with addi-
tional care and with some simplifications. When moderately
separated clusters (1 < Rrel < 5 fm) are moving away from
each other with a small relative kinetic energy (RrelVrel > 0
and 1

2μV 2
rel < 12 MeV where μ is the reduced mass), their

momenta are replaced by the center-of-mass momentum of
two clusters. The method has been introduced in Ref. [16].
In addition to these conditions, linking is allowed only if
each of the two clusters is one of the four closest clusters of
the other when the distance is measured by [(Rrel/3 fm)2 +
(Vrel/0.25c)2]1/2. It is further required one (or both) of the two
clusters is an α cluster or is in a light nucleus already bound at
a previous time. Two clusters in different already-bound light
nuclei are not linked. Nonclustered nucleons are treated here
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FIG. 1. Comparisons of the angular distributions of the primary (upper row) and secondary (lower row) for p, d , t , 3He, and 4He from left
to right, respectively, with different AMD simulations. The experimental data, taken from Ref. [1], are shown by open circles. Green dashed,
blue dotted, and red solid lines show the simulated results from AMD/D, AMD/D-COALS, and AMD-cluster, respectively.

in the same way as clusters but two nucleons are not allowed
to be linked directly. Two clusters also should not be linked
directly if they can form an α or lighter cluster due to the
combination of their spins and isospins. It is possible that
more than two clusters are eventually linked by these condi-
tions. However, the process is canceled unless the mass of the
linked system is in the range 6 � A � 9, and therefore the
binding usually occurs in dilute environment. The binding is
performed for the linked system by eliminating the momenta
of clusters in the center-of-mass frame of the linked system.
The energy conservation should be achieved by scaling the
relative radial momentum between the center-of-mass of the
linked system and a third particle. We choose a particle (a
cluster or a non-clustered nucleon) that has the minimal value
of

(r + 7.5 fm)(1.2 − cosθ )/min(ε‖, 5 MeV), (18)

where r and ε‖ are the distance and the radial component of
the kinetic energy for the relative motion between the linked
system and the third particle. The factor with the angle θ be-
tween the relative coordinate (r) and velocity (v) is introduced
so as to favor the case of r‖v. If the selected third particle is
already in a bound light nucleus, the light nucleus is used as
the third particle for the energy conservation.

AMD-cluster simulations present in this article are per-
formed, using the free NN cross section and the use of the
different NN cross sections is discussed in Sec. IV C.

III. RESULTS

In this section the comparisons between the simulated
results and the experimental data are presented. The experi-
mental data are taken from Ref. [1]. The cluster correlation
effects are studied in the simulations by three AMD models,
AMD/D, AMD/D-COALS, and AMD-cluster. The calcula-
tions are performed in the impact parameter range of b =
0–8 fm. The AMD/D and AMD/D-COALS calculations are

performed with the Gogny interaction [19] and AMD-cluster
with the SLy4 interaction [27]. Terminologies “PLF” and
“NN” components are also used same as those in Ref. [15],
where they stand for a projectile-like and a nucleon-nucleon
source component, respectively, defined by using a three mov-
ing source fit. The third component is a target-like fragment
component. Comparisons of the simulated results with the
experimental ones are made both in the primary stage (AMD)
and the secondary stages (AMD+GEMINI) as described below.

A. LCPs

On the upper row of Fig. 1, the results of the primary an-
gular distributions for different AMD simulations are shown
with the experimental data, though the latter are not directly
compared to the primary yields. A significant overprediction
of protons at all angles are observed in AMD/D compared
to AMD/D-COALS and AMD-cluster. The reduced yields
of the latter two are very reasonable because the nucleon
correlations, taken into account in the coalescence treatment
and the extended cluster correlation in AMD-cluster, consume
nucleons to form clusters. For all LCPs, significant differences
between the coalescence treatment and the AMD-cluster treat-
ment are observed.

On the lower row of Fig. 1, the results of the secondary
LCPs are shown in which GEMINI [28] is used as the after-
burner. (See Appendix for the difference between GEMINI++
which was used in our previous publications [15,16] and the
FORTRAN GEMINI which is used in this paper.) AMD/D (green
dashed curves) significantly overpredicts the yield of protons
at all angles, inherited the trend in the primary yields. For
all other LCPs, it overpredicts at forward angles and signif-
icantly underpredicts at larger angles. AMD/D-COALS (blue
dot curves) improves the proton yield significantly, but still
slightly overpredicts the yield at all angles. For other LCPs,
the trend is similar to those of AMD/D, but significantly
overpredicts the PLF yields, especially for tritons and 3He.
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FIG. 2. Comparisons of energy spectra of the secondary for p, d , t , 3He, and 4He at selected angles. See also the Fig. 1 caption for symbol
and histograms.

In contrast to the former two calculations, AMD-cluster (red
solid curves) reproduces the angular distributions of all LCPs
very well, whereas a noticeable underprediction compared
to the experimental data is observed for protons at θ < 20◦
and the significant overprediction are observed for 3He at
θ > 25◦ and 4He at θ < 10◦. All three models significantly
overpredict the experimental 4He yields by a factor of more
than 2 at forward angles. One should note that the significant
overpredictions of the yields of 4He at the forward angles are
dominated by the feeding from the secondary decays of PLFs,
which is revealed in the difference between those in the upper
and lower rows of Fig. 1. No significant secondary contribu-
tions are observed at larger angles for all three calculations,
indicating that only a little additional feeding occurs at larger
angles.

In Fig. 2, energy spectra are compared between the experi-
mental data and those of the secondary particles for LCPs.

(A1) Proton energy spectra. The overprediction of pro-
tons in AMD/D, which is also shown in Fig. 1, is
observed in the entire energy range below the beam

energy at all angles, and notable underestimation at
the higher energies. On the other hand AMD/D-
COALS and AMD-cluster improve the reproduction
significantly in the entire energy range. AMD/D-
COALS starts to underpredict the proton yields at
35◦ and AMD-cluster underpredicts the PLF yields
at the most froward angle.

(A2) Deuteron energy spectra. The overprediction of the
PLF component in AMD/D is significantly im-
proved both in AMD/D-COALS and AMD-cluster,
but the underpredictions at higher energies still
remain in AMD/D-COALS, whereas notable over-
predictions are observed in the AMD-cluster at θ �
25◦.

(A3) Triton and 3He energy spectra. The overpredic-
tions of AMD/D for the PLF component remains
in AMD/D-COALS, but significantly improved in
AMD-cluster. On the other hand the significant
underpredictions at higher energies are improved
significantly in AMD/D-COALS, but AMD-cluster
overpredicts the yields at θ � 25◦, where the feeding
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FIG. 3. Comparisons of angular distributions of the primary (upper row) and secondary (lower row) for lithium and beryllium isotopes.
See also the Fig. 1 caption for symbol and histograms.

contributions are less, indicating that the primary
yields of these clusters are overpredicted in AMD-
cluster.

(A4) Alphas energy spectra. α particles show overpre-
dictions of the PLF yields in all three models. The
overprediction at forward angles generally originate
from the feeding from the secondary decay of the
PLFs.

B. IMFs

1. Angular distribution for lithium and beryllium isotopes

On the upper row of Fig. 3, angular distributions of the pri-
mary Li and Be isotopes are shown. As one can see, AMD/D
and AMD/D-COALS show very similar results. This is rea-
sonable because no cluster formation with A > 4 is treated in
an extended method in AMD/D-COALS. Significant differ-
ence between these simulations and that of AMD-cluster are
observed. AMD-cluster tends to produce less IMFs at forward
angles and more at larger angles.

On the lower row of Fig. 3, the results of the secondary
yields for these isotopes are shown. For 6Li, 7Li, and 7Be,
AMD-cluster reproduces the yields at forward angle in which
feeding additions are dominated. For 9Be and 10Be, the yields
remain almost the same between the primary and secondary,
indicating the decay loss and the feeding addition from heav-
ier IMFs are nearly balanced for these isotopes, since as
shown in Fig. 8 below, most of the primary isotopes have
the excitation energy much higher than the particle decay
threshold and only a few survive as the final products.

2. Angular distribution for boron and carbon isotopes

In Fig. 4, the angular distributions of the primary and
secondary B and C isotopes are presented. Compared to the
primary, one can see the decay loss is slightly more than the
feeding addition in the secondary yields for all three calcula-
tions. For the secondary IMFs, a significant underpredictions

are still observed for AMD/D and AMD/D-COALS at larger
angles. The yields of B and C isotopes at larger angles are
rather well reproduced by AMD-cluster, though the yields at
forward angles are slightly less compared to experimental data
except for 12C. For 12C, all three calculations show a similar
trend as 4He results, and significantly overpredict the yields
at forward angles. At the larger angles, the yields decrease
sharply in the AMD/D and AMD/D-COALS and the exper-
imental data are underpredicted, whereas AMD-cluster still
overpredicts significantly.

It is worth noting that distinct differences are observed in
the angular distributions for C isotopes at 50 MeV/nucleon
in this study and those at 95 MeV/nucleon in Refs. [15,16].
At 50 MeV/nucleon the experimental angular distribution for
12C shows more than one order less cross sections than those
for 10C and 11C and the angular distribution is much less
forward peaking as shown in Fig. 4. The angular distribu-
tions for 10C and 11C are similar in shape and amplitude. On
the other hand all AMD + GEMINI simulations show com-
parable angular distributions for different C isotopes. At 95
MeV/nucleon, both experimental and simulated angular dis-
tributions are very similar in shape and amplitude for different
C isotopes and the experimental data are well reproduced by
AMD + GEMINI simulations. It is not clear at this point what
mechanism can produce such a drastic change in the experi-
mental data between 50 MeV/nucleon and 95 MeV/nucleon
for C isotopes. Further studies are needed to elucidate this
issue.

3. Energy spectra for IMFs

In Fig. 5, the comparisons of energy spectra are presented
between the experimental data and those of the secondary
yields for Li and Be isotopes. In all cases AMD/D (green
dashed lines) underpredict significantly the yields on the
higher energy side and AMD/D-COALS (blue dotted lines)
are slightly better than AMD/D. In AMD/D and AMD/D-
COALS, the PLF components tend to be overpredicted by
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FIG. 4. Comparisons of angular distributions of the primary (upper row) and secondary (lower row) for boron and carbon isotopes. See
also the Fig. 1 caption for symbol and histograms. The large error bars in the original experimental data for 8B are not shown because they are
dominated in the systematic errors of the detector calibration. See details in Ref. [15].

FIG. 5. Comparisons of energy spectra of the secondary for Li and Be isotopes at selected angles. See also the Fig. 1 caption for symbols
and curves.
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FIG. 6. Similar plots as Fig. 5, but for B and C isotopes. See also the Fig. 1 caption.

a factor of 1.5 to 3, but both simulations reproduce the en-
ergy spectra below the beam velocity well for these light
IMFs except for those at 25◦. AMD-Cluster (red solid lines)
reproduces the experimental data very well at entire energy
range, though the yields at 25◦ are significantly higher than to
experimental data for Be isotopes.

In Fig. 6, the energy spectra of the secondaries for B and
C isotopes are shown. AMD-cluster reproduces the experi-
mental data reasonably well both in the angular distribution
in Fig. 4 and energy spectra in these figures except for
8B and 10C at forward angles and on the higher energy
side. The observed discrepancies in 8B and 10C may orig-
inate in the experimental errors in the energy calibration
for these isotopes, since the PLF peak energies are too
high, compared to those of the other isotopes. This may
also be true for 10Be. As mentioned earlier, the coalescence
treatment in AMD/D-COALS is not applied for these clus-
ters, whereas the treatment in AMD-cluster includes these
IMFs. We will discuss this in more details in the next
section.

IV. DISCUSSIONS

A. Production mechanisms of LCPs and IMFs

Before we discuss the different production mechanisms in
details, firstly we make a brief summary of the above obser-
vations.

(1) Common results for all three models
4He and 12C yields are significantly overpredicted

at forward angles (Figs. 1, 2, and 4).
(2) Common results between AMD/D and AMD/D-

COALS
(2a) The PLF component of LCP clusters with A �

3 and light IMFs with 6 � A � 9 in the energy
spectra show significant overpredictions (Figs. 2
and 5).

(2b) Angular distributions and energy spectra of IMFs
with A � 6 are similar in these two simulations
and these fragment yields are significantly under-
predicted at larger angles (Figs. 3, 4, 5, and 6).
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(3) Common results between AMD/D-COALS and
AMD-cluster

Angular distributions and energy spectra of protons
are well reproduced (Figs. 1 and 2).

(4) AMD-cluster

The production of LCPs and IMFs are rather well
reproduced in their angular distributions and en-
ergy spectra except that 4He and 12C yields are
significantly overpredicted at forward angles.

In the following, we discuss different production mecha-
nisms for LCPs and IMFs by comparing the results in three
models based on the above observations.

(a) The point 1 relates to the overprediction of the primary
yield and excitation energy of 12C at forward angles,
since the overprediction of 4He at forward angles orig-
inates in the feeding from the secondary decay of the
excited PLFs. Excited 12C in peripheral collisions is
one of the main parent nuclei for the 4He production.
As shown in Fig. 4, the yields of the PLF component
of 12C are overpredicted significantly in all three cal-
culations and the angular distribution is similar to that
of the secondary 4He particles.

(b) The point (2a) is caused by the feeding from the ex-
cited PLF component of the IMFs, suggesting that
the excitation energy of these IMFs may be too high.
These LCP cluster yields are significantly affected by
the feeding from the excited PLF component of the
IMFs, indicating that their parent nuclei are also ex-
cited too much. We will discuss these issues in the next
subsection.

(c) The points (3) and (4) indicate the importance of the
cluster correlations and IMF formation for the proton
and all other cluster productions.

The above observations reflect the different production
treatments which are incorporated as different stochastic man-
ners in the models. The overprediction of protons in AMD/D
is well treated by the coalescence process in the cluster cor-
relations taken in other two models and the IMF production
is well reproduced by the cluster correlation and the IMF for-
mation in AMD-cluster. On the other hand, the production of
the PLF component of 12C is significantly overpredicted with
too much excitation energies in all three models. This may
be closely related to the observation of the reverse kinematic
collisions between 40,48Ca, 58,64Ni beams on 9Be target at 140
MeV/nucleon in Ref. [29], which will be discussed in the next
subsection. Another production mechanism is the sequential
secondary decay process. This process is closely related to
the primary AMD stage through the excitation energy given
to IMFs. This process not only alters the yields of IMFs by
the decay loss, but also alters the yields of LCPs and IMFs
by the feeding addition. Therefore the primary AMD results
are altered significantly by the secondary sequential decay
processes as discussed further below. The AMD-cluster +
GEMINI examined here provides overall consistent results in

reproducing the experimental angular distributions and energy
spectra of LCPs and IMFs.

B. Excitation energy and sequential decay

In this section we further study the excitation energy of
IMFs given by AMD and sequential decay products generated
by GEMINI in details. On the left panel of Fig. 7, the excita-
tion energy distributions of IMFs observed at θlab > 20◦ from
AMD/D-COALS and AMD-cluster, are compared for those
with kinetic energies above the detection energy threshold
in the experiment. The same detection energy thresholds are
applied to the primary fragments as those of the experiment.
This condition eliminates most of the TLF contribution to
the distributions and therefore these IMFs belong mostly to
the NN source component. AMD/D shows very similar re-
sults to those of AMD/D-COALS, and therefore the results
of AMD/D are not discussed in this section. The excitation
energy distributions of IMFs are quite different in AMD/D-
COALS and AMD-cluster in two ways at this larger angle
setup. One is the production yields and the other is the shape
of the distributions. The yields are significantly enhanced in
the AMD-cluster simulations, indicating that AMD-cluster
efficiently produces the NN source component of the IMFs
at these angles. The second is that the cluster correlation
generates the enhancement at the lower excitation energies.
These two facts result in the larger yields of the survived IMFs
and of the feeding additions after GEMINI at the larger angles
observed in Figs. 3 to 6, which result in better reproductions
of the experimental IMFs observations.

On the right panel of Fig. 7, similar results are shown,
but for θlab � 20◦, and therefore the distributions are domi-
nated by PLFs. In this case the production yields are similar
between those in AMD/D-COALS and AMD-cluster, but
AMD-cluster again produces a larger number of IMFs at
lower excitation energies for the most isotopes except for
10Be, and therefore a larger number of the survived IMFs after
GEMINI. However the difference in these survived IMFs is not
observed in the secondary PLF distribution in Figs. 3 and
4, since there are overwhelming contributions in the feeding
process from the heavier IMF decays and they dominate the
yields. For the 12C case, there is a sharp peak near 0 MeV exci-
tation energy in both simulations, though AMD-cluster shows
much larger amount of the yields at low excitation energies.
These yields near 0 MeV (but those above the decay thresh-
old) dominates the large enhancement of the alpha yields from
PLF fragments observed in the lower panels of Fig. 1 for
4He and Fig. 4 for 12C. The excitation energy distributions
of IMFs in AMD-cluster are similar with our previous study
for 12C + 12C at 95 MeV/nucleon [16], indicating similar
production mechanisms are involved in collisions between 50
MeV/nucleon and 95 MeV/nucleon. There it is also pointed
out that GEMINI predicts a notable amount of IMFs with the
excitation energy above their particle threshold can survive as
the final products.

According to Ref. [29], AMD/D tends to overpredict
the excitation energy of PLFs, compared to that of the
HIPSE (heavy-ion phase-space exploration) [30] simulation
and causes significant overprediction of the IMF yields in the
reverse kinematics reactions of 48Ca and 58,64Ni on 9Be at
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FIG. 7. Excitation energy distributions of IMFs emitted at θlab > 20◦ (left panel) and θlab � 20◦ (right panel) from AMD/D-COALS and
AMD-cluster and with kinetic energies above experimental energy thresholds. Blue dot and red solid lines represent the excited primary
fragment by the AMD/D-COALS and AMD-cluster simulated, respectively. The experimental particle decay thresholds are also shown on the
x axis by black arrows.

140 MeV/nucleon except for the 40Ca + 9Be system. In their
analysis, the measured fragments show two distinct trends,
one is monotonically decrease from the projectile mass to
lighter IMFs up to around A ∼ 15 and a rapid increase for
the lighter IMFs. The latter yields are dominated by the multi-
fragmentation events. The former yields are contributed both
from the primary production in the AMD stage and the feed-
ing addition from the heavier IMFs in afterburner. Therefore
when we combine our results to their former IMF yields, their
exceeding yields may be dominated from the exceeding pro-
duction of the projectile-like fragments and their secondary
decay with too much excitation energy given to them. How-
ever, this scenario cannot be applied for 40Ca + 9Be system
where the larger IMF yields are reasonably well reproduced
by the AMD simulations.

In a recent application of AMD-cluster for midperipheral
and peripheral collisions of 93Nb + 93Nb and 116Sn at 38
MeV/nucleon in Ref. [14], it shows that AMD-cluster im-
proved a lot in the fragments production for these peripheral
collisions and reproduces the experimental data very well,
indicating that the excitation energy of PLFs is properly re-
produced incorporating with the cluster correlation, which is
consistent with our present results except for the PLF com-
ponent of the 12C. They also observed that FORTRAN version
of GEMINI and C++ version result in noticeable differences

in the feeding production from the secondary decay process.
However, in our light reaction system, we did not observed
noticeable difference between these two versions after the
proper treatment of the paring effect in the calculation, which
is described in the Appendix.

C. Effects of in-medium NN cross sections

AMD-cluster reproduces the IMF angular distribution and
energy spectra very well. As discussed in the previous sub-
section, this improvement is made in two ways. One is the
enhanced IMF production in AMD and the second is feeding
additions from the heavier IMF decays. The latter is closely
related to the excitation energy of the IMFs given in the
AMD stage. Since in AMD-cluster, the cluster correlation is
incorporated in two-nucleon collision process and it may be
significantly affected by the in-medium NN cross section. In
order to verify this effect, the excitation energy distributions
in two different NN cross sections are examined, one is the
free NN cross section shown in all above results in the AMD-
cluster simulations and the other is the LM cross section used
in the above AMD/D and AMD/D-COALS simulations in
Eq. (11). The LM cross section is reduced roughly to 10%
at 10 MeV, almost linearly increases to 35% up to 50 MeV
and gradually saturates up to 40% for the higher energy
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FIG. 8. Similar plots as Fig. 7, but for AMD-cluster with two different NN cross sections. Blue dotted and red solid histograms represent
LM and free NN cross sections, respectively. See also Fig. 7 caption.

compared to the free NN cross section [31]. The AMD-cluster
simulations are made with these two NN cross sections, but
all other parameters are kept same. The simulated excitation
energy distributions are shown in Fig. 8. One can see that the
distributions are almost identical at θlab � 20◦ on the right
panel. For those at θlab > 20◦ on the left panel, a noticeable
reduction of the yields is observed for 6 � A � 12 isotopes
in case of the LM cross section compared to those with the
free NN cross section. This reduction rate is similar to that
of the NN cross section. This observation indicates that the
in-medium NN cross section does not take a dominant role
for the PLF production, but affects to the IMF production of
the NN source component. The significant improvement of the
IMF production from the NN source shown at larger angles in
Figs. 3 to 6 may be largely contributed by the use of the free
NN cross section.

V. SUMMARY

The effects of cluster correlations on the LCP and IMF
productions are studied in the reaction 12C + 12C at 50
MeV/nucleon using three AMD models, AMD/D, AMD/D-
COALS, and AMD-cluster in which the same effective
interaction is used in the former two models but with/without
the cluster correlation and in the latter two models cluster
correlations are incorporated in different manners. The an-
gular distributions and energy spectra of all experimentally

observed ejectiles have been compared between the simulated
results and the experimental data [1]. The simulated AMD
results are significantly altered by the sequential secondary
decay of the excited IMFs. For LCPs, the coalescence treat-
ment in AMD/D-COALS improves the proton and deuteron
yields very much compared to AMD/D, but significantly
overpredicts in the PLF component of triton, 3He and 4He
yields. AMD-Cluster reproduces the experimental data of
LCPs and IMFs very well except for the PLF component
of 4He and 12C. For IMFs, the results from AMD/D and
AMD/D-COALS are very similar and they significantly un-
derpredict the yields for their NN component at larger angles.
For 4He and 12C, AMD/D and AMD/D-COALS significantly
underpredict the yields at larger angles, and furthermore,
all three calculations significantly overpredict the yields at
forward angles. The AMD-cluster simulations improve the
PLF component of LCPs and the yields of IMFs at larger
angles compared to that of the AMD/D and AMD/D-COALS
simulations. The improvement of the IMF cluster production
are made in two ways, one is the increased production rate
of the primary IMFs and the other is the proper amount of
the excitation energy given to the primary IMF, including
the enhanced population at the lower excitation energies. The
latter enhances the survival probability of the excited IMFs
after the secondary decays, though it is not directly observed
because of the large contributions of the feeding additions. In
overall AMD-cluster works best for this light reaction system
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in the intermediate energy range. The cluster correlations take
a crucial role to describe the production of LCPs and IMFs.
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APPENDIX: FORTRAN GEMINI AND GEMINI++
In our previous publications [16], we used GEMINI++ [32]

and there is a slight difference with the FORTRANGEMINI used
in this work. In GEMINI++, the available thermal energy U is
evaluated slightly different from that in the FORTRAN GEMINI

as

U = E∗ − Eyrast (J ) − δP, (A1)

where δP is the pairing correction to the empirical mass
formula besides the shell correction. No pairing correction is
made in the FORTRAN GEMINI. There is a control parameter
Z shell for the correction. The default value of Z shell=2,
which means that the pairing correction is not apply for Z � 2
clusters. The paring correction for some of IMFs is set 5–10
MeV and increases the particle decay energy threshold and
overpredict the IMF yields significantly as shown in Fig. 3
of Ref. [16]. When the particle decay is forced for IMFs
with the excitation energy above the empirical particle energy
threshold, the yields are reduced by a reasonable amount
and they become comparable to those of the experimental
data. Therefore we set Z shell=20 to turn off the pairing
correction for IMF with Z � 20, then results from GEMINI++
and FORTRAN-GEMINI become similar. There are still some
difference in the IMF excitation energy distributions, but no
noticeable differences are observed in the multiplicity dis-
tributions. Therefore we concluded that GEMINI++ with Z
shell=20 and FORTRAN GEMINI end up in the essentially same
results and in this work we used the FORTRAN GEMINI.
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